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Energy Efficiency in Cloud Software Architectures  

Giuseppe Procaccianti, Stefano Bevini, Patricia Lago1  
 

Abstract 

Cloud-based software is often considered as providing a greener, more energy-efficient solution. At the same time, it 
introduces more complexity and demands for new investments in cloud services, technologies, and competencies for 
migration, maintenance, and evolution of the underlying software architectures. To understand better the implications 
of cloud software architectures on energy efficiency, in this paper we present the preliminary results of a systematic 
literature review that investigates what kind of software architectures for cloud service provisioning allow to achieve 
energy-efficient solutions. 

1.  Introduction 

Cloud computing infrastructures are often described as an energy-efficient technology (Berl et al., 2010). 
In principle, improving data center utilization by virtualizing resources is a way to save energy. 
Nowadays, energy efficiency (EE) is starting to be considered as a Service-Level Objective (SLO), i.e. a 
specific, measurable characteristic of a service, to be described as achievement values in Service Level 
Agreements (SLAs)2. An example would be: “The energy bill of the client should be reduced by 20% in 
one year”. We believe that cloud service providers (CSPs) could benefit from representing EE as a SLO. 
However, in order to offer cloud services, providers rely on very complex software architectures. It is yet 
unclear, and possibly unexplored, what architecture characteristics do positively or negatively influence 
EE, and if there are explicit or implicit reference architectures that can help ensuring that the EE exposed 
as SLO is delivered. Our work aims at analyzing the relation between software architectures and EE as a 
SLO in cloud-based service solutions. To this end, we carry out a systematic survey of the publications 
discussing how software architectures impact EE in cloud solutions, and analyze what types of 
architectures emerge from such publications. In this paper, we present our preliminary findings. 

2.  Motivation 

Recently, the problem of defining SLAs for cloud services has been widely discussed among practitioners 
and experts of the field. Customers do not know precisely what should or shouldn’t be included in an SLA 
regarding the provision of cloud services. On the other side, providers lack standard tools to assess and 
certify the level of the service they are providing, in terms of performance, reliability, serviceability etc. 
The same goes for EE: even if it has been proven that cloud technologies provide benefits in terms of 
energy savings (Berl et al., 2010), this factor is not adequately exploited as an added value for cloud 
service provisioning. This work aims at investigating scientific literature to explore the use of EE as a 
valid SLO in cloud service provisioning.  

                                                      
1 VU University Amsterdam, De Boelelaan 1081a, 1081 HV Amsterdam, The Netherlands.   
email: g.procaccianti@vu.nl , stefano.bevini@gmail.com , p.lago@vu.nl   
2 http://www.greenbiz.com/news/2009/01/12/energy-efficiency-new-sla , last visited on June 12th, 2013 
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Another perspective of our work is the relationship between software architectures and EE. Nowadays, the 
role of software in energy consumption is widely discussed among the scientific community, and a 
number of metrics for software EE has been proposed (Bozzelli, Gu and Lago, 2013). Our work tries to 
advance to the next step: is it possible to quantify the effects on energy consumption when adopting a 
certain software architecture? We will perform a literature review of software architecture studies 
searching for an answer to this question, and eventually identify the possible gap for future research. 

3.  Study Design and Execution 

The research question (RQ) driving our study is: What kind of software architectures for cloud service 
provisioning allow to define Service Level Objectives regarding energy efficiency? 

In order to answer our RQ, we followed a systematic literature review process (Kitchenham et al., 
2009). We performed a preliminary analysis of the research space, and we identified 306 hits (i.e. potential 
related studies). Thus, we formulated a review protocol for our study, by defining a search query for inter-
rogation of academic databases and inclusion and exclusion criteria to refine our results according to our 
RQ. In this way, we selected the primary studies for our research. We subsequently classified and ana-
lyzed these studies in order to extract relevant results.  

3.1  Search Strategy 

From our research question, we extracted five keywords: “software architecture”, “cloud”, “service”, 
“SLA”, “energy”. Then, in order to expand our search space, we identified relevant terms and synonyms. 
Finally, this resulted in the following search string: 

"software architecture" AND cloud AND service AND "(energy OR power) efficiency" AND (SLA 
OR SLO OR "service level") 

We used Google Scholar as data source for our search, with a time range spanning from 2000 to 2013. 
The keywords specified in the search string were applied to titles, abstracts, and body of the studies, in 
order to include all possibly relevant studies. 

3.2  Primary Study Selection 

3.2.1 Inclusion/Exclusion Criteria 

We defined two sets of criteria to identify the articles to be selected as primary studies. A candidate study 
must satisfy all inclusion (I) criteria, while not matching any exclusion (E) criteria. In Table 1 the list of 
the criteria we adopted is presented.  

3.2.2 Results of the selection process 

Our search strategy resulted in 149 original contributions. Out of those, only 10 studies were judged as 
completely irrelevant basing upon their title. We then proceeded into applying our inclusion/exclusion cri-
teria to the abstracts, which more than halved our number of candidates: 78 studies were removed. Finally, 
we reviewed the full-text of the remaining 61 contributions, and out of those we identified our final set of 
26 primary studies. Table 2 gives an overview of the selection process. 
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Nr. Description Rationale 

I1 
A study that directly proposes 
software architectures, architectural 
styles or strategies.  

We want to identify how software architectures affect EE, thus we 
need articles proposing software architectures that are generally 
reusable or applicable, or indirectly proposes them from a service 
provisioning perspective. 

I2 
A study that addresses EE as a 
quality requirement. 

We want to investigate whether EE is considered, either implicitly 
or explicitly, by providers or experts, as a quality attribute for cloud 
services. 

I3 
A study that is developed by either 
of academics and practitioners. 

Both academic and industrial solutions are relevant to this study. 

I4 
A study that is published in 
software engineering/cloud 
computing field. 

Software engineering is our reference field, but cloud computing 
research can provide us an insight on what trends are set in terms of 
software architectures for cloud. 

I5 A study that is peer-reviewed. 
A peer-reviewed paper guarantees a certain level of quality and 
contains reasonable amount of content. 

I6 A study that is written in English. 
For feasibility reasons papers written in other languages than 
English are excluded. 

E1 
A study that does not propose 
software solutions for EE. 

Traditionally, EE has been regarded as a hardware issue. We want to 
drive past this assumption and address the software impact of power 
consumption. 

E2 
A study that does not imply any 
type of service provisioning. 

We are not interested in solutions that generally increase the EE of a 
datacenter, without having in mind how to provide an energy-
efficient service to a customer. 

E3 
A study that does not consider EE 
as a primary quality characteristic. 

We are not interested in studies that consider EE a secondary 
concern. 

E4 
A study that does not aim at 
optimizing the EE of the cloud 
computing infrastructure. 

Mobile devices often leverage cloud services by offloading 
computation tasks, in order to increase their battery life. Although 
this is an EE improvement, it is not relevant for the EE of the cloud 
computing infrastructure, thus we want to exclude these solutions 
from our study. 

Table 1. 
Inclusion/Exclusion Criteria. 

Stages of the selection process Removed Result 
Search results N/A 149 
Title checking 10 139 
Abstract checking 78 61 
Full-text checking 35 26 

Table 2. 
Overview of the selection process. 
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3.2.3 Search results traceability 

We recorded the reference details of the studies using JabRef 3. For every step of the review process, a 
different JabRef database file was created. Moreover, we used an Excel sheet to report the matching of the 
inclusion/exclusion criteria and the stage of the decision (title, abstract or full-text checking) for each 
study. 

3.3 Data Extraction and Analysis 

We used an extraction form in order to retrieve and store relevant information about each primary study. 
Besides general information, the form records how EE is addressed and which architectural elements were 
identified in the presented solution. The extraction form is structured as follows: 

• Study Identifier: provides a unique identifier for the study; 

• Study Title: the publication title; 

• Study Type: the publication type (i.e. journal article, conference article, thesis); 

• How EE is addressed: a brief summary of how the presented solution addresses the EE of the 
cloud infrastructure; 

• Main architectural elements: the main software elements of the solution. 

For the data analysis phase, we adopted a qualitative approach, by means of a coding technique. The first 
step was an exploratory study of the selected contributions, in order to define a set of codes regarding the 
objects of our study, namely software architectural strategies, practices and elements. Subsequently, we 
reviewed again the software architectures exposed in the primary studies according to our set of codes, in 
order to examine the frequency of the elements we identified.  

As regards the traceability of our analysis, whenever a code was identified in a primary study we anno-
tated the corresponding section of the full-text of the contribution. In this way, the systematic mapping we 
performed can be verified by independent reviewers.  

In section 4 we present, as preliminary results, the codes that resulted from the analysis and the corre-
sponding primary studies. These codes can serve as a basis to classify and describe green software archi-
tectures. 

4. Codes 

During our analysis, we identified three different levels of architecture-related concepts that were used for 
describing software solutions for EE. Those three levels (see Figure 1) are: 

• Strategies: a strategy can be defined as the way through which a particular software solution ad-
dresses EE; 

• Techniques: a technique can be defined as the instantiation, or enactment, of a strategy through a 
specific technical approach; 

• Components: an individual architectural component (Garlan and Shaw, 1993) that plays a defined 
role in the application of a technique. 

                                                      
3 http://jabref.sourceforge.net/, last visited on July 2nd, 2013. 
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We identified three main strategies through which EE is addressed in the primary studies. Note that those 
strategies are not intended to be mutually exclusive: in fact, many solutions may adopt more than one 
strategy. 

• Energy Monitoring: some components of the software architecture are devoted at monitoring the 
energy consumption of the IT system; 

• Self Adaptation: some components of the software architecture enable the possibility of adapting 
the software behaviour in order to save energy; 

• Cloud Federation: the software architecture comprehends the possibility to “lease” or “negotiate” 
the usage of cloud services from other providers basing upon energy consumption requirements. 

For each strategy, we identified several techniques and components recurring in the primary studies.  
In Table 3 we present the software components along with a brief description and the corresponding 

strategy they are typically used for. In Table 4 we present the architectural techniques, briefly described, 
in relation with the corresponding strategies and the primary studies where they were identified. In the fol-
lowing section, we discuss the outcome of our analysis. 

5. Discussion 

Our list of strategies, techniques and components gives us some initial insights in the State-of-the-Art of 
green software architectures for the cloud. Among the three strategies we have identified during this 
literature review, Self-Adaptation (as emerges from Table 4) appears to be the most used strategy to 
achieve EE. It is interesting to point out how Energy Monitoring is not considered an efficient solution per 
se, but on the other hand, it is considered as a base strategy to apply, together with Self-Adaptation, in 8 
out of 11 articles where Energy monitoring is mentioned. Thus, in a relevant amount of works, Energy 
Monitoring is considered as an important part in the general architecture in order to apply the most 
effective Self-Adaptation strategy possible. In fact is not rare to find out that a scheduling algorithm or the 
reconfiguration of the Virtual Machines allocation is driven by some component responsible of monitoring 
the infrastructure/system energy consumption. 

As concerns the used techniques, it clearly  emerges that the most investigated technique is Workload 
scheduling, that has been studied in 18 articles out of 26, while Consolidation has been considered 11 
times out of 26. Consolidation is a well-known technique to achieve energy savings, so this degree of at-
tention is not surprising. However, it appears that SLA fulfilment is a fundamental issue for cloud provid-
ers that want to achieve EE. In particular infrastructural conditions, the assessment of SLA fulfilment 
while performing consolidation requires too much effort. Thus, several authors found out that the best 

Figure 1. 
Reference model for architecture-related concepts. 
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trade-off between EE and SLA fulfilment is achieved by balancing the workload of the physical and vir-
tual machines, instead of trying to reallocate the VMs in order to shut down unused servers. 

Concerning the single components, the most recurring ones are used to implement Self-Adaptation,  
namely Internal SLA violation checker, Workload scheduler, VM Allocator, Adaptation Engine/optimizer. 
The presence of these components in most of the works, especially the Internal SLA violation checker, 
strengthens our impression that one of the biggest challenges, nowadays, as regards cloud service provi-
sioning, is to find the best trade-off between EE and SLAs fulfilment. 

Strategies Components Description 

Energy 

Monitoring 

Energy Dashboard 
A graphical interface component of the software architecture that provides 

users with software energy consumption information. 

Energy Database 
A component of the software architecture devoted to storing energy consump-

tion information. 

Energy Indicators 
Components of the software architecture devoted to “rate” or classify software 

behaviour, or to provide real-time metrics upon energy consumption 

Energy Collectors 
Components of the software architecture devoted to retrieve and collect en-

ergy information from hardware or software sensors 

Energy Communication Bus 
Component of the software architecture devoted to provide a common inter-

face between the collectors and the energy database 

Energy Model 
A component of the software architecture devoted to estimate or predict the 

power consumption of a software application in real-time 

Energy Monitor 
A component of the software architecture devoted to monitor the energy con-

sumption of (a part of) the software system 

Self 

Adaptation 

Adaptation Engine 
A component of the software architecture devoted to find an optimal solution 

to an objective function modelling the EE of the system 

Workload Scheduler 
A component of the software architecture able to define, schedule and assign 

workloads to computational units 

Scale unit A defined set of IT resources that represents a unit of growth 

Queue 

One or more software components of the software architecture devoted to or-

ganize items (services, VMs, jobs) in different orders of priority according to 

energy consumption 

VM Allocator 
In virtualized environments, a component able to migrate and displace VMs 

on servers 

SLA Violation Checker 

(Internal) 

A component of the software architecture devoted to check and ensure the ful-

filment of SLAs (NOTE: in this case the checker evaluates the violation of 

internal services towards external clients) 

Cloud 

Federation 

Energy Broker 
A component of the software architecture devoted to providing access to en-

ergy efficient services 

Energy Orchestrator 
A component of a SOA able to switch services in case of relevant differences 

in their EE 

Green Services Directory A listing of all available services with energy consumption information 

SLA Violation Checker 

(External) 

A component of the software architecture devoted to check and ensure the ful-

filment of SLAs (NOTE: in this case the checker evaluates the violation of 

external services towards internal clients) 

Table 3.  
Software architectural components for EE. 
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Strategies Techniques Description Reference studies # 

Energy 

Monitoring 

Static 

classification 

Energy classification of 

software based upon the 

power consumption 

specifications of the hardware 

components 

(Alessandro, 2010)(Curtis, 2008)(Götz et al., 2011) 

3 

Metering 

Power consumption real-time 

monitoring through external 

power meters 

(Carpentier et al., 2012)(Curtis, 2008)(Forell, 

Milojicic and Talwar, 2011)(Katsaros et al., 

2012)(Noureddine, Rouvoy and Seinturier, 

2011)(Xu et al., 2012) 

6 

Modelling 

Power consumption on-line 

estimation using predictive 

models  

(De Oliveira Jr, Ledoux and others, 2010) 

(Dougherty, 2011)(Dupont et al., 

2012)(Noureddine, Rouvoy and Seinturier, 2011) 

4 

Self 

Adaptation 

Scaling 

Software is able to scale 

down in case of low requests 

or usage, to save energy 

(Chacin Martìnez and others, 2011)(Rogers and 

Homann, 2008) (Dougherty, 2011) (Harman et al., 

2012)(Katsaros et al., 2012)(Xu et al., 2011) 

6 

Consolidation 

In virtualization scenarios, the 

possibility to regroup VMs 

sparse among many servers, 

to reduce the number of 

active machines 

(Carpentier et al., 2012)(Rogers and Homann, 

2008)(Dupont et al., 2012) (Harman et al., 

2012)(Katsaros et al., 2012)(Kounev, 

2011)(Noureddine, Rouvoy and Seinturier, 2012) 

(Sekhar, Jeba and Durga, 2012) (Xiong, Han and 

Vandenberg, 2012) (Xu et al., 2011) (Xu et al., 

2012) 

11 

Workload 

Scheduling 

Some components of the 

software architecture are 

devoted to manage and 

schedule the workload of the 

computational units 

(Alessandro, 2010) (Chacin Martìnez and others, 

2011)(De Oliveira Jr, Ledoux and others, 2010) 

(Dougherty, 2011)(Forell, Milojicic and Talwar, 

2011)(Götz et al., 2011) (Harman et al., 2012) 

(Hedwig et al., 2009)(Huber, Brosig and Kounev, 

2011)(Katsaros et al., 2012)(Kounev, 2011)(Lu, 

Varman and Doshi, 2011)(Sekhar, Jeba and Durga, 

2012) (Sevalnev, 2012)(Xiong, Han and 

Vandenberg, 2012)(Xu et al., 2012)(Xu et al., 

2011) 

18 

Cloud 

Federation 

Energy 

Brokering 

The software architecture 

exposes their services 

together with their energy 

consumption information 

(Forell, Milojicic and Talwar, 2011) 

(Gholamhosseinian and Khalifeh, 2012)(Villegas et 

al., 2012) 
3 

Service 

Adaptation 

Switching iso-functional 

services depending on their 

energy consumption 

(Forell, Milojicic and Talwar, 2011)(Villegas et al., 

2012)(Wu et al., 2012)(Xiong, Han and 

Vandenberg, 2012) 

4 

Table 4.  
Software architectural techniques for EE. 
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6. Conclusions 

EE is a primary issue for CSPs. Data centres are one of the most power consuming facilities. Thus, not 
only the physical, hardware configuration, but also the software architecture of the cloud computing 
infrastructure must be carefully designed in order to accommodate power consumption constraints. In this 
work, we analyzed the state-of-the-art of energy efficient cloud computing software solutions. Referring to 
the RQ we addressed during these work, although we were not able to identify full-fledged architectural 
solutions that consider EE as a SLO, this preliminary study resulted in a list of software architectural 
strategies, techniques and components to address EE. Through this list, CSPs can identify software 
solutions for EE, suitable to be implemented into their existing platforms, or to be used as a reference, 
when designing a service provisioning architecture from scratch. 

We believe this to be a first, important step towards green software architectures. Future works will be 
devoted to further analyze our results in order to extract reusable software solutions (i.e., design or archi-
tectural patterns) for designing energy efficient software systems. 
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