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Figure 11.18: sTEC (upper plots) and sTEC zero-normalized (lower plots) measurements comparison, March 25th, 2011, PRN 28. MAPGPS (gray), Ashtech (blue), CRS (black), NovAtel (red).

the coordinates of the Arecibo Observatory are 18.344 N, 66.753 W. Therefore the TEC estimate which on the grid is closest to Arecibo is the one comprised between 17.5 and 20 degrees in longitude and between 65 and 70 degrees in latitude. Using the data provided by JPL, it is possible to find a value of TEC every 2 hours.

Figure 11.19 and Figure 11.20 show the JPL vTEC estimate (black plots) for March 25th and 27th, respectively, compared with GNSS receivers measurements (Ashtech receiver, in blue).

In Figure 11.19 a comparison is shown with the vTEC from the Ashtech receiver and the JPL map.

JPL measurements do not present a bias with respect to the measure of the receivers, but they reveal a larger value during the higher ionosphere activities, while it is closer to zero during the minimum ionospheric activity. The time when the minimum is measured is about the same with the three receivers, while the JPL map indicates a different time for the maximum. This could likely be improved by using grid interpolation and by decreasing the JPL map update time interval.

Figure 11.20, which is for March 27th, in comparison with Figure 11.19, which is
Figure 11.19: Comparison between JPL map (black) and Ashtech (blue) vTEC measurement, March 25th 2011.

Figure 11.20: Comparison between JPL map (black) and Ashtech (blue) vTEC measurement, March 27th 2011.
related to March 25th, shows how the relative error in between the Ashtech vTEC (blue) and the JPL estimate (black) does not change significantly for different days, which means that the bias component on the estimate is not changing significantly over time.

In Figure 11.21, a comparison is shown with the Septentrio receiver for March 26th, and the result is comparable with the one obtained with the other receiver, even if the sign of the Septentrio bias is negative (effect which is clearly due to the receiver bias).

Some data from the ISR in Arecibo were also analyzed. The data provided by the observatory consist of electron density at specific altitudes. In particular, the heights scanned are from 90 to about 2350 km, at an interval in altitude of 1 km. The electron density profiles are provided approximatively every 30 minutes.

Figure 11.9 and Figure 11.11 show radar profiles measured on March 25th 2011 and on March 27th 2011, respectively. By integrating the profiles along the measured altitudes, vertical TEC measurements are obtained.

Some comparisons with the ISR data are shown in Figure 11.22 and in Figure 11.23, which are from March 25th and March 27th, respectively. From the comparison, a bias of about 12 TECU between the Ashtech (blue) and the ISR (red, continuous line) is present in the data. This seems to indicate that the radar is
calibrated to provide a minimum TEC measurement of zero TECU. In Figure 11.22 and Figure 11.23 another comparison is also shown, between the Ashtech measurements and the radar vTEC measurements shifted by +12.5 TECU (red, dashed) in order to verify the agreement level between the Ashtech and the ISR estimates. It can be noted that, apart differences that are mainly due to the OF accuracy, the maximum relative measurements disagreement is less than 5 TECU. The vTEC variations over time closely agree between the ISR and GPS receivers.

11.6 Final remarks on TEC measurements

Measurement comparisons have been done that demonstrate how, at the state of the art, dual-frequency GNSS TEC measurement are affected by errors, in particular, by large biases, mostly due to frequency-variant receiver biases. These TEC measurement errors impact on the time estimate depending on the geometry and cannot be neglected when high-accuracy is required on the time solution. Application of the modified CNMP algorithm enables the reduction of noise and multipath on the pseudorange TEC measurements, including a good estimate of the remaining bias. Furthermore, the algorithm enables the definition of a bound on the accuracy of the bias estimate due to the presence of multipath. This is very important in order to define a confidence level, in particular when the measurement is performed in environments not benign in terms of multipath. For the data reported in this thesis, the multipath bound was found to be less than 1 TECU on the L1-GPS channel.

Concerning the other bias components, from the analysis of multiple data sources and methods it can be concluded that it is very difficult to separate the effects of the ionosphere and the biases of the GPS measurement system. Combining all the calibration and filtering methods used so far, the accuracy of the absolute TEC measurements is on the order of 10 TECU.

The hardware calibration used by CRS does not improve the knowledge of the absolute bias on the TEC measurement, even if it improves the performance in terms of relative bias between the satellites, mitigating the inter-frequency and inter-code receiver biases. This uncertainty has to be taken into account, in particular when high accuracy is required for absolute measurements, such as for time measurement.
Figure 11.22: vTEC measurements, comparison between Ashtech receiver (blue), Arecibo ISR (red, solid line) and Arecibo ISR shifted by +12.5 TECU (red, dash line) for comparison purposes. March 25th 2011.

Figure 11.23: vTEC measurements, comparison between Ashtech receiver (blue), Arecibo ISR (red, solid line) and Arecibo ISR shifted by +12.5 TECU (red, dash line) for comparison purposes. March 27th 2011.
In conclusion, it can be stated that an uncertainty on the order of 10 TECU on
the TEC measurement is present in GNSS receivers, that causes uncertainty on
the time measurement, in a measure that depends on the DOP (see Chapter 2).
The next step, in order to improve the accuracy on the ionospheric delay estimate
and therefore on the time estimate, includes a more rigorous receiver hardware,
front-end and antenna calibration that takes into account the receiver bandwidth,
correlator type and differential group delays for all the receivers involved in the
TEC estimation process.
Conclusions
Conclusions and Future Activities

A new approach has been investigated to improve the GNSS precise velocity measurement, by means of a frequency-integrated solution. The main issue of this activity is to correctly model the local oscillator, in order to improve the GNSS frequency measurement filtering it taking into account the model. Then, since the precise velocity estimate is done by using the carrier phase measurement to enable mm/s level accuracy, a way to reduce the tracking jitter has been analyzed. The method considered makes use of a stand alone digital PLL implemented in a real-time software receiver. Novel adaptive DPLLs have been designed of different order (second and third), whose bandwidth is adapted in real-time according to the input signal. The goal is to use the smallest bandwidth that can still correctly track the current input dynamics, and in order to do that a cost function is minimized.

Regarding this work on precise velocity and frequency, much work remains on the to-do-list for the future. Since the frequency estimate is intended to improve the frequency estimate, the scenario of interest involves dynamic user. Therefore the future work includes improving the frequency estimate by including dynamic models of the oscillator (Rubidium oscillators in particular). Then, the frequency estimate has to be integrated with the improved carrier phase measurement performed by the adaptive PLL. Also, more tests with real data have to be done in order to optimize the control logic of the PLL.

In order to improve high accuracy time estimate, analyses have been done on the existing TEC measurement method. After the analysis of the measurement campaign, a modified CNMP method was applied to mitigate noise and multipath effects. Future work has to be done, including the development of methods to mitigate the TEC biases, in particular, the biases due to the receiver hardware. An accurate design or calibration of the hardware and the use of a calibrate
network of receivers could be a solution to mitigate the problem of the unknown residual biases, enabling highly accurate time measurements.
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Appendix A

Derivation of the loop filter coefficients given the PLL ENB

The method used in this thesis to find the coefficients of the loop filter in a first and in a second order PLL, as a function of EBN, is taken from [67] and it is recalled in this appendix.

A.1 First order loop

In a first order PLL the loop filter is constituted simply by a constant parameter, i.e. :

\[ F(z) = \gamma \]  \hspace{1cm} (A.1)

and it is

\[ B_L T \simeq \frac{A}{4} \]  \hspace{1cm} (A.2)

where \( A = \gamma \beta \) Therefore, the filter parameter can be expressed as:

\[ \gamma = \frac{4B_L T}{\beta} \]  \hspace{1cm} (A.3)

A.2 Second order loop

In case of second order loop, the loop filter can be expressed as:

\[ F(z) = \frac{az - b}{z - 1} \]  \hspace{1cm} (A.4)
A relationship is needed to find the loop coefficients \( a, b \) as functions of the ENB. In the following, the relationship is derived, by introducing some approximation, as in [67].

### A.3 Approximation 1

The link with the analog case can be findable through some algebraical artifices. Regarding in particular the denominator, it can be defined the function

\[
R(z) = \frac{1}{(z-1)^2 + \beta \cdot (az-b)}. \tag{A.5}
\]

It is also

\[
R(z) = \left(\frac{z^{-1}}{M \sin \alpha}\right) \sum_{i=0}^{\infty} M^i \sin (k\alpha) z^{-i} \tag{A.6}
\]

where

\[
M = e^{-\zeta \omega_n T} \quad \alpha = \omega_n T \cdot \sqrt{1 - \zeta^2}
\]

For \( k > 0 \) it is

\[
R[k] = \frac{1}{M \sin \alpha} M^{k-1} \sin [(k-1) \alpha] \tag{A.7}
\]

Working in the Laplace domain, if

\[
(p, p^*) \tag{A.8}
\]

is the complex conjugate couple of poles for \( R(z) \), and

\[
p = \sigma_0 + j\omega_0 \tag{A.9}
\]

it is possible to find a relation between two analog parameters.

The natural frequency is

\[
\omega_n = |p| \tag{A.10}
\]

and the damping factor
\[ \zeta = -\frac{\sigma_0}{|p|}. \]  

(A.11)

Inverting these formulas it can be found that

\[ \sigma_0 = \zeta \omega_n \]
\[ \omega_0 = \omega_n \sqrt{1 - \zeta^2} \]

Using these parameters it can be written:

\[ R(s) = \frac{1}{s^2 - 2\zeta \omega_n \cdot s + \omega_n^2}. \]

(A.12)

The parallelism between the digital and the analog worlds allows in this case to easily project a digital loop. In fact, fixing some analog entities it is possible to compute the loop coefficients. For the second order loop, as it has been showed, two parameters

\[(a, b)\]  

(A.13)

are involved.

It has been discussed how the noise equivalent bandwidth is determinant for the PLL performance. So one of the characteristics that would be appropriate to fix is exactly this parameter. The other one could be the damping factor.

It can be found that

\[ a \simeq \frac{1}{\beta} \cdot 2 \left( 1 - e^{-\zeta T} \cos \left( \omega_n T \cdot \sqrt{1 - \zeta^2} \right) \right) \]
\[ b \simeq \frac{1}{\beta} \cdot (1 - e^{-2\zeta \omega_n T}) \]

Considering one of the two equations above and the relationship that links the noise equivalent bandwidth to the loop coefficients, that is

\[ B_L T = \frac{2(a - b) + \beta b(a + b)}{2b[4 - \beta(a + b)]}. \]

(A.14)

it is possible to determine the \( a, b \) values as functions of \( B_L, \zeta, \omega_n \) and \( T, T \) is considered fixed by the user and in this case is fixed at \( T = 1 \) ms (like most GPS applications). Generally it is

\[ \zeta = \sqrt{2} \]

(A.15)

Considering the equations system above, the bandwidth can be expressed as
\[ B_L \simeq \omega_n \cdot \frac{1 + 4\zeta^2}{8\zeta} \] (A.16)

so the natural frequency becomes known as a \((B_L, \zeta)\) function

\[ \omega_n = \frac{8\zeta B_L}{1 + 4\zeta^2} \] (A.17)

and the loop coefficients can easily be calculated using the previous formulas:

\[ a \simeq \frac{1}{\beta} \cdot 2 \left( 1 - e^{-\zeta \omega_n T} \cos \left( \omega_n T \cdot \sqrt{1 - \zeta^2} \right) \right) \] (A.18)

\[ b \simeq \frac{1}{\beta} \cdot \left( 1 - e^{-2\zeta \omega_n T} \right) \] (A.19)

### A.3.1 Approximation 2

In this thesis, another approximation for the loop coefficients is used, that makes use of the approximation described in A.3. This method uses a transform similar to the bilinear one, that implies

\[ z = 1 + sT \] (A.20)

Equation A.12 can be written as:

\[ R(s) = \frac{1}{((1 + sT) - 1)^2 + \beta \cdot (a (1 + sT) - b)}. \] (A.21)

Then, making a comparison with the analog case (Equation A.18), as done in the A.3, the parameters \(a, b\) can be found, that are used in this thesis, as a function of the a parameter \(\delta\) (see Equation A.24), proportional to the ENB \(B_L\):

\[ a = \frac{1}{\beta} \cdot 4\zeta^2 \frac{\delta}{1+\delta} \] (A.22)

\[ b = \frac{1}{\beta} \cdot 4\zeta^2 \frac{\delta}{(1+\delta)^2} \] (A.23)

where it has been defined

\[ \delta = \frac{4B_L T}{1 + 4\zeta^2 + 8\zeta^2 B_L T}. \] (A.24)
A.4 Third order loop

It is not trivial to find the coefficients of a second order loop given a desired bandwidth, considering that the stability condition needs to be satisfied. The problem becomes even more complicated when three parameters are required, as in the case of a third order PLL. In this thesis, the method proposed in [68] is used.

According to [68]

The zero coincidence condition is desired, thus

\[ z_2 = z_1 \]  \hspace{1cm} (A.25)

Having real and coincident zeros do not preclude any possibilities, since every bandwidth can be obtained in this way. With the hypothesis that have been done, the bandwidth results to be

\[ B_{eq} = \frac{g}{2T} \left( g z_1^5 + (3g - 5) z_1^4 + 3g z_1^3 + (g - 1) z_1^2 + 5z_1 + 1 \right) - 3g^2 z_1^4 + (7g - 3g^2) z_1^3 + (7g - g^2) z_1^2 + (8 + g) z_1 + (-8 + g) \]  \hspace{1cm} (A.26)

Another approximation is required. The limit values for \( z_1 \) that allows to obtain stable loops is

\[ 1 - 2g < z_1 < 1 \]  \hspace{1cm} (A.27)

By choosing the middle value

\[ z_1 = \frac{1 + (1 - 2g)}{2} \]  \hspace{1cm} (A.28)

so that

\[ g = 1 - z_1 \]  \hspace{1cm} (A.29)

it becomes

\[ \lim_{z_1 \to 1} B_L = \frac{5}{4T} (1 - z_1) \]  \hspace{1cm} (A.30)

So, fixing the desired value of \( B_L \), it is

\[ z_1 = 1 - \frac{4}{5} \cdot B_L \cdot T \]  \hspace{1cm} (A.31)

The relationship between this parameter and the loop coefficient results to be simply:

\[
\begin{align*}
a &= 1 \\
b &= - (z_1 + z_2) \\
c &= z_1 \cdot z_2
\end{align*}
\]  \hspace{1cm} (A.32)
Because of the approximation, the effective noise equivalent bandwidth realized by the loop is not exactly as desired, but it represents a good approximation (approximation error within the 2 percent).

After several simulation, by empiric analysis it has been noted that the more \( g \) is close to the parameter \( B_L \cdot T \), the more the approximation is valid.

Setting
\[
z_1 = 1 - \frac{h - 1}{h} \cdot B_L \cdot T
\]  
(A.33)

with \( h = 30 \) the approximate \( B_L \) results to be very close to the desired value.
Appendix B

Tracking Steady State Error as a function of the input dynamics and of the PLL order

B.1 First order loop

The loop error results to be
\[
\rho(z) = \frac{z}{(z-1) + \beta \cdot F(z)} \cdot \Delta\phi(z)
\]
\[
= \frac{z}{z + (A - 1)} \cdot \Delta\phi(z)
\]
calling
\[
A = a \cdot \beta
\]  \hspace{1cm} (B.1)

In order to see the loop behaviour, it is useful to pass in the time domain ([66]). It is:

\[
\rho(z) \cdot [z + (A - 1)] = z \cdot (z)
\]
\[
z \cdot \rho(z) + (A - 1) \cdot \rho(z) = z \cdot \Delta\phi(z)
\]
\[
\rho[k + 1] - (A - 1) \cdot \rho[k] = \Delta\phi[k + 1]
\]
\[
\rho[k + 1] = (1 - A) \cdot \rho[k] + \Delta\phi[k + 1]
\]

That means (substituting the variable \( k \) with \( k - 1 \)):
\[
\rho[k] = (1 - A) \cdot \rho[k - 1] + \Delta\phi[k]
\]  \hspace{1cm} (B.2)
With this expression it is easy to understand if, given a signal with a specified phase trend, the loop error will converge towards zero. Notice that in this analysis an ideal case is studied and the noise effect is neglected.

### B.1.1 First order loop, constant input phase

If the input is a step phase in the time,

\[
\phi[k] = A_0 \cdot u[k]
\]

the phase variation to be followed is

\[
\Delta \phi[k] = \phi[k] - \phi[k - 1] = A_0 \cdot u[k] - A_0 \cdot u[k - 1] = A_0 \cdot \delta[k]
\]

So it is

\[
\rho[k] = (1 - A) \cdot \rho[k - 1] + \Delta \phi[k] = (1 - A) \cdot \rho[k - 1] + A_0 \cdot \delta[k]
\]

The error trend is therefore computable simply iterating:

If \( k = 0 \):

\[
\rho[0] = A_0 \cdot \delta[0] = A_0
\]

if \( k = 1 \):

\[
\rho[1] = (1 - A) \cdot \rho[0] + A_0 \cdot \delta[1] = (1 - A) \cdot A_0 + A_0 = A_0 \cdot (1 - A)
\]

if \( k = 2 \)
\[ \rho[2] = (1 - A) \cdot \rho[1] = A_0 \cdot (1 - A)^2 \]

if \( k = 3 \)

\[ \rho[3] = (1 - A) \cdot \rho[1] = A_0 \cdot (1 - A)^3 \]

\[ \vdots \]

if \( k = n \)

\[ \rho[n] = A_0 \cdot (1 - A)^n \]

that means that the error follows a geometric law. Since the error decrease towards zero only if

\[ |1 - A| < 1. \] \hspace{1cm} (B.4)

where \( A = \gamma \beta \).

### B.1.2 First order loop, first order input phase

If the input phase varies with linear law, i.e.

\[ \phi[k] = A_1 \cdot k \cdot u[k] \] \hspace{1cm} (B.5)

the variation is

\[ \Delta \phi[k] = A_1 \cdot \delta[k] . \] \hspace{1cm} (B.6)

Thinking about the signal, the input derivative represents the input frequency, since the frequency is the phase derivative in the time. Proceeding like in the previous case, it can be computed

\[ \rho[k] = (1 - A) \cdot \rho[k - 1] + \Delta \phi[k] = (1 - A) \cdot \rho[k - 1] + A_1 \cdot \delta[k] \]
If $k = 0$:

$$
\rho[0] = A_1 \cdot \delta[0] \\
= A_1
$$

if $k = 1$:

$$
\rho[1] = (1 - A) \cdot \rho[0] + A_1 \cdot \delta[1] \\
= (1 - A) \cdot A_1 + A_1 \\
= A_1 \cdot (2 - A)
$$

if $k = 2$:

$$
\rho[2] = (1 - A) \cdot \rho[1] + A_1 \\
= (1 - A) \cdot [(1 - A) \cdot A_1 + A_1] + A_1 \\
= (1 - A)^2 \cdot A_1 + (1 - A) \cdot A_1 + A_1
$$

\[ \vdots \]

if $k = n$

$$
\rho[n] = (1 - A)^n \cdot A_1 + (1 - A)^{n-1} \cdot A_1 + \ldots + (1 - A) \cdot A_1 + A_1 \quad \text{(B.7)}
$$

that can be written using the geometrical series

$$
\sum_{i=0}^{n-1} x^i = \frac{1 - x^n}{1 - x} \quad \text{(B.8)}
$$

$$
\rho[n] = A_1 \sum_{i=0}^{n} (1 - A)^n \\
= A_1 \frac{1 - (1 - A)^{n+1}}{1 - (1 - A)}
$$

To solve the limit

$$
\lim_{k \to \infty} \rho[k] \quad \text{(B.9)}
$$
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the final value theorem that is valid for the Z-transform can be used:

\[
\lim_{k \to \infty} \rho[k] = \lim_{z \to 1} \left\{ \rho(z) \cdot (z - 1) \right\} \\
= \lim_{z \to 1} \left\{ \frac{z}{z + (A - 1)} \cdot \Delta\phi(z) \cdot (z - 1) \right\} \\
= \lim_{z \to 1} \left\{ \frac{z \cdot (z - 1)}{z + (A - 1)} \cdot \Delta\phi(z) \right\}
\]

It is

\[
\Delta\phi(z) = Z\{\Delta\phi[k]\} \\
= Z\{\phi[k] - \phi[k-1]\} \\
= (1 - z^{-1}) Z\{\phi[k]\} \\
= (1 - z^{-1}) Z\{A_1 \cdot k \cdot u[k]\} \\
= A_1 (1 - z^{-1}) \left( -\frac{\delta}{\delta z} \left( \frac{1}{1 - z^{-1}} \right) \right) \\
= A_1 \left( \frac{z - 1}{z} \right) \frac{1}{(z - 1)^2} \\
= A_1 \frac{1}{z (z - 1)}
\]

\[
\lim_{k \to \infty} \rho[k] = \lim_{z \to 1} \left\{ \frac{z \cdot (z - 1)}{z + (A - 1)} \cdot A_1 \frac{1}{z (z - 1)} \right\} \\
= \frac{A_1}{A} \neq 0
\]

This result means that a first order loop cannot track a phase that varies linearly, since the error does not converge towards zero. A constant SSE (Steady State Error) is present, directly proportional to the slope of the linear input and inversely proportional to the bandwidth (since the parameter \(A\) is directly proportional to \(B_L\)).

### B.1.3 First order loop, second order input phase

In the case of linear input frequency, the phase varies following a quadratic law and the a first order PLL cannot track it. In this case the phase error results to be a function of the time \(k\), therefore it does not converge, but it increases in the time.
B.2 Second order loop

Like done for the first order loop, the error can be computed as

\[
\rho(z) = \frac{z}{(z-1) + \beta \cdot F(z)} \cdot \Delta \phi(z) \\
= \frac{z}{(z-1)^2 + \beta \cdot (az - b)} \cdot \Delta \phi(z)
\]

In the time domain,

\[
\rho(z) \cdot [(z-1)^2 + \beta \cdot (az - b)] = z \cdot (z-1) \cdot \Delta \phi(z) \\
z^2 \cdot \rho(z) + (a\beta - 2)z \cdot \rho(z) + (1 - b\beta) \cdot \rho(z) = z^2 \cdot \Delta \phi(z) - z \cdot \Delta \phi(z) \\
\rho[k + 2] + (a\beta - 2) \cdot \rho[k + 1] + (1 - b\beta) \cdot \rho[k] = \Delta \phi[k + 2] - \Delta \phi[k + 1]
\]

So:

\[
\rho[k + 2] = (2 - a\beta) \cdot \rho[k + 1] + (b\beta - 1) \cdot \rho[k] + \Delta \phi[k + 2] - \Delta \phi[k + 1] \quad (B.10)
\]

Substituting the variable \( k \) with \( k - 2 \):

\[
\rho[k] = (2 - a\beta) \cdot \rho[k - 1] + (b\beta - 1) \cdot \rho[k - 2] + \Delta \phi[k] - \Delta \phi[k - 1] \quad (B.11)
\]

B.2.1 Second order loop, first order input phase

Like said for the order one PLL, this input is

\[
\phi[k] = A_1 \cdot k \cdot u[k] \quad (B.12)
\]

and its variation

\[
\Delta \phi[k] = A_1 \cdot \delta[k]. \quad (B.13)
\]

\[
\rho[k] = (2 - a\beta) \cdot \rho[k - 1] + (b\beta - 1) \cdot \rho[k - 2] + \Delta \phi[k] - \Delta \phi[k - 1] \\
= (2 - a\beta) \cdot \rho[k - 1] + (b\beta - 1) \cdot \rho[k - 2] + A_1 \cdot \delta[k] - A_1 \cdot \delta[k - 1]
\]
If $k = 0$:

$$\rho [0] = A_1 \cdot \delta [0]$$

$$= A_1$$

if $k = 1$:

$$\rho [2] = (2 - a\beta) \rho [0] + A_1 \cdot \delta [1] - A_1 \cdot \delta [0]$$

$$= (2 - a\beta) A_1 - A_1 \cdot 1$$

$$= A_1 \{(2 - a\beta) - 1\}$$

if $k = 2$:

$$\rho [2] = (2 - a\beta) \rho [1] + (b\beta - 1) \cdot \rho [0] + A_1 \cdot \delta [2] - A_1 \cdot \delta [1]$$

$$= (2 - a\beta) \cdot ((2 - a\beta) A_1 - A_1) + (b\beta - 1) \cdot A_1$$

$$= A_1 \{(2 - a\beta)^2 - (2 - a\beta) + (b\beta - 1)\}$$

if $k = 3$:

$$\rho [3] = (2 - a\beta) \rho [2] + (b\beta - 1) \cdot \rho [1]$$

$$= A_1 \{(2 - a\beta)^3 - (2 - a\beta)^2 + 2 (b\beta - 1) (2 - a\beta) - (b\beta - 1)\}$$

if $k = 4$:

$$\rho [4] = (2 - a\beta) \rho [3] + (b\beta - 1) \cdot \rho [2]$$

$$= A_1 \{(2 - a\beta)^4 - (2 - a\beta)^3 + 3 (b\beta - 1) (2 - a\beta)^2 - 2 (b\beta - 1) (2 - a\beta) + (b\beta - 1)^2\}$$

This approach does not allow to easy find out if the error converges towards zero. In this case in convenient to consider that

$$\rho (z) = \frac{z (z - 1)}{(z - 1)^2 + \beta \cdot (az - b)} \cdot \Delta_{\phi} (z)$$

$$= R (z) \cdot z (z - 1) \cdot \Delta_{\phi} (z)$$

$$= \frac{z (z - 1)}{(z - 1)^2 + \beta \cdot (az - b)} \cdot \Delta_{\phi} (z) \left(\frac{z^{-1}}{M \sin \alpha}\right) \sum_{i=0}^{\infty} M^i \sin (k\alpha) z^{-i}$$

$$= (z - 1) \cdot \frac{A_1}{z - 1} \left(\frac{1}{M \sin \alpha}\right) \sum_{i=0}^{\infty} M^i \sin (k\alpha) z^{-i}$$

$$= A_1 \left(\frac{1}{M \sin \alpha}\right) \sum_{i=0}^{\infty} M^i \sin (k\alpha) z^{-i}$$
That in the time domain is:

\[
\rho[k] = A_1 \frac{1}{M \sin \alpha} M^k \sin [k \alpha]. \tag{B.14}
\]

In this way it is easy calculating the error:

if \( k = 0 \):

\[
\rho[0] = A_1 \frac{1}{M \sin \alpha} M^2 \sin (2\alpha) = 0.
\]

if \( k = 1 \):

\[
\rho[1] = A_1 \frac{1}{M \sin \alpha} M \sin \alpha = A_1
\]

if \( k = 2 \):

\[
\rho[2] = A_1 \frac{1}{M \sin \alpha} M^2 \sin (2\alpha) = \frac{A_1}{\sin \alpha} \cdot M \sin (2\alpha)
\]

\ldots \\

if \( k = n \):

\[
\rho[n] = \frac{A_1}{\sin \alpha} \cdot M^{n-1} \sin (n \cdot \alpha) \tag{B.15}
\]

\[
\lim_{n \to \infty} \rho[n] = \lim_{n \to \infty} A_1 \frac{\sin (n \cdot \alpha)}{\sin \alpha} \cdot M^{n-1} = 0, \text{ if } M < 1.
\]

If \( M < 1 \)

the error converge towards zero. The limit decays faster if \( M \)

is smaller. In this trend the important parameter is the damping factor \( \zeta \)

, since it is

\[
M = e^{-\zeta \omega_n T}. \tag{B.16}
\]
B.2.2 Second order loop, second order input phase

A phase that changes with a parabolic law can be expressed as

\[ \phi[k] = A_2 \cdot k^2 \cdot u[k] \]  

(B.17)

the variation is, in the time domain

\[ \Delta \phi[k] = 2 \cdot A_2 \cdot k \cdot u[k] \]  

(B.18)

and in the z-transform domain

\[ \Delta \phi(z) = A_2 \cdot \frac{z + 1}{(z + 1)^2} \]  

(B.19)

Applying the final value theorem it can be found the error convergence towards infinity:

\[ \lim_{k \to \infty} \rho[k] = \lim_{z \to 1} \left\{ \rho(z) \cdot (z - 1) \right\} \]

\[ = \lim_{z \to 1} \left\{ \frac{z (z - 1)}{(z - 1)^2 + \beta \cdot (az - b)} \cdot \Delta \phi(z) \cdot (z - 1) \right\} \]

\[ = \lim_{z \to 1} \left\{ \frac{z (z - 1)}{(z - 1)^2 + \beta \cdot (az - b)} \cdot A_2 \cdot \frac{z + 1}{(z + 1)^2} \cdot (z - 1) \right\} \]

\[ = \lim_{z \to 1} \left\{ \frac{z}{(z - 1)^2 + \beta \cdot (az - b)} \cdot A_2 \cdot (z + 1) \right\} \]

\[ = \frac{2A_2}{\beta(a - b) \neq 0} \]

This results means that a second order loop is not able to vanish the estimation error if the input phase increase quadratically. As well as a linear phase cannot be tracked with zero SSE by a first order PLL, while a second order PLL can do it, a second order loop cannot track a quadratic input phase but a third order can do it. This is why in this thesis also a third order loop is studied.
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