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Abstract—This paper is devoted to an in-depth discussion of the Gaussian Noise (GN) model which describes non-linear propagation in uncompensated coherent transmission systems. Similar models and validation efforts are reviewed. Then, the main equations of the GN model are introduced. An intuitive physical interpretation of the equations and their features is proposed. The main characteristics of the non-linear interference (NLI) noise spectra that the GN model produces are discussed. To ease model exploitation, a new formulation in hyperbolic coordinates is proposed, which makes numerical integration faster. New approximate closed-form solutions are also provided. An extension of the GN model to distributed-amplification scenarios is introduced. NLI noise accumulation vs. distance and bandwidth are studied in depth. Finally, the GN model implications as to system and networks design and optimization are discussed.

Index Terms—coherent systems, non-linear effects, uncompensated transmission, GN model

I. INTRODUCTION

THE dramatic revolution in optical transmission systems, brought about by the introduction of coherent technologies, has been multi-faceted. One of its many aspects involves the possibility of completely removing dispersion compensation from the link. Besides being beneficial in various practical ways, uncompensated transmission (UT) has also drastically changed the key features of signal propagation and of non-linearity generation in the fiber. In fact, as a further unexpected advantage from coherent technology, in the novel UT propagation regime it appears to be possible to carry out system performance prediction based on relatively simple analytical non-linear propagation models. These models appear to have a rather good predictive power and could substantially ease the analysis and design of optical systems and networks.

Most models for UT proposed so far are perturbative ones, i.e., they assume that non-linearity is relatively small vs. the useful signal. Also, a common feature is the assumption that non-linearity disturbance, which will be called non-linear interference (NLI) in this paper, manifests itself as additive Gaussian noise. Moreover, they appear to rely directly or indirectly on the circumstance, specific to UT, that the signal itself becomes indistinguishable from Gaussian noise due to the unmitigated effect of dispersion.

At a close look, many of these models, some of which were originally proposed many years ago, appear to show a high degree of convergence among them. They are briefly reviewed in the next section. This paper focuses on one specific instance of this class of models, which was called ‘Gaussian Noise (GN) model’ in [1] because of the relevance in the model of the Gaussian noise features recalled above.

In general, the modeling effort is far from over and in fact, while this paper was being finalized, at least two new models have achieved publication. This is a positive process and certainly the next few years will see continuous improvements and refinements, based perhaps on different and varied modeling approaches. The GN model, however, with some limitations that will be addressed in the next section, appears to already have fairly accurate predictive power, as both simulations and preliminary experiments attest (see Sect. II-A). In a way, it could therefore become a benchmark for future models, to gauge the improvement they bring about.

This paper is devoted to an in-depth discussion of the GN model. It addresses previously published results which, in many cases, are extended and further developed. Original material is also proposed. The main goals of the paper are the following: first, making the GN model more intuitively understandable; second, making it more easily exploitable, both analytically and numerically; third: extending it to more general system scenarios, such as distributed amplification, and fourth, discussing its far-reaching implications as to system and networks design and optimization. Certain details and derivations are confined within appendices, for ease of readability.

II. PERTURBATIVE NON-LINEARITY MODELS

A review of various perturbative non-linearity models was recently proposed in [1]. There, this model class was essentially linked to two main perturbative derivation approaches: Volterra Series (VS) and Four-Wave-Mixing (FWM).

The VS approach dates back to 1997 [2] and consists of finding an approximate solution of the non-linear Schroedinger equation (NLSE) in terms of a truncated Volterra series, in frequency domain. In 2002 the approach was used to derive an actual power spectral density (PSD) of NLI, viewed as...
Gaussian additive noise [3], from which non-linear capacity formulas were later obtained [4]. Notably, Eq. (10) in [3] is quite similar to the GN model equation adopted in this paper, Eq. (1).

The FWM-like models are based on ideally slicing up the signal spectrum into spectral components, whose non-linear beating during propagation is then analytically expressed in a fashion similar to the classical formulas of FWM. Based on the FWM approach, already in 1993 [5] a PSD of NLI had been derived, similar to the GN model equation, which was then taken up again in [6].

A third related approach makes use of time-domain VS [7], though limited to intra-channel non-linearity. The analytical formulas shown there appear distant from those of the GN model but, in a follow-up paper [8], an approximate relation similar to Eq. (14) of this paper is shown. Therefore, remarkably, even such time-domain approach shows convergence with the GN and the other models.

The interesting question arises of why the above models, developed many years ago, did not enjoy widespread adoption when originally published. The answer seems to be that they could not accurately model the dispersion-managed systems of the time. UT systems instead complies well with the key underlying assumptions of such models, making their predictions more reliable.

The FWM approach has been recently taken up again and carried to a high degree of refinement in the context of OFDM [9]-[11]. A similar effort was made in parallel, aimed at generic WDM systems [12]. The reference Eq. (1) used here is taken from [1], a follow-up paper of [12].

While this paper was being finalized, further models have appeared, such as [13]-[14]. While they are too recent to comment upon, they show that substantial efforts are ongoing towards developing alternative and improved models.

A. Validation and limitations

Recent experiments have provided compelling evidence [15], confirming prior simulative results [16], that suggests that NLI noise is approximately Gaussian and additive. This is one of the main pillars of the GN model and its confirmation is of great significance.

The GN model quantitative predictions have been tested in [1] and [12] by means of a thorough simulation campaign, encompassing four different coherent formats, three fiber types, and different channel spacings. In all cases, the GN model proved quite accurate in predicting the system maximum reach, to within a few percent of error. However, such validations were carried out mostly at 32 Gbaud, with relatively few data points obtained at lower symbol rates. Hence, the reliability of the model at lower symbol rates, such as 10-12 Gbaud, still needs to be confirmed.

A preliminary experimental validation was carried out in [17] using a 10-channel 30 Gbaud polarization-multiplexed quadrature phase-shift-keying (PM-QPSK) system with narrow spacing (33 GHz), tested over three fiber types. The GN model led to rather accurate predictions of system performance.

Other experiments have been lately conducted, aimed at studying the accumulation of NLI noise over distance [15], [18]-[19]. Some of the results seem to be compatible with the GN model predictions, while others are not. On the other hand, there appears to be disagreement even among results regarding similar system set-ups and therefore further investigation is needed before conclusions can be drawn. NLI accumulation will be specifically addressed in Sect. IX.

One known limitation of the GN model, observed but not yet thoroughly studied, depends on the underlying assumption that the signal is essentially Gaussian noise itself. This is very well verified provided that accumulated dispersion and symbol rate are large enough. In a typical 30 Gbaud system over SMF, such condition is approximately reached after 200km. However, at low symbol rate or over NZDSF, it may take several spans for the signal to fully ‘gaussianize’. This also means that using the GN model to predict the performance of single-span systems may lead to inaccurate predictions. Signal ‘gaussianization’ and its impact on model accuracy are currently under investigation. Another aspect currently under investigation is whether the model accuracy changes according to the number of WDM channels and specifically whether it is reliable for modeling single-channel transmission.

Nonetheless, the accumulated evidence so far hints at the GN model producing reliable predictions for symbol rates ≥ 28 Gbaud, for channel spacings up to 100 GHz, of systems of at least 3 channels, over fibers with $D \geq 2 \text{ ps/(nm} \cdot \text{ km)}$ and over more than a single span. Within these boundaries, the impact of the initial gaussianization of the signal appears to be minor. Also, experimental results at 14 Gbaud with PM-16QAM (Quadrature-Amplitude-Modulation) over large-effective-area pure-silica-core fiber (PSCF) delivered results quite close to the model predictions [19]. Substantial research is underway to explore the model validity at lower symbol rates, lower dispersion values and for single-channel transmission, and to quantitatively estimate any error due to the initial non-gaussianity of the signal.

So far, GN-model-specific validation efforts have been carried out assuming systems with identical spans. In practical systems there may be a mixture of different spans, using different fibers. In [20] it was shown that system performance may depend on the ordering of fibers, especially when high and low dispersion fibers are involved. This paper is devoted to an in-depth study of the GN model features and predictions in the context of identical-span systems and therefore mixed-fiber links will not be addressed. However, it is important to point out that this aspect needs further study and perhaps specific model extensions to properly deal with it.

In summary, the GN model validation tests conducted so far have been rather positive. However, there is clearly the need for further extensive tests and studies in order to confirm these findings and to fully understand the limits of validity of the GN model.

III. THE GN MODEL REFERENCE FORMULA

In this section, the GN model main formula is introduced. An intuitive physical explanation of the phenomena it describes is proposed.
Some of the symbols that appear below are defined and listed here for convenience:

- \( \alpha \): fiber loss coefficient [km\(^{-1}\)], such that signal power is attenuated over a span as \( \exp(-2\alpha L_s) \)
- \( \beta_2 \): absolute value (always positive) of dispersion in [ps\(^2\)km\(^{-1}\)]
- \( \gamma \): fiber non-linearity coefficient [W\(^{-1}\)km\(^{-1}\)]
- \( L_s \): span length [km]
- \( L_{\text{eff}} \): effective length [km], defined as \([1 - \exp(-2\alpha L)]/2\alpha \)
- \( N_s \): number of spans

The GN model equation shown here is derived from Eq. (18) of [1]. It has been slightly modified to ease its physical interpretation:

\[
G_{\text{NLI}}(f) = \frac{16\gamma^2L_{\text{eff}}^2}{27} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G_{\text{WDM}}(f_1)G_{\text{WDM}}(f_2)G_{\text{WDM}}(f_1 + f_2 - f) \rho(f_1, f_2, f) \chi(f_1, f_2, f) df_2 df_1.
\]  

This equation will be called ‘GNRF’ (GN model Reference Formula). It represents the power spectral density of NLI noise at the end of a link. It assumes that all spans in the link are identical and that the loss of each span, including the last one, is exactly compensated for by optical amplification.

As shown in [1], the GNRF is derived by first inserting into the Manakov equation a WDM Tx signal modeled as a suitable Gaussian random process whose spectrum is composed of arbitrarily many spectral lines; then, using perturbative techniques and proper ensemble averaging, the final result Eq. (1) is found. A document providing more details on the derivation steps outlined in [1] is also available [26].

The GN-model can handle links with arbitrarily different spans [26]. This paper focuses on identical spans because this case makes it easier to discuss the key features of NLI.

The GNRF can be physically interpreted as describing the beating of each thin spectral slice of the WDM signal with all others through a FWM process. This is reflected in the presence within the double integral of the GNRF of a factor which represents the normalized FWM efficiency \( \rho(f_1, f_2, f) \) of the beating of three ‘pump’ frequencies \( f_1, f_2 \) and \( f_3 = f_1 + f_2 - f \) [21], creating an interfering signal at frequency \( f \). Assuming lumped (EDFA) amplification:

\[
\rho(f_1, f_2, f) = \frac{1 - e^{-2\alpha L_{\text{eff}}} e^{j4\pi^2\beta_2 L_s (f_1 - f)(f_2 - f)}}{2\alpha - j4\pi^2\beta_2 (f_1 - f)(f_2 - f)} \cdot L_{\text{eff}}^{-2}
\]

where \( L_{\text{eff}} \) is used to normalize the maximum of \( \rho \) to 1. Note that the third ‘pump’ frequency \( f_3 \) does not explicitly appear in the GNRF, since it is implied by the physical constraint \( f_3 = f_1 + f_2 - f \). In Sect. X a more general definition of \( \rho \) will be provided to encompass arbitrarily distributed amplification as well. For convenience, lumped amplification will be assumed in all other sections, unless otherwise specified.

The integrand factor:

\[
G_{\text{WDM}}(f_1)G_{\text{WDM}}(f_2)G_{\text{WDM}}(f_1 + f_2 - f)
\]

represents the power spectral density, i.e., the ‘strength’, that each of the three pumps carries. Finally, the factor:

\[
\chi(f_1, f_2, f) = \frac{\sin^2(2N_s\pi^2(f_1 - f)(f_2 - f)\beta_2 L_s)}{\sin^2(2\pi^2(f_1 - f)(f_2 - f)\beta_2 L_s)}
\]

takes into account the coherent interference at the receiver location of the NLI produced in each span. Hence, it governs NLI accumulation along the link. \( \chi \) is sometimes called ‘phased-array factor’ since it is formally identical to the equation of the radiation pattern of a phased-array antenna. Such interference effect, with a similar analytical form, was pointed out in the context of conventional FWM calculations [21], [22] and discussed in detail in [9] in the context of OFDM systems. Noise accumulation is quite important and will be dealt with in depth in Sect. IX.

Finally, it should be recalled that according to the assumption that NLI is Gaussian and additive, system performance is governed by a modified OSNR which includes both ASE and non-linear noise contributions as follows:

\[
\text{OSNR}_{\text{tot}} = \frac{P_{\text{ch}}}{P_{\text{ASE}} + P_{\text{NLI}}}
\]

where \( P_{\text{ch}} \) is the launched power per channel and \( P_{\text{ASE}}, P_{\text{NLI}} \) are the ASE and NLI noise powers falling within the chosen OSNR conventional noise bandwidth \( B_N \). The link between the NLI noise PSD provided by the GNRF and \( P_{\text{NLI}} \) in Eq. (4) is discussed in detail in Sect. XII.

IV. THE REFERENCE SYSTEM CONFIGURATIONS

Throughout the following, various system configurations will be used as reference study cases. They are based on three fiber types, whose parameters approximately correspond to SMF, NZDSF and modern large-effective-area PSCF (see Table I). The latter will be called ‘LPSCF’ for short. Note that the dispersion parameter \( \beta_2 \) listed in the previous section is related to \( D \) in Table I as follows: \( \beta_2 = |D| \cdot \lambda^2 / (2\pi \cdot c) \), where \( c \) is the speed of light and \( \lambda \) is the operating wavelength.

The span length is set at \( L_s = 100 \) km. The channel spacing is assumed to be \( \Delta f = 50 \) GHz and the symbol rate is set at \( R_s = 32 \) GBaud. Channel spectra are assumed to have a raised-cosine shape with roll-off equal to 0.3. The resulting full channel bandwidth, null-to-null, is hence 41.6 GHz. The number of channels \( N_{\text{ch}} \) is assumed to be such as to saturate the full C-band (unless otherwise specified), whose spectral extension is approximately 5 THz, according to the most current definitions. In order to have a ‘center channel’ in the comb, an odd number of channels was chosen: \( N_{\text{ch}} = 101 \). These parameters were selected because they are approximately aligned with the current state-of-the-art of optical systems. The three reference systems will be referred to as ‘RS’ followed by the fiber acronym (for instance: RS-SMF).

In addition to these three systems, another set of three systems will be used, which assume ideal ‘Nyquist WDM’ transmission. This means that the channel spectra are assumed to be perfectly rectangular with bandwidth equal to the symbol rate. Also their spacing is assumed to be equal to the symbol rate, so that such systems are characterized by an overall rectangular signal spectrum \( G_{\text{WDM}}(f) \) of full extension.
$B_{\text{WDM}} = N_{\text{ch}} \cdot R_s$. A value $N_{\text{ch}} = 157$ is chosen, resulting again in $B_{\text{WDM}} \approx 5$ THz. These systems will be identified by the acronyms NY-SMF, NY-NZDSF and NY-LPSCF.

The transmission format is left unspecified because the GN model shows no dependence on it. The format sets the system sensitivity in linearity and when this quantity is needed, proper mention of it will be made. Finally, the number of spans $N_s$ will be specified case by case.

V. THE GNRF INTEGRATION DOMAIN

The GNRF requires that a double integration be carried out over the plane $(f_1, f_2)$. The actual domain of this integration is limited because of the limited bandwidth of the transmission spectrum $G_{\text{WDM}}$. In the following, the GNRF integration domain is studied in detail. This analysis will later be instrumental in finding effective numerical integration techniques and in deriving closed-form approximate solutions.

The WDM comb overall bandwidth will be called $B_{\text{WDM}}$. It is then assumed for convenience that frequency $f=0$ corresponds to the center frequency of the WDM comb spectrum $G_{\text{WDM}}(f)$. Note that, as a result, $G_{\text{WDM}}(f) = 0$ for $f > B_{\text{WDM}}/2$ or $f < -B_{\text{WDM}}/2$.

The evaluation of $G_{\text{NLI}}(f)$ at $f=0$, that is at the center of the comb, is addressed first. In this case, the outer boundaries of the integration domain of the GNRF over the $(f_1, f_2)$ plane are as depicted in Fig. 1. Note that it is possible to also draw the $f_3$ axis on the same plane, as shown, with the only caveat that it is not isometric with respect to the others, since $f_3 = f_1 + f_2$. In other words, given a certain geometric length $d$ in the plot, which amounts to a frequency interval $\delta f$ along either the $f_1$ or $f_2$ axes, it then amounts to a frequency interval $\sqrt{2} \cdot \delta f$ over the $f_3$ axis. The individual boundaries along either the $f_1$, $f_2$ or $f_3$ axes are induced by $G_{\text{WDM}}(f_1)$, $G_{\text{WDM}}(f_2)$ or $G_{\text{WDM}}(f_1 + f_2)$ being zero, respectively. They are shown as thin dashed lines.

When the NLI PSD is evaluated at an arbitrary $f \neq 0$, the $f_1$ and $f_2$ boundaries are not affected, since the factors $G_{\text{WDM}}(f_1)$, $G_{\text{WDM}}(f_2)$ do not contain $f$ in their arguments. Instead, the third WDM spectrum factor $G_{\text{WDM}}(f_1 + f_2 - f)$ gets shifted, altering the domain. An example of this is shown in Fig. 2 for $f = -0.3 \cdot B_{\text{WDM}}$. It can be seen that the two diagonal thin lines expressing the $f_3$ boundary are shifted downward by $f$.

So far, only the outer boundaries of the integration domain have been addressed. However, in general, such domain is not internally compact. Specifically, if the WDM channels are spectrally separate by guard bands devoid of signal, then the integration domain within its outer boundaries becomes a collection of ‘islands’. Assuming for convenience that the WDM comb consists of an odd number of channels, whose individual spectrum is symmetric with respect to their respective carriers, with uniform frequency spacing $\Delta f$ and identical individual bandwidth $B_{\text{ch}} \leq \frac{2}{3} \Delta f$, then the integration domain delivering $G_{\text{NLI}}(f)$ at $f=0$ shapes up as in Fig. 3, where the case of 7 channels is shown. Interestingly, each individual island in the plot bears exactly the same lozenge-like shape as the overall outer boundary.

When $B_{\text{ch}} > \frac{2}{3} \Delta f$ then other islands appear, which complicate the picture, although qualitatively the situation remains similar. This case is dealt with in Appendix A. Finally, in the Nyquist-WDM case, that is when $B_{\text{ch}} = \Delta f$, all islands disappear, the integration domain becomes compact and it looks like in Fig. 1. In the following, for the sake of clarity, when dealing with the non-Nyquist case, $B_{\text{ch}} < \frac{2}{3} \Delta f$ will be assumed.

<table>
<thead>
<tr>
<th>Fiber</th>
<th>$\alpha$ [dB/km]</th>
<th>$D$ [ps/nm/km]</th>
<th>$\gamma$ [1/W/km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPSCF</td>
<td>0.165</td>
<td>20.4</td>
<td>0.8</td>
</tr>
<tr>
<td>SMF</td>
<td>0.2</td>
<td>16.5</td>
<td>1.3</td>
</tr>
<tr>
<td>NZDSF</td>
<td>0.2</td>
<td>3.9</td>
<td>1.6</td>
</tr>
</tbody>
</table>

**TABLE I**
PARAMETERS OF THE THREE FIBER TYPES USED AS REFERENCE THROUGHOUT THE PAPER.
Note that the contribution of the islands along the vertical axis are exactly equivalent to those along the horizontal axis, so that they could be calculated only once, along either axis. This and other symmetries in the integration process are discussed in Sect. VIII.

3) Multi-Channel Interference (MCI): All other islands contain points whose related frequencies \((f_1, f_2, f_3)\) are such that each triple involves at least two channels other than the center channel. The latter may or may not be involved.

Specifically, the islands that sit across the bi-sector of the II-IV quadrants are characterized by \(f_3\) belonging to the center channel and by \(f_1\) and \(f_2\) always belonging to two other different channels. Apart from such islands, all others do not involve the center channel.

Since these contributions to \(G_{\text{NLI}}(0)\) involve more than two channels, namely three or even four, a possible appropriate terminology to denote them is ‘multi-channel interference’ or MCI. An example of MCI is depicted in Fig. 4-c.

A. **On the relative strength of SCI, XCI and MCI**

The three types of UT non-linearity have the same qualitative effect: adding Gaussian noise to the signal. However, they have a strikingly different quantitative system impact. Specifically, MCI is almost always negligible. In RS-NZDSF it accounts for less than 1% of the total \(G_{\text{NLI}}(0)\), for any number of spans. In RS-SMF and RS-LPSCF its impact is even smaller.

Regarding SCI and XCI, they are much more balanced and, depending on system parameters, either one can prevail. In particular, it is mainly the total number of channels or, equivalently, the overall system optical bandwidth \(B_{\text{WDM}}\) that sets their ratio. Dispersion also has an impact. This matter will be discussed in a specific section devoted to NLI noise accumulation versus \(B_{\text{WDM}}\) (Sect. IX-B). More details regarding the relative strength of the various regions of the \((f_1, f_2)\) plane will also be provided in Sect. VIII, which is devoted to techniques for the efficient evaluation of the GNRF.

B. **Comparison with prior non-linearity taxonomy**

An interesting question is whether a correspondence can be found between the above NLI taxonomy for UT systems and the traditional taxonomy of dispersion-managed systems, that is SPM, XPM, XPolM. The answer appears to be in the negative.

First of all, the traditional effects have each a very specific way of impacting the signal, with peculiar features. Instead, all NLI effects in UT systems end up having the same qualitative effect of creating further additive Gaussian noise on top of the useful signal, uncorrelated with the signal itself.

Of course, one could be tempted to still call ‘SPM’ the NLI caused by a single channel onto itself, which here is termed instead ‘SCI’. However, calling it ‘SPM’ would be quite misleading, since SCI does not at all manifest itself as ‘self phase modulation’. Similar arguments can be used for XPM or XPolM with respect to both XCI and MCI.

In essence, there is little or no correspondence between UT systems with their Gaussian NLI and DM systems with their
structured non-linear effects. Therefore, the old taxonomy, with its implications, appears not to be applicable to UT systems.

VII. THE SHAPE OF THE NLI POWER SPECTRAL DENSITY

The shape of the NLI PSD $G_{\text{NLI}}(f)$ is important in view of its use in assessing system performance. In particular, if $G_{\text{NLI}}(f)$ turned out to be approximately flat over the bandwidth of any given WDM channel, then NLI noise could be considered Gaussian, additive and locally white. As a result, system performance calculations would be greatly eased.

In Fig. 5, $G_{\text{NLI}}(f)$ is shown for the case of a NY-SMF system at $N_s=20$ spans, with overall optical bandwidth $B_{\text{WDM}}=544$ GHz, equivalent to 17 Nyquist-WDM channels at 32 Gbaud. The plot clearly shows that the PSD of NLI noise is relatively flat over all channels, with the exception of just the outermost ones. In particular, it is nearly perfectly flat over the center channel, which is also the most impacted.

In Fig. 6, top, a more conventional RS-SMF system is shown, with 11 channels, with a similar $B_{\text{WDM}}=541.6$ GHz. Between channels, $G_{\text{NLI}}(f)$ dips significantly. It also rolls-off somewhat over the spectral region occupied by each channel. As it could be expected, here too NLI noise peaks at the center frequency of the center channel, which is again the most impacted. A zoomed-in version of the same plot showing just the center channel is reported in Fig. 6, bottom. It can be appreciated how $G_{\text{NLI}}(f)$ closely resembles the shape of the signal spectrum, albeit with a somewhat enhanced roll-off.

In this case, assuming a receiver filter matched to the transmission signal spectrum, the NLI noise variance found after the filter when using the locally white approximation of NLI noise, i.e., a flat PSD equal to $G_{\text{NLI}}(0)$, is less than 0.5 dB larger than the variance found when the actual NLI PSD is passed through the matched filter. In terms of system performance estimation, an error of this magnitude turns out to be of very limited impact: as it will be shown in Sect. XII-B, a 0.5 dB greater NLI noise causes only a 4% decrease in the system theoretical maximum reach prediction.

In addition, the locally white NLI assumption, with flat PSD value equal to that at the channel center frequency, is typically conservative for the center channel, that is it leads to a slightly pessimistic performance assessment. In many cases this accuracy can be good enough, otherwise it is relatively straightforward to improve the NLI noise variance estimate by evaluating the NLI PSD at a few other frequencies within the channel.

VIII. EVALUATING THE GNRF

Although some closed-form approximate solutions are available under certain assumptions (Sect. XI), in general the GNRF cannot be solved analytically. If approximations are not acceptable, there is no alternative to numerical integration. Unfortunately, a brute-force approach is not viable, as explained in Appendix B. In the following, an alternative form of the GNRF in hyperbolic coordinates is shown, which permits much faster numerical integration.

A. Hyperbolic coordinates

For simplicity, here it is assumed that the GNRF is evaluated at $f=0$ and that $G_{\text{WDM}}$ is even, that is $G_{\text{WDM}}(f)=G_{\text{WDM}}(-f)$. Both assumptions can be removed, as shown in Appendix E.

Looking at both the $\rho$ and $\chi$ integrand factors for $f=0$, it can be observed that they depend solely on the product $(f_1 f_2)$. Exploiting the $(f_1 f_2)$ dependence, it is possible to re-cast the GNRF in hyperbolic coordinates, defined as follows:

$$\begin{align*}
\nu_1 &= \sqrt{f_1 f_2} \\
\nu_2 &= -\frac{1}{2} \log_e \left( \frac{f_1}{f_2} \right)
\end{align*}$$

$$\begin{align*}
f_1 &= \nu_1 e^{\nu_2} \\
f_2 &= \nu_1 e^{-\nu_2}
\end{align*}$$

The Jacobian is $2|\nu_1|$. Operating this substitution and taking advantage of the symmetries pointed out in Appendix C, the
All the details of the derivation are provided in Appendix E.

where:  
\[ G_{\text{GNRF}}(f) = \frac{64}{27}N_s L_{\text{eff}}^{2} B_{\text{WDM}}^{2} \int_{0}^{\rho(f)} \rho(\nu_1, 0) \chi(\nu_1, 0) |\nu_1| \cdot \] 

Fig. 6. RS-SMF system, with 20 spans. Top plot: green solid line: PSD of the transmitted signal \( G_{\text{WDM}}(f) \), equivalent to 11 channels at 32 GBAud; blue solid line: PSD of NLI noise \( G_{\text{NLI}}(f) \). Bottom plot, same as top, zoomed in on the center channel. Signal and NLI spectra arbitrarily rescaled in each plot for ease of comparison.

\[ \log_{10}(B_{\text{WDM}}/\nu_1) - G_{\text{WDM}}(\nu_1 e^{\nu_2}) G_{\text{WDM}}(\nu_1 e^{-\nu_2}) \cdot [G_{\text{WDM}}(2\nu_1 \cosh(\nu_2)) + G_{\text{WDM}}(2\nu_1 \sinh(\nu_2))] d\nu_2 d\nu_1 \]

According to Fig. 6, the WDM-RS-SMF system, with 20 spans and 11 channels, is found to be well-behaved in the low-f region. For the high-f region, the NLI is found to be dominant, and this effect is more apparent in the zoomed plots at the center channel. With the NLI effects, the WDM signal spectrum is observed to experience a decrease in the high-f region, while the NLI noise increases in the same region. The PSD of the transmitted signal is also shown in Fig. 6, and it is clear that the NLI noise is significant at high-f values.

Fig. 7. Contour plot in dB of the FWM efficiency factor \( \rho(f_1, f_2, 0) \), present in the integrand of the GNRF, shown for SMF in the domain \( f_1, f_2 \in [-0.1, 0.1] \) THz. In hyperbolic coordinates, each contour line corresponds to a single value of \( \nu_1 \), where \( \rho \) is a constant.

Finally, and perhaps most important, integration can typically be stopped well before the full range \([0, B_{\text{WDM}}/2] \) has been spanned by \( \nu_1 \), exploiting the fast decay of \( \rho(\nu_1, 0) \) vs. increasing \( \nu_1 \). In fact, each value of \( \nu_1 \) univocally identifies a hyperbole in the \((f_1, f_2)\) plane, such as those shown in Fig. 7, where the FWM efficiency \( \rho(\nu_1, 0) \) has the same value. Note that increasing \( \nu_1 \) means moving outward from one contour line to the next in Fig. 7. This suggests that one could limit the integration range along \( \nu_1 \) to cut off the outer regions in Fig. 7 where \( \rho \) has uniformly decayed below a certain very low level, say, -30 or -40 dB. An example of a curtailed integration domain is the one comprised within the four hyperboles depicted in Fig. 8. In that case, the resulting relative error in the evaluation of \( G_{\text{NLI}}(0) \) for a RS-SMF with \( B_{\text{WDM}}=5 \) THz is less than \( 10^{-4} \). More details on this aspect can be found in Appendix D. Incidentally, Fig. 7 shows why SCI and XCI contributions are typically prevailing. An analytical estimate of the error incurred in curtailing \( \nu_1 \) is also available and is reported in Appendix D-A.

To ease integration, further manipulation of Eq. (5) is possible, as commented in Appendix E-B. In summary, operating in hyperbolic coordinates greatly reduces the complexity of the numerical integration of the GNRF. Using Eq. (5), it is found that full C-band accurate integration of the GNRF is possible within reasonable CPU times. As an example, \( G_{\text{NLI}}(0) \) was calculated for a C-band RS-SMF system, at each number of spans \( N_s \) from 1 to 100. Interpreted Matlab™ code was used, with integration settings capable of ensuring a relative error of less than \( 5 \cdot 10^{-3} \). In total, the calculation took 300 seconds, an average of 3 s per value.

IX. NLI Noise Accumulation

A key question related to the overall GN model is what kind of NLI noise accumulation occurs vs. optical signal bandwidth \( B_{\text{WDM}} \), or number of channels \( N_{\text{ch}} \), and vs. number of spans \( N_s \).

\[ \rho(f_1, f_2, 0) \]

\[ \log_{10}(B_{\text{WDM}}/\nu_1) - G_{\text{WDM}}(\nu_1 e^{\nu_2}) G_{\text{WDM}}(\nu_1 e^{-\nu_2}) \cdot [G_{\text{WDM}}(2\nu_1 \cosh(\nu_2)) + G_{\text{WDM}}(2\nu_1 \sinh(\nu_2))] d\nu_2 d\nu_1 \]

\[ \rho(\nu_1, 0) = \left[ 1 - e^{-2\nu_1 L_s e^{2\pi^2 \nu_1^2 B_{\text{WDM}}^2}} \right]^2 L_{\text{eff}}^2 \]

\[ \chi(\nu_1, 0) = \frac{\sin^2(2\pi^2 \nu_1^2 B_{\text{WDM}}^2 L_s e^{2\pi^2 \nu_1^2 B_{\text{WDM}}^2})}{\sin^2(2\pi^2 \nu_1^2 B_{\text{WDM}}^2 L_s)} \]
Various experimental results are now available in the literature regarding accumulation vs. $N_s$, hinting at a law of the type:

$$G_{NLI}(f) = G_{NLI}(f)|_{N_s=1} \cdot N_s^{1+\epsilon}$$  \hspace{1cm} (7)

The estimated values of $\epsilon$ range between 0 and 0.6 [15], [18]–[19]. Note that $\epsilon=0$ means that the NLI produced in one span sums up in power, i.e., incoherently, with the contributions of all other spans. Instead, the closer $\epsilon$ is to 1, the greater is the coherence among NLI from different spans, with $\epsilon=1$ corresponding to perfect phase-matching.

Fewer results are available on the dependence of NLI on the number of channels $N_{ch}$ [28]. They hint at a non-negligible amount of NLI being generated even by channels that are far away from the one under test.

In the next sections, the issue of NLI accumulation is explored by looking at the predictions of the GN model, obtained through the accurate numerical integration of the GNRF, performed using Eq. (5). The procedure used to derive the results is the following. For each system scenario, $G_{NLI}(0)$ is calculated for $N_{ch}=1\ldots101$ and for $N_s=1\ldots100$. For the Nyquist-WDM case, instead of $N_{ch}$, the parameter $B_{WDM}$ is used, in the range 1 GHz to 5 THz. The resulting data is then post-processed to extract the relevant information.

An interesting aspect which emerges from the following analysis is that NLI accumulation vs. bandwidth and vs. distance are not independent, in the sense that noise accumulation vs. $N_s$ depends on how large the optical signal bandwidth $B_{WDM}$ is.

A. NLI accumulation vs. $N_s$

Fig. 9 shows the NLI accumulation curves vs. $N_s$ for $B_{WDM}=0.2$, 1 and 5 THz in the NY-SMF scenario. The plotted quantity is normalized as follows:

$$g_{NLI}(N_s) = \frac{G_{NLI}(0)|_{N_s}}{G_{NLI}(0)|_{N_s=1}}$$

Qualitatively similar results are found for NY-LPSCF and NY-NZDSF. The solid curves are found through numerical integration of the GNRF and the dots are a best-fit according to Eq. (7). This plot shows that the simple exponential model of Eq. (7) is extremely effective in reproducing correctly NLI accumulation across the whole range of $N_s$. This is an important result, because it shows that such accumulation can be completely characterized through a single parameter $\epsilon$, which is constant vs. $N_s$.

Fig. 10 shows the resulting best-fit values of $\epsilon$ for NY-SMF, NY-LPSCF and NY-NZDSF, vs. $B_{WDM}$. The plot shows qualitatively similar curves, with SMF and LPSCF almost coinciding. Notably, the terminal value for $B_{WDM}=5$ THz is almost the same for all curves, approximately $\epsilon \approx 0.035$. Also the initial value, for $B_{WDM}=1$ GHz, coincides at $\epsilon \approx 1$.

The latter value shows that NLI noise produced within 1 GHz of $f=0$ accumulates in a phase-matched way, span after span. The NLI field grows as $N_s$ and so the NLI power grows as $N_s^2$. On the contrary, the NLI involving farther away frequencies is no longer phase-matched from one span to the next. When $B_{WDM}$ is above 1 THz, $\epsilon$ gets below 0.05, which means that, overall, NLI accumulates almost incoherently. In practice, what happens is that NLI contributions originating far away from $f=0$ accumulate in a perfectly incoherent way; since they sum up with other contributions originated within a few GHz of $f=0$, which accumulate coherently, then the overall $\epsilon$ is a weighed average of these different regimes, with incoherent quantitatively prevailing and pulling $\epsilon$ towards 0.

For the non-Nyquist case, the exponential best-fit according to Eq. (7) turns out to be equally accurate and effective (plot not shown for brevity) as in the Nyquist-WDM case. Fig. 11 shows the best-fit values of $\epsilon$ for RS-SMF, RS-LPSCF and RS-NZDSF, vs. $N_{ch}$. Again, the plot shows qualitatively similar curves, with SMF and LPSCF almost coinciding. The terminal value is higher than in the Nyquist case, with $\epsilon \approx 0.06$ for SMF and LPSCF and about 0.07 for NZDSF. The slightly higher values of $\epsilon$ can tentatively be explained as follows. The SCI contribution, corresponding to $N_{ch}=1$...
in the plot, has a relatively large $\epsilon$: for SMF it is 0.19, for NZDSF it reaches 0.36. The remainder of the spectrum causes essentially incoherent accumulation, but there is less of it than in the Nyquist-WDM case because of the empty guard bands between channels. As a result, the overall $\epsilon$ is slightly higher than in the Nyquist WDM case.

If the channel spacing is increased to $\Delta f=100$ GHz, the values of $\epsilon$ tend to further increase, in agreement with the explanation given above. Their values at 51 channels (the whole C-band) are: RS-SMF 0.09; RS-LPSCF 0.096; RS-NZDSF 0.123. If instead the span length $L_s$ is decreased to 50 km, while keeping $\Delta f=50$ GHz and $N_{ch}=101$, then RS-SMF 0.088; RS-LPSCF 0.090; RS-NZDSF 0.103. In other words, both substantially increasing the channel spacing and decreasing the span length brings about a substantial increase in $\epsilon$ which, however, remains relatively small for C-band systems.

B. NLI accumulation vs. $B_{WDM}$

In Fig. 12 the results of NLI noise accumulation vs. optical signal bandwidth are shown for NY-SMF, as a function of $B_{WDM}$. The plotted quantity is the ratio:

$$g_{\text{NLI}}(B_{WDM}) = \frac{G_{\text{NLI}}(0)|_{B_{WDM}}}{G_{\text{NLI}}(0)|_{B_{WDM}=5 \text{ THz}}}$$

Three different curves, for $N_s=1$, 10 and 50 are shown. The interesting result is that NLI noise asymptotically grows according to a logarithmic law (straight line), with no sign of saturation.

The normalization of $g_{\text{NLI}}$ allows to directly read off the bandwidth that corresponds to any fraction of the total C-band noise. For instance, for $N_s=50$ the plot shows that 50% of noise is produced by the first 200 GHz of signal spectrum alone, which also means that the remaining 50% is produced in conjunction with the outer 4.8 THz of signal spectrum.

Low bandwidths contribute more NLI noise when $N_s$ is large because, as seen in the previous section, they have a higher $\epsilon$, so their contribution to NLI gets more enhanced by a large $N_s$. This fact causes the 50% crossing bandwidth to shift towards lower values for increasing $N_s$.

In Fig. 13 results for RS-SMF are shown, as a function of $N_{ch}$. The plotted quantity is the ratio:

$$g_{\text{NLI}}(N_{ch}) = \frac{G_{\text{NLI}}(0)|_{N_{ch}}}{G_{\text{NLI}}(0)|_{N_{ch}=101}}$$

Three different curves, for $N_s=1$, 10 and 50 are shown. Here too, NLI noise asymptotically grows according to a logarithmic law, with no sign of saturation. Again, $g_{\text{NLI}}$ allows to directly read off the number of channels generating a certain fraction of the total C-band noise. For instance, 50% of noise is produced by the first 3, 5 and 6 channels for $N_s=50$, 10 and 1, respectively. Remarks similar to those proposed for the Nyquist-WDM case can be made here, regarding the curve hierarchy vs. $N_s$. 

**Fig. 10.** NLI accumulation exponent $\epsilon$, vs. optical signal bandwidth $B_{WDM}$, with Nyquist-WDM signal. Red solid line: NY-LPSCF system; green dashed line: NY-SMF system; blue dash-dotted line: NY-NZDSF system.

**Fig. 11.** NLI accumulation exponent $\epsilon$, vs. number of channels $N_{ch}$. Red solid line: RS-LPSCF system; green dashed line: RS-SMF system; blue dash-dotted line: RS-NZDSF system.

**Fig. 12.** Plot of $g_{\text{NLI}}(B_{WDM})$, defined as the NLI noise PSD $G_{\text{NLI}}(0)$ vs. $B_{WDM}$, relative to $G_{\text{NLI}}(0)$ at $B_{WDM}=5$ THz, for a NY-SMF system. In the legend, $N_s$ is the number of spans.

**Fig. 13.** Plot of $g_{\text{NLI}}(N_{ch})$, defined as the NLI noise PSD $G_{\text{NLI}}(0)$ vs. number of channels $N_{ch}$, with Nyquist-WDM signal. Red solid line: NY-LPSCF system; green dashed line: NY-SMF system; blue dash-dotted line: NY-NZDSF system.
C. Comments on NLI accumulation

Because of space limitations, the above results explore only a limited set of scenarios. However, some conclusions can already be drawn regarding the GN model prediction on NLI accumulation.

Firstly, the simple exponential law given by Eq. (7) appears to be rather adequate to represent NLI growth vs. \( N_s \) in typical system scenarios.

Secondly, when a fully populated system, i.e., spanning the whole C band or greater, with standard 50 GHz spacing is considered, NLI accumulation vs. \( N_s \) is close to linear, that is, noise accumulates incoherently to a large extent. The typical value of the residual exponent \( \epsilon \) is around 0.06, almost independently of the type of fiber used. Note though that, if the number of channels is small, especially with relatively large spacing, a substantially larger \( \epsilon \) can be found.

Recent simulative results [27], as well as the experimental results reported in [19] and part of [18], appear to agree with such predictions on NLI accumulation vs. \( N_s \). However, it must be pointed out that others do not, such as [15] and part of [18], which report higher values of \( \epsilon \) than the GN model predicts. Clearly, more research and a careful comparison of analytical, simulative and experimental evidence is still necessary to settle the matter.

Thirdly, NLI noise appears to be generated even by far-away channels and in fact there is no channel far enough that it can be neglected. Specifically, XCI is responsible for the continued growth of NLI. A preliminary experimental confirmation of this trend is reported in [28].

This last aspect, if confirmed by further experiments, could have important implications. Specifically, the plots of Figs. 12 and 13 could be read as the fraction of NLI noise that could theoretically be compensated for by a receiver whose optical bandwidth corresponds to the abscissa of the plots, provided that such receiver is equipped with an ideal digital-signal-processing (DSP) non-linearity compensation algorithm.

To exemplify: Fig. 13 shows that in the RS-SMF case with 50 spans, 50% of the NLI noise on the center channel is produced by the center channel together with its two neighbors (3 channels in all). This means that to reduce \( P_{\text{NLI}} \) on the center channel by 50% (3 dB), the receiver would need to have an optical bandwidth wide enough to ensure complete visibility of all three channels simultaneously (about 132 GHz). Unfortunately, as it will be shown in Sect. XII-B, a 3-dB reduction of \( P_{\text{NLI}} \) only gains 1 dB of system length increase (25%). To achieve more substantial gains, according to Fig. 13, dauntingly large receiver bandwidths and related DSP processing powers would be required. These results indicate that electronic non-linearity mitigation may face very challenging practical implementation hurdles.

X. Extending the GNRF Scope

The \( G_{\text{NLI}} \) reference formula of Eq. (1) has two important limitations. One is that it can handle only lumped amplification. The other is that it addresses only systems with identical spans. The latter limitation can be removed as shown in [26] and will not be dealt with here. The next sections concentrate instead on removing the former.

A. A generalized \( G_{\text{NLI}} \) formula for arbitrary gain profiles

The specific form taken on by \( \rho \) in the GNRF depends on the underlying assumptions on loss and amplification. If a generic field loss \( \alpha(z) \) and field gain profile \( g(z) \) are assumed, then \( \rho \) can be calculated based on its general definition:

\[
\rho (f_1, f_2, f) = \left| \int_0^{L_s} e^{-2 \int_0^z [\alpha(z') - g(z')] dz'} \right| L_{\text{eff}}^{-2}
\]

with:

\[
L_{\text{eff}}^2 = \left| \int_0^{L_s} e^{-2 \int_0^z [\alpha(z') - g(z')] dz'} \right|^2
\]

It is easy to see that by imposing: \( \alpha(z) = \alpha \) and \( g(z) = 0 \), then Eqs. (8)-(9) yield Eq. (2).

This general formulation of \( \rho \) is quite powerful as it permits to extend Eq. (1) to any arbitrarily distributed loss/gain profile, such as it could be produced for instance by a forward/backward-pumped Raman amplifier. Also, with straightforward manipulations, it can be inserted within the hyperbolic-coordinate versions of the GNRF given by Eqs. (5) and (35) for effective numerical integration.

In a few special cases, besides lumped amplification, it is possible to obtain \( \rho \) analytically. Two such cases are the standard backward-pumped Raman amplification, of great practical importance, and ideal loss-suppressing distributed amplification. The latter is significant for the assessment of the ultimate performance of distributed amplification.

B. Ideal loss-suppressing distributed amplification

If one assumes constant loss and also constant gain with \( g(z) = \alpha \), then:

\[
L_{\text{eff}}^2 \rho (f_1, f_2, f) = \left| \sin \left( 2 \pi^2 \beta_2 (f_1 - f)(f_2 - f)L_s \right) \right|^2 \left( 2 \pi^2 \beta_2 (f_1 - f)(f_2 - f)L_s \right)
\]
When this formula is inserted into the GNRF, a closed-form approximate analytical solution can be found for the Nyquist-WDM case, which is shown in Sect. XI-E.

For convenience, the formula for ASE noise from ideal distributed amplification is provided in Appendix J, which is needed when estimating OSNR$_{\text{tot}}$.

C. Backward-pumped Raman amplification

An analytical expression of $\rho$ can be written for the case of a single Raman pump, with no pump depletion. If so, the Raman gain coefficient can be written as:

$$2y(z) = C_R P_p e^{2\alpha_p z}$$  \hspace{1cm} (11)

where $P_p$ is the pump power at the beginning of the span, which corresponds to an injected pump power at the span end equal to $P_p = P_{p0} e^{2\alpha_p L_s}$. The constant $\alpha_p$ is the pump loss coefficient, which is in general different from the signal loss coefficient $\alpha$, while $C_R$ is the Raman gain constant, typically expressed as $[1/(W\cdot\text{km})].$ Then, the span FWM efficiency can be written as:

$$L_s^2 \cdot \rho (f_1, f_2, f) = \left[ \int_{0}^{L_s} e^{-2\alpha z} C_R P_p e^{2\alpha_p z} e^{j2\pi \beta_2 (f_1 - f)(f_2 - f)} dz \right]^2$$

$$= \left[ e^{-C_R P_p / 2\alpha_p} \left( \left[ \left( \frac{\alpha_p}{\alpha} \right)^2 - j 2 \pi \beta_2 (f_1 - f)(f_2 - f) \right] \frac{C_R P_p}{2\alpha_p} \right) \right]^2$$

where $\Gamma (x_1, x_2)$ is the upper incomplete Gamma function, defined as $\Gamma (a, x) = \int_{x}^{\infty} w^{a-1} e^{-w} dw$.

The above result regarding the FWM efficiency in the presence of backward-pumped Raman amplification is original and is described here for the first time. The derivation is lengthy and will not be reported. However, the correctness of the formula can be easily checked vs. numerical integration of the defining integral shown above. For convenience, the formula for ASE noise from Raman amplification is provided in Appendix J, which is needed to estimate OSNR$_{\text{tot}}$.

XI. APPROXIMATE SOLUTIONS TO THE GNRF

The GNRF cannot be solved analytically. However, useful approximations can be derived, which can be of help in carrying out preliminary performance assessments, or be the basis for real-time, physical-layer awareness computation for flexible wavelength-routed networks.

A. Nyquist-WDM over a single span

In the Nyquist-WDM case, over a single span, an approximate but accurate solution of the GNRF can be found, as shown in Appendix F. The final result is:

$$G_{\text{NL,WDM}} (0) \approx \frac{8}{27} \gamma G_{\text{WDM}}^3 L_{\text{eff}}^2 \text{asinh} \left( \frac{\pi^2 \beta_2 L_{\text{eff}}, a B_{\text{WDM}}^2}{\pi \beta_2 L_{\text{eff}}, a} \right)$$  \hspace{1cm} (13)

where ‘asinh’ is the hyperbolic arcsin function. For large $x$, $\text{asinh} (x) \approx \log_e (2x)$, with a relative error of less than 1% when $x > 3.5$. If so, then:

$$G_{\text{NL,WDM}} (0) \approx \frac{8}{27} \gamma G_{\text{WDM}}^3 L_{\text{eff}}^2 \frac{\log_e (\pi^2 \beta_2 L_{\text{eff}}, a B_{\text{WDM}}^2)}{\pi \beta_2 L_{\text{eff}}, a}$$  \hspace{1cm} (14)

Note that there is a slight difference between this formula and the one shown in [12], due to the further approximation made there of $L_{\text{eff}} \approx L_{\text{eff}, a}$. Formulas similar to Eq. (14) can be found in some of the papers dealing with perturbative models discussed in Sect. II, such as [4]-[6] and [10].

As an example of the accuracy that can be expected out of Eqs. (13)-(14), Fig. 14 shows $G_{\text{NL,WDM}} (0)$ vs. $B_{\text{WDM}}$, for the Nyquist-SMF case: the solid line is the result of accurate numerical integration of the GNRF; the dashed line is Eq. (13) and the dashed-dotted line is Eq. (14). The agreement of both approximations is excellent down to about $B_{\text{WDM}} = 25$ GHz. Below this value, Eq. (13) keeps being very accurate whereas Eq. (14) departs sharply from the exact curve. At low ‘log’ arguments it even returns non-physical (negative) results.

Note that if the span loss is smaller than about 7 dB, the approximation Eq. (36) starts breaking down, causing loss of accuracy of both Eqs. (13)-(14).

B. Non-Nyquist-WDM over a single span

The non-Nyquist case for $N_s = 1$ requires the integration of the GNRF over a complex-shaped domain such as shown in Fig. 3. Various approximate solutions are shown in Appendix G. The simplest and most intuitive formula is the following:

$$G_{\text{NL,WDM}} (0) \approx \frac{8}{27} \gamma G_{\text{WDM}}^3 L_{\text{eff}}^2 \text{asinh} \left( \frac{\pi^2 \beta_2 L_{\text{eff}}, a B_{\text{WDM}}^2}{\pi \beta_2 L_{\text{eff}}, a} \right)$$

Note that if $B_{\text{ch}} = \Delta f$ is imposed, then:

$$B_{\text{ch}}N_s \sqrt{2} \approx B_{\text{WDM}}^2$$

and the Nyquist WDM formula Eq. (13) is correctly found.
In Fig. 15 a comparison is shown between exact values of $G_{\text{NL}}(0)$ and Eq. (15), as a function of the number of channels $N_{\text{ch}}$. The solid curve is found through accurate numerical integration of the GNRF for RS-SMF. The middle dashed curve is the same as the previous one, but with roll-off=0, that is with rectangular channel spectra whose bandwidth is exactly $B_{\text{ch}}=B_{s}$. Finally, the top curve (dashed-dotted) is Eq. (15). The agreement between Eq. (15) and the case with roll-off=0 is quite good. At 101 channels (C-band) the difference is about 0.2 dB.

The agreement is somewhat less good with the case roll-off=0.3, because Eq. (15) intrinsically assumes rectangular spectra, as an approximation. Even so, the error is relatively small, less than 0.5 dB at full C-band, making Eq. (15) an effective tool for fast approximate calculations. In passing, notice the interesting circumstance that channels with same $R_s$ but larger roll-off produce slightly less NLI (bottom vs. middle curve). Not shown for brevity, the results for RS-LPSCF and RS-NZDSF indicate similar accuracy as for the RS-SMF case.

Note that due to the nature of the approximations involved, Eq. (15) may not be reliable when used outside of the following parameter boundaries: span loss $\geq 7$ dB, $\beta_2 \geq 4$, $R_s \geq 28$ Gbaud and $B_{\text{ch}}/\Delta f \geq 0.25$.

Alternatively, Eq. (40) derived in Appendix G can be used. This formula is rather reliable in estimating the GNRF across all parameter values, to better than $\pm 1$ dB, with the only limitation of span loss $\geq 7$ dB. On the other hand, it is more complex and less intuitive. An even more accurate formula is Eq. (39), which however contains special functions.

Finally, in Eq. (15) ‘asinh’ could be replaced with ‘log’ of twice the argument of the asinh, provided that such argument is greater than 3.5, as discussed in the previous section.

**C. Nyquist-WDM with multiple spans**

When $N_s \geq 1$ the phased-array factor $\chi$ of the GNRF comes into play. Quite interestingly, besides the compact form of Eq. (3), $\chi$ can also be written in sum form:

$$\chi (f_1, f_2, f) = N_s + 2 \sum_{n=1}^{N_s-1} (N_s - n) \cdot \cos \left( 4 n \pi^2 \beta_2 L_s (f_1 - f) (f_2 - f) \right)$$

(16)

When this alternative expression is inserted into the GNRF, the latter splits into two contributions:

$$G_{\text{NL}}(f) = G_{\text{NL}}^{\text{inc}}(f) + G_{\text{NL}}^{\text{cc}}(f)$$

(17)

where the first one represents purely incoherent noise accumulation:

$$G_{\text{NL}}^{\text{inc}}(f) = N_s \cdot G_{\text{NL}}^{\text{inc}}(f)|_{N_s=1}$$

(18)

and the second one represents a sort of coherence correction:

$$G_{\text{NL}}^{\text{cc}}(f) = \frac{32 \gamma^2 L_{\text{eff}}^2}{27 \pi^2 \beta_2 L_s} \sum_{n=1}^{N_s-1} (N_s - n) \cdot \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G_{\text{WDM}}(f_1) G_{\text{WDM}}(f_2) f_2 G_{\text{WDM}}(f_1 + f_2 - f) \cdot \rho (f_1, f_2, f) \cdot \cos (n \cdot 4 \pi^2 |\beta_2| L_s (f_1 - f) (f_2 - f)) \, df_2 \, df_1 \right)$$

(19)

The integrand function within $G_{\text{NL}}^{\text{cc}}(f)$ is not always positive but rather contains an oscillating cosine factor. This suggests that the ‘cc’ term could be in many cases relatively small versus the ‘inc’ term. This conjecture is confirmed by the numerical results found in Sect. IX, at least for large $B_{\text{WDM}}$. If so, an obvious lowest-order analytical approximation is:

$$G_{\text{NL}}(f) \approx G_{\text{NL}}^{\text{inc}}(f)$$

which was used for instance in [12] to obtain Eq. (5) there.

Finding a more accurate result requires finding a closed-form approximation for the double integral in $G_{\text{NL}}^{\text{cc}}$. This is possible for the Nyquist-WDM case, at the center frequency $f = 0$. The main mathematical steps are outlined in Appendix H. The final result is:

$$G_{\text{NL}}^{\text{cc}}(0) \approx \frac{16 \gamma^2 L_{\text{eff}}^2}{27 \pi^2 \beta_2 L_s} \left[ 1 - N_s + N_s \cdot \text{HarNum} (N_s - 1) \right]$$

(20)

where HarNum$(k)$ is the $k$-th harmonic number.

It is then possible to relate this formula to the heuristic but quite accurate model of NLI noise accumulation of Eq. (7). By equating Eq. (7) to Eq. (17), and concentrating on $f = 0$, one can write:

$$\epsilon = \log_e \left( 1 + \frac{G_{\text{NL}}^{\text{inc}}(0)}{G_{\text{NL}}^{\text{cc}}(0)} \right) \cdot \frac{1}{\log_e (N_s)}$$

(21)

Then using Eqs. (13), (17) and (20), an approximate formula for $\epsilon$ can be written as:

$$\epsilon \approx \log_e \left( 1 + 2 L_{\text{eff}} \cdot \frac{1 - N_s + N_s \cdot \text{HarNum} (N_s - 1)}{N_s \cdot L_{\text{eff}} \cdot \text{asinh} \left( \frac{2 \pi \beta_2 L_{\text{eff}} B_{\text{WDM}}}{\Delta f} \right)} \right)$$

(22)

The above formula shows that $\epsilon$ is a function of $N_s$. This appears to contradict the numerical results found in Sect. IX, which hinted at a single $\epsilon$ being capable of modeling NLI accumulation across all values of $N_s$, for a given system. Fig. 16 solves this apparent paradox. $\epsilon$ is plotted vs. $N_s$ using both accurate numerical integration of the GNRF and Eq. (22),
for the NY-SMF system (C-band). The figure shows that \( \epsilon \) varies very little vs. \( N_s \), to the point that it can indeed be considered a constant. Additionally, the approximate formula Eq. (22) appears to provide a rather accurate estimate of \( \epsilon \). A slight loss of accuracy occurs only for low values of \( N_s \), due to some of the approximations used to find Eq. (20) being less reliable at low \( N_s \).

Since the exact numerical results indicate that \( \epsilon \) is virtually constant, it appears that a simpler approximation could be obtained by extracting such constant value from Eq. (22). This can be done through a series expansion of Eq. (22) at high \( N_s \), where it better coincides with the exact value, then truncated to zero-th order. The following formula is thus found:

\[
\epsilon \approx \frac{3}{10} \cdot \log_e \left( 1 + \frac{6}{L_s} \cdot \frac{L_{\text{eff},a}}{\text{asinh} \left( \frac{\pi^2}{2} \beta_2 L_{\text{eff},a} B_{\text{WDM}}^2 \right)} \right)
\] (23)

Fig. 16 shows it to be quite accurate. Not shown for brevity, it provides the same high degree of accuracy for NY-NZDSF and NY-LPSCF as well.

In Fig. 17, the accuracy of Eq. (23) is probed vs. \( B_{\text{WDM}} \), for a NY-NZDSF system. The formula is very accurate down to 40 GHz. For lower \( B_{\text{WDM}} \), some of the approximations used in calculating \( G_{\text{cc}}^{\text{NC}} \) break down and accuracy is lost. With NY-SMF and NY-LPSCF the high accuracy range actually extends further down to about 20 GHz (not shown). This accuracy limit can be made more general, as follows: Eq. (23) is accurate as long as the argument of the asinh is larger than 1. Below this value the formula cannot be used.

Finally, Fig. 18 compares numerical results with Eq. (23), vs. span length \( L_s \), for the NY-SMF system (C-band). Here too, accuracy is very good, with some slight disagreement at low span length.

In summary, Eq. (23) appears to be a good approximate tool, sufficiently reliable to perform preliminary performance assessment and capable of clearly indicating the trends of \( \epsilon \) vs. the main system parameters. Incidentally, it can be observed that, for fully populated systems (C-band), the strongest dependence of \( \epsilon \) is on span length, with \( \epsilon \) significantly decreasing vs. \( L_s \). This circumstance hints, for instance, at submarine systems experiencing more ‘coherent’ NLI accumulation than terrestrial.

D. Non-Nyquist-WDM with multiple spans

For the non-Nyquist case, a closed-form estimate of \( G_{\text{cc}}^{\text{NC}} \) is not yet available. However, a coarse approximate formula can be written, based on the assumption that \( G_{\text{cc}}^{\text{NC}} \) is the same as that of the Nyquist case, while \( G_{\text{inc}}^{\text{NLI}} \) is given by Eq. (15):

\[
\epsilon \approx \frac{3}{10} \cdot \log_e \left( 1 + \frac{6}{L_s} \cdot \frac{L_{\text{eff},a}}{\text{asinh} \left( \frac{\pi^2}{2} \beta_2 L_{\text{eff},a} B_{\text{WDM}}^2 \right)} \right)
\]

This formula turns out to typically underestimate \( \epsilon \) by 5% to 20%. Its accuracy is therefore limited, but the main parameter dependencies appear to be correctly captured by it. Note that it cannot be used outside of the parameter range of validity of Eq. (15), indicated at the end of Sect. XI-B.
to compute the system BER was extensively discussed in [1].

limits can be derived from it as well, as it was done in [23].

Here too, is given by:

The GN model allows to predict system performance, based
on OSNR_C introduced as Eq. (4). How to use such OSNR
to compute the system BER was extensively discussed in [1]
and will not be repeated here.

Under the assumption of identical spans, and of span loss
exactly compensated for at each span, Eq. (4) can be re-written
as:

$$\text{OSNR}_{C} = \frac{P_{ch}}{P_{s}^{(1)} \cdot N_{s} + \eta \cdot N_{s}^{\epsilon} \cdot P_{ch} \cdot (B_{ch}^{eq})^{3}} \quad (25)$$

where $P_{s}^{(1)}$ is the ASE noise power after one span and $p_{NLI}^{(1)}$ is the NLI noise accumulated after one span and normalized with respect to the per-channel power $P_{ch}$ and the channel equivalent bandwidth $B_{ch}^{eq}$. For the center channel and according to the ‘locally white’ NLI noise approximation discussed in Sect. VII:

$$p_{NLI}^{(1)} = G_{NLI}^{(1)}(0) \cdot B_{N} \cdot P_{ch}^{-3} \cdot (B_{ch}^{eq})^{3} \quad (26)$$

Also, note that in Eq. (25) the ‘coherent’ NLI span accumulation law $N_{s}^{\epsilon}$ of Eq. (7) is assumed.

In essence, once $P_{s}^{(1)}$ and $p_{NLI}^{(1)}$ have been assessed based on signal spectrum and system span parameters, all the scaling vs. number of spans and launch power is provided by Eq. (25), which hence represents a simple and powerful analysis/design tool.

The first key quantity that can be derived from it is the optimum launch power per channel $P_{ch, opt}$. Power can be optimized for minimum BER, maximum number of spans, or for maximum span loss at a fixed number of spans. In this paper, the first two cases are dealt with. The third one will be omitted for brevity.

E. Ideal Distributed Amplification

Another instance in which an analytical approximate solution of the GNRF can be found is when the signal is Nyquist-WDM and amplification is ideally distributed, that is $g(z) = \alpha$. Note that in this case the concept of ‘span’ loses meaning: the fiber is homogeneous from the beginning to the end of the link.

A very accurate formula, whose detailed derivation is reported in App. I, is given by:

$$G_{NLI}^{(1)}(0) \approx \frac{16}{21} \gamma^{2} G_{WDM}^{3} L_{tot} \text{asinh} \left( \frac{1}{2} \pi^{2} \beta_{2} L_{tot} B_{WDM}^{2} \right) \quad (24)$$

Here too asinh($x$) can be replaced by $\log_{e}(2x)$ when $x > 3.5$. In Fig. 19 a comparison between Eq. (24) and the results of the accurate numerical integration of the GNRF is shown, vs. $B_{WDM}$, for the Ny-SMF case assuming a single span of length 1,000 km and ideal distributed amplification. The log approximation is also plotted. Eq. (24) appears to deliver very accurate $G_{NLI}$ values throughout.

This formula is a powerful result, which can for instance be used to find the ultimate performance of optical systems over an ideal distributed-amplification link. Fundamental capacity limits can be derived from it as well, as it was done in [23].

Note that Eq. (24) appears very similar to the conventional lossy fiber formula Eq. (13), provided that $L_{eff,a}$ and $L_{eff}$ are replaced by $L_{tot}$. However, both the leading fraction and the asinh argument constants are different. In fact, Eq. (24) cannot be directly derived from Eq. (13). More details about this aspect can be found in Appendix I.

G. Ideal Distributed Amplification

This very accurate formula, whose detailed derivation is reported in App. I, is given by:

$$G_{NLI}^{(1)}(0) \approx \frac{16}{21} \gamma^{2} G_{WDM}^{3} L_{tot} \text{asinh} \left( \frac{1}{2} \pi^{2} \beta_{2} L_{tot} B_{WDM}^{2} \right) \quad (24)$$

As an exercise, it is left to the reader to derive the following result:

$$P_{ch, \text{opt}} = \frac{P_{ch}}{G_{WDM}^{eq}(0)} \quad (27)$$

Also, note that in Eq. (25) the ‘coherent’ NLI span accumulation law $N_{s}^{\epsilon}$ of Eq. (7) is assumed.

In essence, once $P_{s}^{(1)}$ and $p_{NLI}^{(1)}$ have been assessed based on signal spectrum and system span parameters, all the scaling vs. number of spans and launch power is provided by Eq. (25), which hence represents a simple and powerful analysis/design tool.

The first key quantity that can be derived from it is the optimum launch power per channel $P_{ch, \text{opt}}$. Power can be optimized for minimum BER, maximum number of spans, or for maximum span loss at a fixed number of spans. In this paper, the first two cases are dealt with. The third one will be omitted for brevity.

A. Minimizing the BER

Minimizing the BER at a fixed distance is accomplished by maximizing the OSNR. The launch power per channel which maximizes Eq. (25) is readily found as:

$$P_{ch, opt}^{(\text{BER})} = \frac{P_{ch}^{eq}}{B_{ch}^{eq} \left[ P_{s}^{(1)} \right]} \quad (28)$$

If $P_{ch, \text{opt}}^{(\text{BER})}$ is inserted back into Eq. (25), it is immediately seen that the overall ASE noise term at the denominator is always twice the overall NLI noise term, for any $\epsilon$. In other words, the minimum BER (or maximum OSNR) is always obtained when $P_{s}^{(1)} = 2 \cdot P_{NLI}^{(1)}$ in Eq. (4). This result, was first pointed out in [24] and then experimentally confirmed in [15]. It is significant because it shows that top performance is achieved, for any transmission format, in a situation where NLI noise is relatively ‘small’ vs. ASE noise. Put it differently, optimal operation does not entail a ‘high non-linearity’ regime, where NLI noise is prevailing.

Note that the GN model is a perturbative model and therefore it can be expected to be accurate only at a relatively low level of non-linearity. On the other hand, it appears that relatively low non-linearity is where optimum operation occurs and hence this circumstance supports the reliability of the model.
B. Maximizing the number of spans

Unfortunately, no closed-form expression of the power maximizing the number of spans $P_{ch, opt}^{(N_s)}$ exists for a generic $\epsilon$, although it can easily be calculated numerically from Eq. (25). However, as pointed out in Sect. IX-A, in C-band systems $\epsilon \approx 0$. With this approximation, then it turns out that $P_{ch, opt}^{(N_s)}$ coincides with $P_{ch, opt}^{\text{BER}}$:

$$P_{ch, opt}^{(N_s)} = B_{ch}^{ep} \sqrt[3]{\frac{P_{ASE}^{(1)}}{2p_{NLI}}}$$  \hspace{1cm} (29)

and, as a result, here too the optimum occurs when $P_{ASE} = 2p_{NLI}$. The corresponding maximum $N_s^{\text{max}}$ is:

$$N_s^{\text{max}} = \frac{B_{ch}^{ep}}{3 \text{OSNR}} \sqrt[3]{\frac{4}{\left(\frac{P_{ASE}^{(1)}}{2p_{NLI}}\right)^2}}$$  \hspace{1cm} (30)

where OSNR is the ‘target’ OSNR, that is the one which is implied by the BER constraints imposed at the end of the link. Note the straight inverse proportionality that holds between $N_s^{\text{max}}$ and OSNR, as in the case of pure ASE noise.

An important remark, with far-reaching system impact, is that the optimum launch power is independent of the target OSNR. This in turn leads to the counter-intuitive result that $P_{ch, opt}^{(N_s)}$ does not depend on either transmission format or transceiver impairments. In other words, there is a very strong de-coupling between link optimization and transceiver optimization, which can be dealt with separately and independently. More comments on this circumstance are proposed later on.

According to Eq. (29), $P_{ch, opt}^{(N_s)}$ depends on the symbol rate, both because of the explicit factor $B_{ch}^{ep}$ and because $p_{NLI}^{(1)}$ in general depends on it. A different situation is found for the optimum signal peak power spectral density $G_{WDM, opt}^{(N_s)}$, whose expression is:

$$G_{WDM, opt}^{(N_s)} = \frac{P_{ch, opt}^{N_s}}{B_{ch}^{ep}} = \frac{\frac{p_{NLI}^{(1)}}{2p_{NLI}^{(1)}}}{\left(\frac{P_{ASE}^{(1)}}{2p_{NLI}^{(1)}}\right)^2}$$  \hspace{1cm} (31)

The factor $B_{ch}^{ep}$ is no longer present in the right-hand-side. Also, assuming Nyquist-WDM and a constant total system $B_{WDM}$, $P_{NLI}^{(1)}$ does not depend on the symbol rate $R_s$ either, as shown by Eq. (13), and therefore $G_{WDM, opt}^{(N_s)}$ becomes completely independent of $R_s$. Therefore, at least in the Nyquist-WDM case, the optimum signal PSD is independent of format, transceiver impairments and symbol rate. It only depends on the span structure and on the total system optical bandwidth $B_{WDM}$.

To provide a few numerical examples, in the case of RS-SMF (full C-band, EDFA noise figure 6 dB), using Eq. (29), the optimum launch power spectral density $G_{WDM, opt}^{(N_s)}$ turns out to be 28.5 [$\mu$W/GHz], or -0.4 dBm per channel, amounting to about 20 dBm overall. Assuming NY-SMF (full C-band) $P_{ch, opt}^{(N_s)}$ goes down only slightly, to about -1 dBm per channel. Shortening the span length to 75 km, with NY-SMF, $P_{ch, opt}^{(N_s)}$ goes further down to -2.6 dBm per channel.

Once again, these results are found assuming $\epsilon \approx 0$, which, for full C-band systems, is often a good approximation. Note that in non-Nyquist-WDM systems with tight channel spacing, $P_{ch, opt}^{(N_s)}$ is only weakly dependent on the symbol rate and therefore, as an approximation, $G_{WDM, opt}^{(N_s)}$ can be considered roughly symbol-rate independent in those systems too.

Another important result, that is derived directly from Eq. (30), is the variation in maximum number of spans that occurs when NLI grows or shrinks. The relationship, in dB, is:

$$\Delta N_s^{\text{max}} \text{[dB]} = -\frac{1}{3} \Delta p_{NLI}^{(1)} \text{[dB]}$$  \hspace{1cm} (32)

where $\Delta$ represents the ratio of two values of the relevant quantity. This formula shows, in one instance, that an approximate assessment of $p_{NLI}^{(1)}$ which is, say, 0.5 dB in error, causes only a 1/6 dB (that is 4%) error in the estimate of $N_s^{\text{max}}$. This low sensitivity of system performance estimates vs. NLI estimation errors makes the approximate formulas of $G_{NLI}^{(0)}$ introduced in Sect. XI attractive for practical use.

In another instance, Eq. (31) suggests that any counter-measure that may combat $p_{NLI}^{(1)}$, such as electronic mitigation, only gains 1/3 dB of maximum reach per 1 dB of $p_{NLI}^{(1)}$ abatement. This result shows that for non-linearity mitigation strategies to be truly effective, they must grant very large non-linearity cancellation, which may be difficult due to the resulting receiver bandwidth requirements, as discussed in Sect. IX-C.

C. The GN model and link/network optimization

The above results, if confirmed by ongoing research, may have a deep impact on the design of future transmission links and networks. The independence of each span optimum launch power density on format, transmitter impairments, symbol rate (approximately) and previous or subsequent spans features, means that a possible optimization strategy could only look at each span parameters and, specifically, fiber parameters and length, and EDFA noise figure.

The above strategy would imply that local optimization of each span would be enough to ensure global optimization (the LOGO strategy), a principle that could potentially greatly ease network design and management. Also, once a link or a network has been built, any improvement in transceiver technology, or any change in symbol rate or format, would not require any re-optimization of the launch power densities into any span.

However, a thorough validation of such optimization criteria is necessary. It is also necessary to investigate the effects on the GN-model accuracy of the possibly very different accumulated chromatic dispersion of each channel in any given span of a meshed network.

D. Combating NLI

As mentioned in Sects. IX-C and XII-B, electronic NLI mitigation appears to be useful only to a relatively limited extent, even assuming ideal algorithm effectiveness, at least
under the hypothesis of uncompensated transmission made throughout this paper.

Regarding optical NLI mitigation, Eqs. (13) and (15) indicate two possible ways to perform it: increasing dispersion and decreasing the non-linearity coefficient $\gamma$. In fact, using Eq. (13) or Eq. (15) to express $p_{\text{NL1}}^{(1)}$ in Eq. (32) and neglecting weak logarithmic dependencies, the following two relations can be found:

$$\Delta N_s^\text{max}[\text{dB}] = \frac{1}{3} \Delta \beta[\text{dB}]$$

$$\Delta N_s^\text{max}[\text{dB}] = \frac{2}{3} \Delta \gamma[\text{dB}] = \frac{2}{3} \Delta A_{\text{eff}}[\text{dB}]$$

The top formula shows that any increase of $x$ dB in $\beta_2$ (or $D$) would result in $\frac{2}{3} x$ dB reach increase. However, the current value of $\beta_2 \approx 27$ ps/nm, corresponding to $D \approx 21.5$ ps/(nm-km), typical of modern PSCFs, appears difficult to increase further. Very large negative $D$ values are possible, and have been achieved in dispersion compensating fibers, but they are generally obtained at the cost of a drastic increase in loss and $\gamma$, which completely offsets any potential advantage.

On the other hand, a reduction of $x$ dB of $\gamma$ or increase of $x$ dB of $A_{\text{eff}}$ brings about a $\frac{2}{3} x$ dB reach increase. The doubled coefficient is due to $\gamma$ appearing squared in both Eq. (13) and Eq. (15). From a technological viewpoint, this strategy appears attractive: experimental fibers with effective areas up to 150 $\mu$m² have already been used in record experiments and it seems that even larger values may be feasible. Here too, however, there are limitations. In particular, bend loss may considerably go up as $A_{\text{eff}}$ is further increased, possibly offsetting the potential advantage.

In summary, at present, within the context of UT, the most potentially effective countermeasure to NLI, according to the results of the GN model, appears to be the manufacturing of fibers with large mode effective areas, provided that this does not result in substantial loss increase.

XIII. CONCLUSION

In this paper, the GN model was extensively discussed. Similar models and validation efforts were reviewed. Where possible, intuitive physical interpretations of the model features were proposed. Techniques for a more effective exploitation of the model were presented, together with some extensions aimed at making it more encompassing for system studies and analysis. New approximate closed-form analytical solutions were proposed. Some of the implications of the model could have a substantial impact on system and network design and optimization, as well as on non-linearity mitigation, and these aspects were discussed.

Ample room is still available for further research on the GN model. For instance: closed-form analytical results which are more accurate and/or encompass a wider range of system scenarios; a broader exploration of the validity envelope of the model, especially towards very low dispersion values and low symbol rates, where signal ‘gaussianization’ after launch is slow, and for mixed fiber systems; model extensions aiming at encompassing dispersion-managed systems. Experimental validation tests are also greatly needed, as in the end what matters is obviously not the agreement of the model with simulations but rather with actual, physical systems.

All in all, however, the GN model already appears to capture at least the main features of non-linear propagation in UT coherent systems. As a result, it is a promising candidate for being a useful tool for system and network analysis design and control.
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Appendix

APPENDIX A

INTEGRATION ISLANDS FOR SMALL CHANNEL SPACINGS

When the channel spacing is smaller than $3/2$ of the channel bandwidth, that is $B_{ch} > \frac{2}{3} \Delta f$, the simple islands appearing in Fig. 3 are compounded by a number of smaller triangular islands, an example of which is shown in Fig. 20. As the channel spacing shrinks, these small triangles actually fill the gaps among the lozenge-shaped islands, so that when $B_{ch} = \Delta f$ then the integration domain becomes compact as shown in Fig. 1.

From the viewpoint of the taxonomy of NLI, the lozenge-shaped islands classification shown in Fig. 3 is still valid if mapped onto Fig. 20. Regarding the triangular-shaped regions, they too can be classified as SCI, XCI or MCI, although in a less intuitive way. For instance, the triangle to the right and above the center island is XCI and not SCI as it could otherwise be guessed by its proximity to the center island.

On the other hand, it is clear that as the Nyquist-WDM situation is approached, any taxonomy based on ‘islands’ tends to lose meaning since the integration domain joins up seamlessly, within the boundaries of Fig. 1.

APPENDIX B

BRUTE-FORCE GNRF INTEGRATION

A brute-force approach to GNRF numerical integration may consist of integrating the GNRF over the square domain $f_1, f_2 \in [-B_{WDM}/2, B_{WDM}/2]$. One favorable aspect of the integrand of the GNRF is that it is everywhere positive and therefore one could simply keep on tightening the accuracy parameter of the integration algorithm till an apparent saturation of the result is reached. However, it typically turns out that convergence is very slow, especially when a large $B_{WDM}$ is involved. Unfortunately, it is the large $B_{WDM}$ case that is of the greatest interest for system design purposes, up to the whole C band (5 THz) or even the C+L band case (11 THz).

The difficulty in performing the numerical integration of the GNRF mostly stems from the phased-array factor of the
Sect. VII, it is typically enough to evaluate \( f \), is of significant practical interest because, as mentioned in the integration domain (\( \Delta f \)), also doubles, while their width is halved. At the boundary of steps would be required for good integration accuracy. Note that if \( f \) is doubled, i.e., is set to 20 GHz, the number of peaks also doubles, while their width is halved. At the boundary of the integration domain (\( f=2.5 \) THz), a total of more than 1.6 million sharp peaks would be found across the \( f_1 \) integration range (\(-2.5, 2.5\) THz). Such features of \( \chi \) make brute-force integration completely impractical.

Brute-force does work in one case, however, namely when \( N_s=1 \). If so, the phased-array term disappears and the remainder of the integrand function is well-behaved. On the other hand, the typical scenarios of interest are the multi-span ones. Therefore, it is necessary to study and take advantage of the specific features of the GNRF integrand in order to make its numerical integration possible for multi-span too. In the following appendices, the integrand symmetries and its decay vs. frequency are studied. Eventually, these elements, together with a change of integration coordinates to hyperbolic, can provide a viable technique for the numerical integration of the GNRF.

**APPENDIX C**

**GNRF INTEGRAND SYMMETRIES**

The GNRF integrand does not change if \( f_1 \) and \( f_2 \) are swapped, independently of the value of \( f \). This means that its integrand is symmetric with respect to the I-III quadrant bisector. As a result, one could perform the numerical integration of the GNRF only on half of the full integration domain, examples of which are shown in Figs. 1–3. Namely, one could integrate either above or below the \( f_3 \) axis and then multiply the result by two.

A stronger symmetry is found if the GNRF is evaluated at \( f=0 \) and \( G_{\text{WDM}}(f) \) is an even function of \( f \). This case is of significant practical interest because, as mentioned in Sect. VII, it is typically enough to evaluate \( G_{\text{NLI}}(0) \) in order to obtain a fairly accurate assessment of system performance. In addition, the even condition on \( G_{\text{WDM}} \) is satisfied by many systems, including all systems made up of identical, equally spaced channels. Under these assumptions, \( f_1 \) can be swapped with \(-f_1\) and \( f_2 \) with \(-f_2\), simultaneously. This means that the integrand is symmetric with respect to the II-IV quadrant bisector as well. This in turn means that numerical integration can be carried out on only one fourth of the overall integration domain, with the result multiplied by four.

**APPENDIX D**

**GNRF INTEGRAND DECAY VS. FREQUENCY**

First, the case of \( N_s=1 \) is discussed. Also, for convenience, \( f=0 \) is assumed. Under these assumptions, the GNRF becomes:

\[
G_{\text{NLI}}(0) = \frac{16}{27} \gamma^2 \rho^2 L_{\text{eff}}^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(f_1, f_2, 0) \cdot G_{\text{WDM}}(f_1) G_{\text{WDM}}(f_2) G_{\text{WDM}}(f_1 + f_2) df_2 df_1
\]
The signal spectrum factors essentially govern the integration domain, whereas the FWM efficiency factor $\rho(f_1, f_2, 0)$, defined by Eq. (2), weighs the contribution of the various frequencies. $\rho$ decreases as $|f_1|$ and $|f_2|$ go up. This decay is depicted in the contour plot of Fig. 7, drawn using SMF parameters. Despite the fact that the plot domain is limited to $f_1, f_2 \in [-0.1, 0.1]$ THz, a decrease down to -40 dB is already visible at the corners of the plot.

Such fast decay of $\rho$ may lead to thinking that the integration domain of the GNRF can be drastically reduced to perhaps a few hundred GHz, all higher frequencies possibly contributing negligibly. Physically speaking, this would mean that NLI is produced only by channels within a few hundred GHz of $f=0$, all farther channels contributing nothing.

This hypothesis is however incorrect. In Sects. IX and XI it is shown that far-away frequencies still contribute to NLI accumulation. Growth is of the type: $G_{\text{HNL}} \propto \log \left( \text{const} \cdot B_{\text{WDM}} \right)$, hence slow, but without any saturation. More specifically, it appears that XCI contributions continue to play a role even when they originate from very distant channels. As a result, it appears that the integration domain of the GNRF cannot be reduced by simply shrinking the size of the square region of the $(f_1, f_2)$ plane on which the integrand is evaluated.

If $N_s \neq 0$, it can be shown that the presence of the phased-array factor $\chi$ does not alter this general picture. Also, $f \neq 0$ does not alter this general picture either.

Therefore, the correct way of exploiting the fast decay of $\rho$ is by switching to hyperbolic coordinates in the GNRF and then curtailing the integration range of $\nu_1$, as shown in Sect. VIII-A. Differently from reducing the square integration domain over $(f_1, f_2)$, which turns out to be inadequate, acting on $\nu_1$ is extremely effective. The reason is that limiting the range over $\nu_1$ does not neglect the XCI contributions from far channels which are incorrectly neglected when shrinking a square $(f_1, f_2)$ domain. In fact, all XCI contributions are duly taken into account, as it can be seen by comparing Fig. 3 with Fig. 8.

A. Curtailing the integration domain

As commented in Sect. VIII-A and above, the integration range over the hyperbolic variable $\nu_1$ in Eq. (5) can typically be reduced substantially because of the presence of the fast-decaying FWM efficiency term $\rho$. It can be shown that an approximate estimate of the relative error $\delta$ incurred by reducing the upper limit of the integration range of $\nu_1$ to $(\mu \cdot B_{\text{WDM}}/2)$, with $\mu \in [0, 1]$, is given by the following formula:

$$\delta \approx 1 - \frac{\pi^4}{1 + \pi^4(2\alpha)^{-2} \beta^2 \rho^2 B_{\text{WDM}}^2 w^4 \log_e (w^{-1})}$$

which can be quickly integrated using any mathematical package. It also admits a closed-form analytical solution in terms of special functions (omitted for brevity).

Using for instance RS-SMF parameters, this formula predicts that the error is about $10^{-3}$ when $\nu_1$ is stopped at only 5% of its total integration range $B_{\text{WDM}}/2$, that is $\mu = 0.05$. Another example of error estimation is provided in Fig. 8.

APPENDIX E

DETAILS ON THE DERIVATION OF THE GNRF IN HYPERBOLIC COORDINATES

The case $f=0$ is addressed first. Also, for now, $G_{\text{WDM}}(f)$ is assumed to be an even function of $f$ and the discussion is limited to the first quadrant of the $(f_1, f_2)$ plane. Formally, the integration domain of the GNRF there is $f_1, f_2 \in [0, \infty]$. However, explicitly taking into account the integration domain limitation due to the $G_{\text{WDM}}(f_1)G_{\text{WDM}}(f_2)$ factor, it is possible to write: $f_1, f_2 \in [0, B_{\text{WDM}}/2]$.

Then, applying to the GNRF the change from cartesian to hyperbolic coordinates in the first-quadrant:

$$B_{\text{WDM}}/2 \int_0^{B_{\text{WDM}}/2} \int_0^{B_{\text{WDM}}/2} \rho(f_1, f_2, 0) \cdot \chi(f_1, f_2, 0) \cdot G_{\text{WDM}}(f_1)G_{\text{WDM}}(f_2)G_{\text{WDM}}(f_1 + f_2)df_1 df_2 =$$

$$= \frac{B_{\text{WDM}}}{2} \int_0^{B_{\text{WDM}}/2} \rho(\nu_1, 0) \cdot \chi(\nu_1, 0) \cdot [2\nu_1] \cdot \log \left( \frac{B_{\text{WDM}}}{2\nu_1} \right) \int_0^{B_{\text{WDM}}/2} G_{\text{WDM}}(\nu_1 e^{\nu_2}) G_{\text{WDM}}(\nu_1 e^{-\nu_2}) \cdot G_{\text{WDM}}(2\nu_1 \sinh(\nu_2)) d\nu_2 d\nu_1$$

where $\chi(\nu_1, 0)$ and $\rho(\nu_1, 0)$ were defined in Eq. (6).

Note that integration in the right-hand side actually occurs only below the bisector of the first quadrant. However, the contribution above the bisector is identical, because of the symmetries pointed out in Sect. C so it is enough to multiply the result by 2, as is done in the equation.

Addressing then the fourth quadrant, clearly $f_2$ must be negative. Hyperbolic coordinates are only positive, so it is necessary to explicitly change sign to $f_2$ in the integrand. Then, applying the change from cartesian to hyperbolic coordinates to the GNRF integral in the fourth-quadrant:

$$0 \int_0^{B_{\text{WDM}}/2} \int_0^{B_{\text{WDM}}/2} \rho(f_1, f_2, 0) \cdot \chi(f_1, f_2, 0) \cdot G_{\text{WDM}}(f_1)G_{\text{WDM}}(f_2)G_{\text{WDM}}(f_1 + f_2)df_1 df_2 =$$

$$= \frac{B_{\text{WDM}}}{2} \int_0^{B_{\text{WDM}}/2} \rho(\nu_1, 0) \cdot \chi(\nu_1, 0) \cdot [2\nu_1] \cdot \log \left( \frac{B_{\text{WDM}}}{2\nu_1} \right) \int_0^{B_{\text{WDM}}/2} G_{\text{WDM}}(\nu_1 e^{\nu_2}) G_{\text{WDM}}(\nu_1 e^{-\nu_2}) \cdot G_{\text{WDM}}(2\nu_1 \sinh(\nu_2)) d\nu_2 d\nu_1$$

where the assumption $G_{\text{WDM}}(\nu) = G_{\text{WDM}}(-\nu)$ was exploited. Note that integration in the right-hand side actually occurs only above the bisector of the fourth quadrant. However, the contribution below the bisector is identical, because of the symmetries pointed out in Sect. C, so it is enough to multiply the result by 2, as it was done above.

Finally, by further invoking the symmetries of Sect. C, the two previous results can be multiplied by two to yield the overall result shown in Eq. (5), equivalent to integration on all quadrants. Note however that the actually used integration
domain is located in the first and fourth quadrants, below and above the respective bisectors, in accordance with the symmetry results shown in Appendix C and in particular with Fig. 22.

When the integration domain is further curtailed to speed up approximate numerical integration, as proposed in Sect. VIII-A, then it reduces to the smaller shaded region shown in Fig. 8.

A. Removing all limiting assumptions

In the following, all prior limiting assumptions are removed and a hyperbolic coordinate expression of the GNRF which is valid for \( f \neq 0 \) and non-even \( G_{\text{WDM}}(f) \) is provided.

When \( f \neq 0 \), both \( \rho \) and \( \chi \) depend only on the product: \((f_1 - f)(f_2 - f)\) and a simple change of integration variables \( \theta_1 = (f_1 - f), \theta_2 = (f_2 - f) \) re-creates a dependence on the product \( \theta_1 \theta_2 \) alone. As a consequence of this variable change, the spectral factors \( G_{\text{WDM}} \) get translated and this must be taken into account to properly determine the integration domain.

Since now \( f \neq 0 \), the only symmetry that still holds is the one about the I-III quadrant bisector. As a result, one possible set of integration regions on the \( (\theta_1, \theta_2) \) plane which provides all the information about \( G_{\text{NNL}}(f) \) is shown in Fig. 23. This set is convenient because both \( \theta_1 \) and \( \theta_2 \) do not change sign within each individual region. Therefore, substituting hyperbolic coordinates in these domains is straightforward. Again, since hyperbolic coordinates are positive by definition, when they replace a negative coordinate an explicit minus sign must be added.

The resulting generalized expression of the GNRF is the following:

\[
G_{\text{NNL}}(f) = \frac{32}{\pi^2} \gamma^2 L_{\text{eff}}^2 W_{\text{eff}} \int_0^B \rho(\nu_1, 0) \chi(\nu_1, 0) |2\nu_1| \cdot \log(\frac{B_{\text{WDM}}}{|\nu_1|}) \cdot \int_0^{B_{\text{WDM}}/|\nu_1|} \left( G_{\text{WDM}}(\nu_1 e^{\nu_2} + f) G_{\text{WDM}}(\nu_1 e^{-\nu_2} + f) - G_{\text{WDM}}(2\nu_1 \cosh(\nu_2) + f) + G_{\text{WDM}}(\nu_1 e^{|\nu_2|} + f) G_{\text{WDM}}(\nu_1 e^{-|\nu_2|} + f) - G_{\text{WDM}}(2\nu_1 \sinh(\nu_2) + f) + G_{\text{WDM}}(\nu_1 e^{|\nu_2|} + f) G_{\text{WDM}}(\nu_1 e^{-|\nu_2|} + f) - G_{\text{WDM}}(2\nu_1 \cosh(\nu_2) + f) + G_{\text{WDM}}(\nu_1 e^{\nu_2} + f) G_{\text{WDM}}(\nu_1 e^{-\nu_2} + f) - G_{\text{WDM}}(2\nu_1 \sinh(\nu_2) + f) + G_{\text{WDM}}(\nu_1 e^{|\nu_2|} + f) G_{\text{WDM}}(\nu_1 e^{-|\nu_2|} + f) - G_{\text{WDM}}(2\nu_1 \cosh(\nu_2) + f) + G_{\text{WDM}}(\nu_1 e^{\nu_2} + f) G_{\text{WDM}}(\nu_1 e^{-\nu_2} + f) - G_{\text{WDM}}(2\nu_1 \sinh(\nu_2) + f) + G_{\text{WDM}}(\nu_1 e^{|\nu_2|} + f) G_{\text{WDM}}(\nu_1 e^{-|\nu_2|} + f)\right) d\nu_2
\]

(35)

Note that the upper limits of the integration range of both \( \nu_1 \) and \( \nu_2 \) have been increased with respect to Eq. (5) because the signal spectra now can get translated and therefore the possible integration domain is larger. The new limits can accommodate any value of \( f \) producing a non-zero \( G_{\text{NNL}}(f) \). The above equation was used to generate \( G_{\text{NNL}}(f) \) in Figs. 5 and 6.

On the other hand, as in the case of Eq. (5), the integration range of \( \nu_1 \) can be curtailed for quick approximate numerical integration. The error can still be estimated using Eq. (34).

B. Further refinements

Both the inner and outer integrals in either Eq. (5) or the more general Eq. (35) can be further improved for ease of integration. The inner integral has the problem of the upper integration limit going to infinity when \( \nu_1 \rightarrow 0 \). The outer integral has the problem of the peaks of \( \chi \) becoming more frequent and more narrow as \( \nu_1 \) grows, because the argument of the \( \sin^2 \) functions within \( \chi \) contain \( \nu_1^2 \). Both these problems can be solved by further changing variables within the inner and outer integrals, separately, thus maintaining the general feature of the hyperbolic coordinates, that is the segregation of the \( \chi \) and \( \rho \) factors within the outer integral, and of the spectral terms within the inner integral. The most appropriate specific changes depend on the integration algorithm, so the details are considered outside of the scope of this paper.

APPENDIX F

DERIVATION OF EQ. (13)

Assuming \( N_s=1 \) and Nyquist-WDM, the GNRF becomes:

\[
G_{\text{NNL}}(0) = \frac{16}{\pi^2} \gamma^2 G_{\text{WDM}} B_{\text{WDM}}^2 \int_{-B_{\text{WDM}}/2}^{B_{\text{WDM}}/2} \int_{-B_{\text{WDM}}/2}^{B_{\text{WDM}}/2} \left| \frac{1}{2\nu_1 - j\pi f_1 f_2} \right|^2 G_{\text{WDM}}(f_1 + f_2) df_1 df_2
\]

where two spectral factors have been replaced by their flat-top values \( G_{\text{WDM}} \) and their effect on the integration domain is explicitly taken into account in the limits of the integrals.

The third spectral factor \( G_{\text{WDM}}(f_1 + f_2) \) is the one causing the clipping-off of the integration domain at the upper corner of the first quadrant and at the lower corner of the third quadrant in the \( (f_1, f_2) \) plane, resulting in the lozenge-shaped domain of Fig. 1. Such domain is re-displayed in Fig. 24 marked as \( D \). Using explicitly the symbol \( D \), all three spectral factors become constants and can be taken outside of the integral:

\[
G_{\text{NNL}}(0) = \frac{16}{\pi^2} \gamma^2 G_{\text{WDM}} B_{\text{WDM}}^2 \int_{D} \left| \frac{1}{2\nu_1 - j\pi f_1 f_2} \right|^2 df_1 df_2
\]

To obtain an analytical closed-form solution of the above integrals, it is first necessary to approximate the FWM effi-
indefinite integrals in sequence:

\[
\left[\frac{1-e^{-2\alpha L_s \chi}}{2\alpha - j\pi^2 \beta_2 f_1 f_2}\right]^2 = \left[\frac{(1-e^{-2\alpha L_s \chi})^2 + 4e^{-2\alpha L_s \chi} \sin^2(2\pi \beta_2 f_1 f_2)}{4\alpha^2 + 16\pi^4 \beta_2^2 f_1 f_2}ight]^2 \approx \frac{1-e^{-2\alpha L_s \chi}}{4\alpha^2 + 16\pi^4 \beta_2^2 f_1 f_2}
\]

where \(L_{\text{eff},a} = 1/(2\alpha)\) is the asymptotic effective length. The rightmost side is found by neglecting the \(\sin^2\) term, which is typically quite small since it is multiplied by the span loss. It should however be kept in mind that if the span loss is very low (less than about 7 dB), accuracy may degrade substantially.

Substituting, one finds:

\[
G_{\text{NL}1}(0) \approx \frac{16}{27} \gamma^2 G_{\text{WDM}}^3 \int_D \frac{L_{\text{eff},a}^2}{1 + 16\pi^4 L_{\text{eff},a}^2 \alpha^2 f_1 f_2} \, df_1 df_2
\]

A second approximation is also necessary to achieve a closed-form result: the lozenge-shaped integration domain must be turned into a simpler shape. Two possible alternatives are shown as domains Q and C in Fig. 24.

When adopting the square domain Q, the double integral in Eq. (37) can be solved by exploiting the following exact indefinite integrals in sequence:

\[
\int \frac{1}{1+\pi^2 x^2} \, dx = \frac{\tan^{-1}(\pi x)}{\pi}
\]

\[
\int \frac{\tan^{-1}(\pi x)}{\pi} \, dx = \frac{[\ln(\pi x) - \ln(\pi x)]}{2\pi}
\]

finally yielding:

\[
G_{\text{NL}1}(0) \approx \frac{8}{27} \gamma^2 G_{\text{WDM}}^3 L_{\text{eff}}^2 \left(\sum_{m=-\left(N_{\chi}/2\right)}^{\left(N_{\chi}/2\right)} \frac{\sin(\pi \beta_2 L_{\text{eff},a} B_{\text{WDM}})}{2\pi}\right)
\]

where \(L_{\text{WDM},e}\) is a polylogarithm function of order 2 (also called dilogarithm).

When adopting the circular domain C, the double integral in Eq. (37) can be solved by first converting the integration variables \((f_1, f_2)\) into polar variables \((\varphi, r)\), as follows:

\[
\begin{align*}
\{ f_1 & = r \cos(\varphi) \cr
f_2 & = r \sin(\varphi) \}
\end{align*}
\]

with Jacobian \(r\), then by exploiting the following exact definite integral:

\[
\int_0^{2\pi} \int_0^{\pi} \frac{r}{1+16\pi^4 \beta_2^2 \alpha^2 \sin^2(\varphi) \cos^2(\varphi)} \, dr \, d\varphi = \frac{\pi \beta_2 L_{\text{eff},a} B_{\text{WDM}}}{25\pi}
\]

finally yielding:

\[
G_{\text{NL}1}(0) \approx \frac{8}{27} \gamma^2 G_{\text{WDM}}^3 L_{\text{eff}}^2 \frac{\pi \beta_2 L_{\text{eff},a} B_{\text{WDM}}^2}{25\pi}
\]

Both approximations are quite accurate, with essentially negligible difference between them. A preference could reasonably be awarded to the latter, for the obvious reason that the ‘asinh’ function is more widely known and commonly available in computer languages and computational tools. Both formulas blend into Eq. (14) under the conditions explained in Sect. XI-A.

Fig. 24. Plot of the exact domain of integration of the GNRF for the Nyquist case, \(D\), and of two approximations: the square approximation \(Q\) and the circular approximation \(C\). Dashed line: the perimeter of the domain \(D\) to ease comparison with the other domains.

The excellent accuracy of these approximations, despite the substantially modified integration domains, is due to the fact that both of them correctly incorporate the regions of the plane that contribute most to the GNRF, that is those near the \(f_1\) and \(f_2\) axes. See Fig. 7 and App. D for more details.

APPENDIX G

DERIVATION OF EQ. (15)

The non-Nyquist case requires the integration of the GNRF over a complex-shaped domain such as shown in Fig. 3. In the following various approximate solutions are proposed, for the case \(N_{\chi}=1\).

First, each channel is assumed to have a flat spectrum \(G_{\text{WDM}}\) over its bandwidth \(B_{\text{ch}}\), which can however be larger than \(R_s\). Then, the GNRF is integrated over the SCI and XCI lozenges shown in Fig. 3, since they are the ones providing most of the contribution. Each SCI or XCI lozenge is approximated through a small square, similar to the \(Q\) domain in Fig. 24.

The individual contribution of each square can be found by extending the calculations of Appendix F. Pulling together all the contributions:

\[
G_{\text{NL}1}(0) \approx \frac{16}{27} \gamma^2 L_{\text{eff}}^2 G_{\text{WDM}}^3 \left(\sum_{m=-\left(N_{\chi}/2\right)}^{\left(N_{\chi}/2\right)} \frac{\sin(2\pi R^2 \pi^2)}{25\pi}\right)
\]

finally yielding:

\[
G_{\text{NL}1}(0) \approx \frac{16}{27} \gamma^2 G_{\text{WDM}}^3 \left(\sum_{m=-\left(N_{\chi}/2\right)}^{\left(N_{\chi}/2\right)} \frac{\sin(\pi \beta_2 L_{\text{eff},a} B_{\text{WDM}})}{25\pi}\right)
\]

\[
G_{\text{NL}1}(0) \approx \frac{16}{27} \gamma^2 G_{\text{WDM}}^3 \left(\sum_{m=-\left(N_{\chi}/2\right)}^{\left(N_{\chi}/2\right)} \frac{\sin(2\pi R^2 \pi^2)}{25\pi}\right)
\]

where \(\delta_m\) is 1 when \(m = 0\) and 0 otherwise.

This formula is very accurate, but contains special functions. The dilogarithm functions can however be approximated using
asinh functions as follows:

\[ j \left[ \text{Li}_2(-jx) - \text{Li}_2(jx) \right] \approx 
\pi \text{asinh} \left( \frac{x}{2} \right) \]

The final formula is then:

\[
G_{\text{NL}1}(0) \approx \frac{\gamma^2 G_{\text{WDM}}^3 L_{\text{eff},a}^2(\frac{2}{\gamma})^2}{\pi^2 \beta_2 L_{\text{eff},a} \sum_{k=-1}^{N_{\text{ch}}-1} \left( N_{\text{ch}} - 1 \right) / 2} \sum_{k=1}^{N_{\text{ch}}-1} \left( \frac{N_{\text{ch}} - 1}{2} \right) ^{-\frac{k \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}}}} \frac{N_{\text{ch}} - k \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}}} \frac{1}{\Gamma \left( \frac{N_{\text{ch}} - k \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}}} \right)} \right) \tag{40}
\]

This formula is quite reliable over the following parameter range: span loss > 7 dB (due to the approximation Eq. (36)), \(\beta_2 \geq 3\), \(R_s \geq 10\) G baud.

Then, to simplify the result further, it is necessary to resort to the following approximations:

\[
\text{asinh} (x) + \text{asinh} (y) \approx \text{asinh} \left( 2xy \right) \quad x, y \gg 1 \]

\[
\text{asinh} (x) - \text{asinh} (y) \approx \text{asinh} \left( \frac{x}{y} \right) \quad x, y \gg 1, \quad x > y \tag{41}
\]

These formulas allow to pull together the sums and differences of the 'asinh' contributions appearing in Eq. (40) into a single asinh, containing the product of the arguments, yielding:

\[
G_{\text{NL}1}(0) \approx \frac{8 \gamma^2 G_{\text{WDM}}^3}{\pi^2 \beta_2 L_{\text{eff},a} B_{\text{ch}}^2} \left[ \prod_{k=1}^{N_{\text{ch}}-1} \left( \frac{2 \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}}} \right) \right] \tag{42}
\]

The product within the square brackets poses no computational problems but hinders intuition. A more compact and readable formula can be obtained, at the cost of some minor loss of accuracy (less than 0.1 dB), as follows. The product within the square brackets could be approximated as:

\[
\prod_{k=1}^{N_{\text{ch}}-1} \left( \frac{2 \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}}} \right) \approx \gamma \left( \frac{1}{\Gamma \left( \frac{N_{\text{ch}} - 1}{2} \right)} \right) \frac{B_{\text{ch}}}{\Gamma \left( \frac{2 \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}} - \frac{1}{2}} \right)} \frac{B_{\text{ch}}}{\Gamma \left( \frac{2 \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}}} - \frac{1}{2} \right)} \frac{1}{\Gamma \left( \frac{N_{\text{ch}} - 1}{2} \right)} \frac{B_{\text{ch}}}{\Gamma \left( \frac{2 \Delta f + B_{\text{ch}}}{2 - \frac{\Delta f}{B_{\text{ch}}}} - \frac{1}{2} \right)} \]

where \(\Gamma\) is the Gamma function. The first equality above is exact. Then an approximation is found through an asymptotic formula. The final simple expression can be justified by direct numerical comparison with the preceding member, at the typical values of the parameters. Once inserted into Eq. (42), this approximation of the product yields Eq. (15).

As discussed in Sect. XI-B, the main limitation of Eq. (15) is the fact that it can be reliably used only within the restricted parameter range spelled out in Sect. XI-B itself. This loss of accuracy is mostly due to the approximation of Eq. (37) breaking down.

**APPENDIX H**

**DERIVATION OF EQUATION (19)**

The Nyquist-WDM case is addressed, at \(f=0\). Integration is performed over the approximate square domain \(Q\) as discussed in App. F. Under these assumptions Eq. (19) can be rewritten as:

\[
G_{\text{NL}1}(f) = \frac{16 \gamma^2 L_{\text{eff}}^2}{\pi \beta_2 L_s \sum_{n=1}^{N_s-1} (N_s - n)} \left\{ \frac{B_{\text{WDM}}}{2} \right\} 
\]

The first of the two integrals can be carried out by exploiting the following exact definite integral:

\[
\int_{-\infty}^{\infty} \frac{b^2 \cos(2n \cdot h f)}{b^2 + h^2 f^2} df = \frac{b}{h} \left[ -e^{-2nb} \text{Im} \left( \text{Ei} \left( -2n [b - jh q] \right) \right) \right] - e^{-2nb} \text{Im} \left( \text{Ei} \left( 2n [b - jh q] \right) \right) + \pi e^{2nb} \]

where \(\text{Ei}\) is the exponential-integral function, \(h\) and \(b\) are positive real numbers and \(n\) is an integer. Substituting:

\[
G_{\text{NL}1}(f) = \frac{16 \gamma^2 L_{\text{eff}}^2}{\pi} \sum_{n=1}^{N_s-1} (N_s - n) \left\{ \frac{B_{\text{WDM}}}{2} \right\} \left\{ \frac{B_{\text{WDM}}}{2} \right\} 
\]

The second integral does not appear to have a closed-form solution. However, the overall integrand function can be approximated through a suitable sinc function, leading to the approximate formula:

\[
G_{\text{NL}1}(f) \approx \frac{16 \gamma^2 L_{\text{eff}}^2}{\pi \beta_2 L_s} \sum_{n=1}^{N_s-1} (N_s - n) \left\{ \frac{B_{\text{WDM}}}{2} \right\} 
\]

The remaining integral could then be expressed analytically through a Si (sine integral) special function. To avoid special functions, it can be observed that given the typical parameters of optical systems, the integration limits can be replaced by \(\pm \infty\) without excessive errors. Resorting then to:

\[
\int_{-\infty}^{\infty} \frac{\sin(ax)}{(ax)} dx = \frac{\pi}{a} 
\]

the final result is found:

\[
G_{\text{NL}1}(f) \approx \frac{16 \gamma^2 L_{\text{eff}}^2}{\pi \beta_2 L_s} \sum_{n=1}^{N_s-1} \frac{(N_s - n)}{n} 
\]

To obtain Eq. (19) the further identity must be used:

\[
\sum_{n=1}^{N_s-1} \frac{(N_s - n)}{n} = 1 - N_s + N_s \text{HarNum} \left( N_s - 1 \right) 
\]
APPENDIX I
DERIVATION OF EQ. (24)

Under the assumption of ideal distributed amplification, the factor \(\rho\) in the GNRF is given by Eq. (10). Assuming Nyquist WDM and approximating the integration domain \(D\) with the square domain \(Q\), as shown in Fig. 24, the GNRF becomes:

\[
G_{\text{NL}}(0) \approx \frac{16}{27} \gamma^2 G_{\text{WDM}}^3 \int \sin^2(2\pi \beta_2 f_1f_2 L_{\text{tot}}) \, df_1 df_2
\]

where \(L_{\text{tot}}\) is the total link length. The double integral can then be solved exactly, yielding:

\[
G_{\text{NL}}(0) \approx \frac{32}{27} \gamma^2 G_{\text{WDM}}^3 L_{\text{tot}}^2 \cdot \left[ B_{\text{WDM}}^2 \Re \left\{ 3F_3(1, 1, 1; 2, 2, 2; j\pi \beta_2 B_{\text{WDM}}^2 L_{\text{tot}}) \right\} + \frac{1 - \cos(\pi \beta_2 L_{\text{tot}} B_{\text{WDM}}^2)}{\pi^2 \beta_2^2 L_{\text{tot}} B_{\text{WDM}}^2} \right]
\]

(43)

where \(3F_3(1, 1, 1; 2, 2, 2; x)\) is a hypergeometric function, ‘Re’ means ‘real part’ and ‘Si’ is a sine-integral function.

This formula is highly accurate but inconvenient due to the special functions appearing in it. However, for increasing \(B_{\text{WDM}}\), the second term in square brackets quickly goes to zero, while the third converges to the constant value \((2\pi \beta_2 L_{\text{tot}})^{-1}\). Only the first term keeps growing. So, for large-enough \(B_{\text{WDM}}\):

\[
G_{\text{NL}}(0) \approx \frac{32}{27} \gamma^2 G_{\text{WDM}}^3 L_{\text{tot}}^2 \cdot B_{\text{WDM}}^2 \Re \left\{ 3F_3(1, 1, 1; 2, 2, 2; j\pi \beta_2 B_{\text{WDM}}^2 L_{\text{tot}}) \right\}
\]

An asymptotic form of the remaining special function is:

\[
\Re \left\{ 3F_3(1, 1, 1; 2, 2, 2; jx) \right\} \approx \frac{\pi}{2x} \log e(x) + \gamma_e
\]

yielding:

\[
G_{\text{NL}}(0) \approx \frac{16}{27} \gamma^2 G_{\text{WDM}}^3 L_{\text{tot}} \log e(\frac{\pi \beta_2 B_{\text{WDM}}^2 L_{\text{tot}}}{\gamma_e}) + \gamma_e - 1
\]

where \(\gamma_e\) is Euler’s constant. The constant \((\gamma_e - 1)\) at the numerator can be brought into the log argument as \(\exp(\gamma_e - 1) \approx 0.65522 \approx 2/3\) so that:

\[
G_{\text{NL}}(0) \approx \frac{16}{27} \gamma^2 G_{\text{WDM}}^3 L_{\text{tot}} \log e\left(\frac{2 \pi \beta_2 B_{\text{WDM}}^2 L_{\text{tot}}}{3 \gamma_e}\right)
\]

This formula is plotted in Fig. 19 as a dashed-dotted line, showing very good accuracy, except for very low values of \(B_{\text{WDM}}\), as expected. To avoid the non-physical behavior (negative values) for \(B_{\text{WDM}} \to 0\), the log function can be heuristically replaced with \(\sinh\) of half the argument, finally yielding Eq. (24), whose overall accuracy is very good (Fig. 19).

Despite the similarity of Eq. (24) with Eq. (13), their respective derivations outlined in this appendix and in App. F, are very different. The apparent similarity of the end results is clearly due to similar physical processes taking place, but it stops there. Specifically, any attempt at somehow deriving the distributed amplification formula as the limit of the conventional case for \(\alpha \to 0\), is certain to fail because of the approximation of the FWM efficiency term performed in Eq. (36) breaking down when loss goes to zero.

APPENDIX J
ASE NOISE FROM DISTRIBUTED AMPLIFICATION

Eq. (12), once inserted into Eq. (1), allows to estimate the NLI arising with backward-pumped Raman amplification. Since the final target is typically that of calculating OSNR\(_{\text{tot}}\) as in Eq. (4), ASE noise is also necessary. In this case, the PSD of the ASE noise produced by Raman along a single span is given by [25]:

\[
G_{\text{ASE}} = n_{sp,T} \cdot h \nu \left( \frac{C_{\text{ASE}}}{2\pi} P_p e^{-\alpha/s_p} \right)
\]

\[
\left\{ \Gamma(1 + \alpha/\alpha_p, C_{\text{ASE}} P_p e^{-2\pi \nu L_p}) - \Gamma(1 + \alpha/\alpha_p, C_{\text{ASE}} P_p) \right\}
\]

where \(n_{sp,T} = 1/(1 - \exp(-h \Delta \nu/(k_B T)))\), with \(h\) and \(k_B\) being Planck’s and Boltzmann’s constants, respectively, and \(T\) temperature in [K].

For the case of ideal distributed amplification, whereby \(g(z) = \alpha\), then the ASE noise PSD at the end of the link is given by \(G_{\text{ASE}} = 4\alpha \cdot h \nu \cdot n_{sp,T}\).
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