Abstract—In the last decades, several methods have been developed for despeckling synthetic aperture radar (SAR) images. A considerable number of them have been derived under the assumption of a fully developed speckle model in which the multiplicative speckle noise is supposed to be a white process. Unfortunately, the transfer function of SAR acquisition systems can introduce a statistical correlation which decreases the despeckling efficiency of such filters.

In this work, a whitening method is proposed for processing a complex image acquired by a SAR system. We demonstrate that the proposed approach lets classical despeckling algorithms to be successfully applied. First, we perform an estimation of the SAR system frequency response based on some statistical properties of the acquired image and by using realistic assumptions. Then, a decorrelation process is applied on the acquired image, taking into account the presence of point targets. Finally, the image is despeckled. The experimental results show that the despeckling filters achieve better performance when they are preceded by the proposed whitening method; furthermore, the radiometric characteristics of the image are preserved.

Index Terms—Synthetic aperture radar, correlated speckle noise, blind decorrelation, despeckling.

I. INTRODUCTION

Speckle removal is a major problem in the analysis of synthetic aperture radar (SAR) images. Speckle noise is a granular disturbance that affects the observed reflectivity. Usually, it is modeled as a multiplicative noise: this nonlinear behavior makes the process of original information retrieval a nontrivial task [1].

Speckle noise can be faced as an estimation problem, either in the spatial domain or in a transformed domain. Spatial domain filters were the first to be proposed and, successively, refined versions appeared in the literature [2]–[6]. In the last decade, multiscale analysis has been successfully applied to the despeckling problem by using the wavelet transform [7]–[15], or other multiresolution tools [16]–[18].

Spatial and multiresolution methods can be classified according to the estimation criterion and to the models of the processes that are involved. Bayesian methods, such as LMMSE and MAP criteria, have been taken into consideration by using several assumptions about the statistics of the underlying signal of interest (the reflectivity) and of the disturbance (the speckle noise), e.g., the $\Gamma$ distribution in the spatial domain [3], [19] or the generalized Gaussian distribution in the wavelet domain [13].

An assumption that is made in most of the methods that have been proposed is that the speckle noise is an uncorrelated process that affects the noise-free data. However, this hypothesis does not often hold in practice and other issues inherent to the acquisition system, such as band-limitedness, suggest the use of a more sophisticated model. A model of a SAR acquisition system, often considered as sufficiently realistic, includes a linear time-invariant system, whose impulse response or point spread function (PSF) spatially correlates the data. In actual SAR data, the PSF must be considered as an unknown and its estimation is based on the observed image. An accurate description of a model that includes the presence of a PSF and of the statistical properties of a SAR image satisfying that model is given in [20].

Applying despeckling methods derived from the uncorrelated data hypothesis to actually correlated data yields a significant loss of performance in speckle removal. Hence, some methods have been developed relying upon the correlated signal model. In [21], using a linear minimum mean square error (LMMSE) estimation approach, a local Wiener solution that assumes correlated data is proposed. In [22], a whitening/Gaussianization approach is developed for despeckling ultrasound images. Ultrasound (US) probes are incoherent imaging systems that produce data having a model quite close to that of SAR systems, so that despeckling methods developed for US are also useful for SAR data. Spectrum flattening is applied in [22] to the radiofrequency ultrasound signal; the envelope of the signal is then followed by a logarithmic transformation and Gaussianization process in order to apply denoising algorithms developed for additive noise. In [23], a Wiener filter for correlated SAR images working in the stationary-wavelet domain is proposed. The method uses some results derived in [20]. It also uses the hypothesis that the imaged scene is characterized by homogeneous statistics; hence, a quad-tree decomposition is found before applying the filter. The problem of estimating the PSF and image decorrelation is also faced in [24].

In this paper, we propose a whitening approach to produce single look complex (SLC) data that can be suitably processed with despeckling filters designed for uncorrelated speckle noise. For invertible PSFs, we demonstrate that the whitening stage is optimal to achieve the information of interest, that
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is the variance of the underlying reflectivity. This result is obtained both in the Bayesian and in the classical estimation framework. The PSF is estimated by using the results in [20]. Several issues related to robustly decorrelating the SLC image, such as the treatment of point targets, whose model deviates from the fully developed speckle one, are also described. The experimental results demonstrate that the whitening process is effective and allow classical despeckling filters, derived under the hypothesis of uncorrelated noise, to be fully exploited. Three different filters, having different characteristics, have been chosen in order to assess the generality of the proposed procedure and to quantify the performance gain introduced by the whitening stage. Our tests also show that whitening is useful even when the invertible PSF hypothesis does not hold. The experimental results have been produced by using both synthetically speckled correlated images and true SAR images acquired by the COSMO-SkyMed constellation of satellites, which are affected by a strongly correlated speckle.

The paper is organized as follows. In Section II, the signal model of SLC SAR data is described. In the same section, the optimality of the inversion process for estimating the backscatter coefficients, both in a Bayesian and classical estimation framework, is stated. In Sections III and IV, a robust method for estimating the PSF and decorrelating the SLC data are described, respectively. In Section V, the experimental results demonstrating the effectiveness of the proposed method are given. Some concluding remarks are drawn in Section VI.

In the paper, the following notation is used: boldface upper case and lower case letters denote matrices and vectors, respectively; a superscript $H$ indicates the Hermitian, i.e., the transpose and conjugation, operator; the expectation operator is denoted by $E[·]$ (a subscript letter may be added to indicate the variable it operates on); $CN(\mu, C)$ denotes a complex-valued Gaussian variable with mean $\mu$ and covariance matrix $C$.

II. SIGNAL MODEL AND FORMULATION OF THE DESPECKLING PROBLEM

In [20], the spectral properties of a single look complex (SLC) SAR image have been investigated and a generalization of the fully–developed speckle model has been given. Assuming the observed scene be composed by a set of point scatterers, let $\sigma_c(r)$ be the discrete complex backscatter coefficient per area that describes the radar target scene for each 2-D Cartesian coordinates $r = (r_x, r_y)$. Under the hypothesis of fully–developed speckle, $\sigma_c(r)$ is modeled as a white complex circular symmetric Gaussian process, having zero mean and variance $\sigma(r)$, where $\sigma(r)$ is the radar backscatter or target scene that we would like to estimate. Supposing that the entire acquisition chain is likely represented by a cascade of linear filters, we can denote the transfer function of the SAR system as $h(r)$. Using the previous assumptions, the complex radar image $g(r)$, i.e. the coherently acquired image, can be defined as

$$g(r) = \sigma_c(r) * h(r)$$

where $*$ denotes spatial convolution, or, in an equivalent way, using the 2-D Fourier transform, as

$$g(r) = \hat{\sigma}_c^{-1} \{ \Sigma_c(f) \cdot H(f) \}$$

where $\hat{\sigma}_c^{-1} \{ \cdot \}$ denotes the inverse Fourier transform operator, $\Sigma_c(f)$ denotes the Fourier transform of $\sigma_c(r)$, $H(f)$ is the Fourier transform of $h(r)$, and $f = (f_x, f_y)$ denotes 2-D spatial frequencies. Hence, the despeckling problem consists in finding the estimator of the non-stationary radar backscatter $\sigma(r)$ given the observation of $g(r)$. Although its general validity, the model expressed in (2) requires the knowledge of the frequency response $H(f)$ of the SAR system. The problem of its estimation will be dealt with in a successive section.

The most used approaches to the despeckling problem in the literature are based on the multiplicative, or fully–developed, speckle model. If we assume $h(r) = \delta(r)$, then the model is given by [25]

$$|g(r)|^2 = |\sigma_c(r)|^2 = \sigma(r) \cdot us(r)$$

where $us(r)$ is a white random process having exponential distribution, with unitary mean and variance.

A more general model assumes that

$$|g(r)|^2 \approx \sigma(r) \cdot cs(r)$$

where $cs(r)$ is a noise process that is supposed to be statistically independent from $\sigma(r)$ but spatially correlated. In [20], it has been shown that the correlation of the process $cs(r)$ depends on the frequency response of the SAR system and that the model expressed in (4) is valid when the power spectral density (PSD) of $\sigma(r)$ is narrower than the PSF of the SAR system. However, even the model in (4) may not be very accurate for a generic $\sigma(r)$. According to (1), the expected value of $|g(r)|^2$ can be derived as

$$E[|g(r)|^2] = \sum_{r'} \sum_{r''} h(r') h^*(r'') E[\sigma_c(r - r') \sigma^*_c(r - r'')]$$

$$= \sum_{r'} |h(r')|^2 E[|\sigma_c(r - r')|^2]$$

$$= \sum_{r'} |h(r')|^2 \sigma(r - r')$$

(5)

where we have exploited the fact that $\sigma_c(r)$ is a zero-mean white process having variance $\sigma(r)$. The above equation shows that the expected value of $|g(r)|^2$ is in general different from $\sigma(r)$, implying that $cs(r)$ has not unit mean and should be modeled as a nonstationary process, which is quite far from the classical model in (3).

Despite of the fact that the model in (1) is more general and more realistic, most of the despeckling filters present in the literature are based on the multiplicative model with uncorrelated speckle, i.e., on (3), due to its simplicity. However, applying despeckling methods derived from the uncorrelated speckle hypothesis to SAR images satisfying the model in (1) yields a significant loss of performances.

In this paper, we will show that, under the hypothesis that the linear transformation in (1) is invertible, a whitening preprocessing applied to $g(r)$ allows classical despeckling meth-
ods to be applied without loss of performances. In practice, we divide the task of despeckling in two consecutive steps:

1. **Whitening stage**: an estimator of the complex backscatter coefficients, $\hat{\sigma}_c(r)$, is obtained from the complex image $g(r)$ using the general model given in (2).

2. **Despeckling stage**: despeckling filters based on the model given in (3) are applied to $\hat{\sigma}_c(r)$ in order to obtain the estimated radar backscatter $\hat{\sigma}(r)$.

Hence, in this paper, we do not focus our attention in developing a new despeckling filter, but instead in showing that the whitening stage permits to achieve optimal solutions by using already known despeckling filters working on $\hat{\sigma}_c(r)$. Before stating such an optimality, some notation describing the observed variables is given. In Fig. 1, the despeckling model in the presence of a correlated signal and that including the whitening stage are shown.

Equation (1) can be manipulated using $R$ and $I$ superscripts in order to indicate real and imaginary parts, respectively. Equation (1) can be rewritten as (the index $r$ is dropped for the sake of simplicity)

$$g^R + j \cdot g^I = (h^R + j \cdot h^I) \ast (\sigma_c^R + j \cdot \sigma_c^I) = (h^R \ast \sigma_c^R - h^I \ast \sigma_c^I) + j \cdot (h^I \ast \sigma_c^R + h^R \ast \sigma_c^I)$$

where $j = \sqrt{-1}$. Without loss of generality, suppose that the observed discrete complex backscatter signal $g(r)$ is constituted by $N$ samples. Thus, the model in (6) can be expressed in vector notation as follows:

$$g = H \sigma_c$$

where

$$g = [g^R(0) \ldots g^R(N-1), g^I(0) \ldots g^I(N-1)]^T$$

$$\sigma_c = [\sigma_c^R(0) \ldots \sigma_c^R(N-1), \sigma_c^I(0) \ldots \sigma_c^I(N-1)]^T$$

and

$$H = \begin{bmatrix} H^R & -H^I \\ H^I & H^R \end{bmatrix}$$

where $H^R$ and $H^I$ are the matrix representations of the linear filters $h^R$ and $h^I$, respectively.

Considering that $\sigma_c(r)$ is a realization of a white circular symmetric complex Gaussian random process having zero mean, we have that

$$\sigma_c \sim CN(0, C_{\sigma_c})$$

$$C_{\sigma_c} = \text{diag} \left( [\sigma^T, \sigma^T] / 2 \right)$$

with $\sigma = [\sigma(0) \cdots \sigma(N-1)]^T$.

Since $g$ is a vector of linear combinations of $\sigma_c$, it follows that

$$g \sim CN(0, C_g), \quad C_g = HC_{\sigma_c}H^T.$$  \hspace{1cm} (11)

In the following, we will state the optimality of a whitening stage for the estimation of $\sigma$. The classical and Bayesian estimation frameworks are dealt with separately.

### A. Classical estimation theory framework

In a classical estimation framework, the vector of parameters $\sigma$ is a deterministic, but unknown, vector. Optimality of estimators can be assessed by computing the Cramer-Rao lower bound (CRLB) for any estimator of $\sigma$.

In Appendix A, it is shown that the CRLB for any unbiased estimator $\hat{\sigma}$ of the target scene $\sigma$ given the acquired signal $g$ is given by

$$C_{\hat{\sigma}} = \text{diag}(\sigma)^2 \geq 0$$  \hspace{1cm} (12)

where $C_{\hat{\sigma}}$ is the covariance matrix of the estimator and the notation $A \geq 0$ means that the matrix $A$ is positive-semidefinite. The relation in (12) shows that the CRLB is not lower bound for any unbiased estimator $\hat{\sigma}$ of the target scene $\sigma$ given the acquired signal $g$. Let’s define the $N \times 1$ estimated vector $\hat{\sigma}_{\text{eff}}$ as

$$[\hat{\sigma}_{\text{eff}}]_n = \left| \left[ H^{-1}g \right]_n \right|^2 + \left| \left[ H^{-1}g \right]_{n+N} \right|^2, \quad 0 \leq n \leq N-1.$$  \hspace{1cm} (13)

or equivalently, in scalar form,

$$\hat{\sigma}_{\text{eff}}(r) = \left| h^{-1}(r) \ast g(r) \right|^2 \quad 0 \leq n \leq N-1.$$  \hspace{1cm} (14)

where $h^{-1}(r)$ denotes the inverse filter of $h(r)$, that is $h^{-1}(r) = \mathcal{F}^{-1} \{1/H(f)\}$. In Appendix A, it is shown that such an estimator is efficient for the despeckling problem.

The expression in (14) highlights that the efficient estimator can be seen as a cascade of the whitening filter $h^{-1}(r)$ followed by the squared modulus operator $| \cdot |^2$. In other words, the whitening stage is the first part of the minimum–variance estimation strategy within the framework of classical estimation theory. It is interesting to note that no assumptions have been made on the value of $\sigma$, except that it has no zero entries.

### B. Bayesian estimation theory framework

In this section, we reformulate the optimality of the whitening processing in the framework of Bayesian estimation, in which the parameter vector $\sigma$ is assumed as a random vector.
In particular, we show that any Bayesian estimator based on the observation of the variable \( g \) coincides with that obtained observing any linear invertible transformation of \( g \).

Let \( \sigma \) be the vector of parameters to be estimated, coinciding with the radar backscatter and let \( \sigma_c \) and \( g \) be the observed signals in the whitened and correlated domain, respectively. Bayesian estimation is based on the posterior probability density function (pdf) of the parameter \( \sigma \) after observing either \( \sigma_c \) or \( g \), that is either \( p(\sigma | \sigma_c) \) or \( p(\sigma | g) \).

Let \( x = [\sigma^H \ g^H]^H \) and \( y = [\sigma^H \ \sigma_c^H]^H \) be the random vector obtained concatenating the parameter vector and the observed variables, so that \( p(x) = p(\sigma, g) \) and \( p(y) = p(\sigma, \sigma_c) \).

According to (7), \( x \) is obtained from \( y \) by using a linear transformation, that is

\[
x = Ty
\]

(15)

where \( T \) denotes the invertible transformation given by

\[
T = \begin{bmatrix}
1 & 0 \\
0 & H
\end{bmatrix}.
\]

(16)

The relation between \( p(x) \) and \( p(y) \) is given by

\[
p(x) = p(y)|J_T(y)|
\]

(17)

where \( J_T \) denotes the Jacobian of the transformation \( T \), defined by \( |J_T(y)|_{ij} = \frac{\partial y_i}{\partial x_j} \), and \(|A|\) denotes the determinant of the matrix \( A \). According to the previous definitions, we have

\[
J_T(y) = T.
\]

(18)

Hence, the posterior pdf \( p(\sigma | g) \) is given by

\[
p(\sigma | g) = \frac{p(\sigma, g)}{p(g)} = \frac{p(x)}{p(g)} = \frac{p(y)/|T|}{p(g)} = \frac{p(\sigma, \sigma_c)/p(\sigma, \sigma_c)|T|}{p(g)}.
\]

(19)

Considering the transformation from \( \sigma_c \) to \( g \), we have

\[
p(g) = p(\sigma_c)J_H(\sigma_c)
\]

(20)

where \( J_H \) denotes the Jacobian of the transformation \( H \) given in (7). Hence, we have

\[
J_H(\sigma_c) = H.
\]

(21)

Since \(|T| = |H|\), substituting (20) and (21) into (19) yields

\[
p(\sigma | g) = p(\sigma | \sigma_c).
\]

(22)

From this conclusion, we can infer that any Bayesian estimator, e.g., those based on the MAP and MMSE criterion, can be derived in an equivalent way by using either the variable \( \sigma_c \) or the transformed variable \( g \).

III. ESTIMATION OF THE COMPLEX BACKSCATTER COEFFICIENTS

The estimation of the source signal \( \sigma_c(r) \) given the observation of the output \( g(r) \) from an unknown linear system \( h(r) \) is a typical problem of blind deconvolution [26]. Several methods have been proposed in the literature in the last two decades in the field of image restoration [26]–[28]. Many of them are based on iterative algorithms and/or require some hypotheses on the prior distribution and the hyperparameters of the source signal in order to use the Bayesian inference framework.

In our approach, any assumption on the statistical distribution of the target scene \( \sigma(r) \) is avoided. We will use some results from [20] as well as some hypothesis on the frequency response of the SAR system.

From the observation of the spectrum of a real SAR acquisition (see the experimental results section) it can be inferred that the SAR system can be represented by a bandlimited lowpass filter with cutoff frequencies \( f_{c,x} \) and \( f_{c,y} \), i.e., by defining \( F_p = \{ f : |x| \leq f_{c,x}, |y| \leq f_{c,y} \} \) we have

\[
H(f) = \begin{cases}
0 & f \notin F_p \\
\frac{\|H(f)\|^2}{\|f\|^2} & f \in F_p
\end{cases}
\]

(23)

Moreover, without loss of generality, we can assume that the filter \( H(f) \) has unit energy, i.e.,

\[
\int_{f \in F_p} |H(f)|^2 df = 1.
\]

(24)

Equation (23) implies that the PSF of a real SAR system may not be invertible. In this case a true whitening operator can not be defined. Nevertheless, we may intuitively assume that flattening the spectrum of the received complex radar image in the passband of the filter \( H(f) \) remains a good strategy to approximate a white process. A flattening approach to despeckle ultrasound images has been used in [22], [29].

Our experimental results show that the flattening strategy yields a significant improvement in terms of despeckling performance.

If \( \hat{H}(f) \) is an estimate of \( H(f) \), then we can define an estimate of the complex backscatter coefficients \( \hat{\sigma}_c(r) \) as

\[
\hat{\sigma}_c(r) = \begin{cases}
\hat{\gamma} \hat{H}^{-1}(f) - 1 & f \in F_p \\
0 & \text{otherwise}
\end{cases}
\]

(25)

where \( \gamma \hat{H}^{-1}(f) - 1 \) is the whitening filter, \( G(f) = \hat{\gamma}(g(r)) \), and \( \gamma \) is a suitable scaling constant. In Appendix B, we show that the above solution yields the minimum norm estimate of \( \hat{\sigma}_c(r) \).

A. Estimation of the SAR system frequency response

The estimation of \( H(f) \) can be performed by using the results in [20], where it has been demonstrated that the average spectrum of \( g(r) \), denoted as \( \overline{S}_g(f) \), is given by

\[
\overline{S}_g(f) = 3 \{ T_{\sigma}(r) \} = \overline{H(f)}^2,
\]

(26)

where \( T_{\sigma}(r) \) is the average autocorrelation of \( g(r) \) taken over an \( N_D \times N_D \) spatial window \( D \) when \( N_D \) tends to infinity [20], that is

\[
\overline{R}_g(r) = \lim_{N_D \to \infty} \frac{1}{N_D^2} \sum_{r \in D} \mathbb{E}[g(r + r')g^*(r')]
\]

(27)

and where the spatial average radar backscatter \( \overline{\sigma} \) is given by

\[
\overline{\sigma} = \lim_{N_D \to \infty} \frac{1}{N_D^2} \sum_{r \in D} \sigma(r').
\]

(28)
It is worth noting that, under the hypothesis of a unit energy filter \( H(f) \), the average radar backscatter of the scene is preserved, since \( \int \bar{S}_g(f) \, df = \bar{\sigma} \).

As in [23], we will use a nonparametric spectrum estimation method to achieve the average spectrum \( \bar{S}_g(f) \). By using the Bartlett-Welch method [30], we have

\[
\hat{S}_g(f) = \frac{1}{N_C} \sum_{c \in C} \left\{ g(r) \cdot \frac{w(r-c)}{N_w} \right\}^2
\]

where \( w(r) \) is a zero-centered \( N_w \)--points weighting window, \( c \) is a shift applied to the window, \( C \) is the set of all shifts of the window over the image, \( N_C \) is the cardinality of \( C \). It is well-known that \( \hat{S}_g(f) \) is an asymptotically unbiased and efficient estimate of \( \bar{S}_g(f) \), i.e.,

\[
\hat{S}_g(f) = \bar{S}_g(f) + \Delta(f)
\]

where \( \Delta(f) \) represents a zero-mean approximation error. As to the average radar backscatter of the scene, this can be estimated as

\[
\hat{\sigma} = \int \hat{S}_g(f) \, df.
\]

It is easy to verify that this is also an asymptotically unbiased estimator, since

\[
\mathbb{E} [\hat{\sigma}] = \mathbb{E} \left[ \int [\bar{\sigma} |H(f)|^2 + \Delta(f)] \, df \right]
\]

\[
= \mathbb{E} \left[ \bar{\sigma} + \int \Delta(f) \, df \right] = \bar{\sigma}
\]

In order to facilitate the whitening process and to avoid phase distortion in the detected image, we will assume that the SAR system impulse response \( h(r) \) is a linear-phase FIR filter. We will also assume that the SAR system frequency response \( H(f) \) can be approximated by a real central–symmetric nonnegative function with unit energy belonging to a set of known parameter-dependent curves \( F(f; \phi) \), where \( \phi \) is a vector parameter. In the experimental results section, we will show that a raised-cosine function fits quite well the observed \( \hat{S}_g(f) \). Formally, we assume that

\[
\exists \phi_0 \in \Phi : F(f; \phi_0) \approx H(f) \quad \forall f
\]

where \( \Phi \) is the \( \phi \) parameter space and where, for all \( \phi \), \( F(f; \phi) \) satisfies the properties

\[
F(f; \phi) \geq 0
\]

\[
F(f; \phi) = F(-f; \phi)
\]

\[
\int_{f \in \mathcal{F}_p} F^2(f; \phi) \, df = 1.
\]

Hence, by using (33) together with (30), the approximation model becomes

\[
\hat{S}_g(f) = \bar{\sigma} F^2(f; \phi_0) + \Delta(f)
\]

\[
\approx \hat{\sigma} F^2(f; \phi_0) + \Delta(f)
\]

where, according to (32), we have assumed \( \bar{\sigma} \approx \hat{\sigma} \).

The least square (LS) solution to our approximation model aims at minimizing the energy of \( \Delta(f) \). Hence, the LS estimator of \( \phi_0 \) is given by

\[
\hat{\phi}_{LS} = \arg \min_{\phi} \int_{f \in \mathcal{F}_p} \left| \hat{S}_g(f) - \hat{\sigma} F^2(f; \phi) \right|^2 \, df.
\]

Finally, the whitening filter can be obtained as

\[
W(f) = \gamma \cdot F(f; \hat{\phi}_{LS})^{-1}.
\]

IV. IMPLEMENTATION OF THE DESPECKLING ALGORITHM

In this section, we take into account some practical issues that must be faced for implementing the proposed whitening method in order to prevent undesired results. At the end, the complete procedure of the proposed method is given.

A. LS fitting and average spectrum estimation

In order to simplify the estimation of the whitening filter, we assume that the band-limited frequency response \( H(f) \) of the SAR system can be expressed by a separable function \( F(f; \phi) = F_x(f_x; \phi_x) \cdot F_y(f_y; \phi_y) \), where both \( F_x(f_x; \phi_x) \) and \( F_y(f_y; \phi_y) \) are such that \( \int |F_x(f_x; \phi_x)|^2 \, df_x = \int |F_y(f_y; \phi_y)|^2 \, df_y = 1 \). In this way, the approximation model in (34) can be simplified as

\[
\hat{S}_{g,x}(f_x) = \int \hat{S}_g(f) \, df_y \approx \hat{\sigma} F_x^2(f_x; \phi_{0,x}) + \int \Delta(f) \, df_y
\]

\[
\hat{S}_{g,y}(f_y) = \int \hat{S}_g(f) \, df_x \approx \hat{\sigma} F_y^2(f_y; \phi_{0,y}) + \int \Delta(f) \, df_x
\]

and the decorrelating filter can be estimated by solving two separate LS problems. The two quantities \( \hat{S}_{g,x}(f_x) \), \( \hat{S}_{g,y}(f_y) \), corresponding to one-dimensional average periodograms along the \( x \) and \( y \) coordinates, respectively, are estimated as follows

\[
\hat{S}_{g,x}(f_x) = \int |\hat{\mathbf{h}}(\mathbf{r})|^2 \, df_y
\]

\[
\hat{S}_{g,y}(f_y) = \int |\hat{\mathbf{h}}(\mathbf{r})|^2 \, df_x
\]

According to (35), LS fitting only considers frequencies in which \( H(f) \) is supposed to be nonzero. In our implementation, the cutoff frequencies along each spatial frequency are either supposed to be known from the technical specifications of the SAR system or manually estimated from the inspection of the average periodograms.

B. Choice of the scaling constant

The scaling constant \( \gamma \) influences the value of the radar backscatter of the decorrelated signal \( \hat{\sigma}_c(r) \). In our implementation, we choose to preserve the average backscatter \( \bar{\sigma} \) of the observed scene, i.e., we impose

\[
\int \hat{S}_{\hat{\sigma}_c}(f) \, df = \bar{\sigma}
\]

which, from (25) and (26), is equivalent to

\[
\int_{f \in \mathcal{F}_p} |W(f)H(f)|^2 \, df = 1.
\]
If we assume that the whitening filter is ideal, i.e., \( W(f) = \gamma H(f)^{-1} \), the above condition implies

\[
\gamma = \left( \int_{\mathbb{R}^2} |f|^2 \right)^{-1/2}
\]

(43)

showing that the ideal scaling constant depends on the cutoff frequency of the system.

By ensuring that the average radar backscatter is preserved on the whole scene we also ensure that the backscatter is approximately preserved in locally stationary areas affected by fully developed speckle, i.e., in areas for which it is valid the approximation in (4). Nevertheless, the above strategy does not work well in highly heterogeneous areas that do not obey the fully developed speckle model, e.g., in the presence of point targets. In the following, we will see how to cope with the above problem.

C. Processing of point targets

Real SAR images usually contain point targets, which are due to man-made features or edges. Such strong scatterers must be generally preserved because they show a high level of reflectivity with no speckle noise. Since point targets do not obey the zero-mean white complex circular symmetric Gaussian model, they have to be detected and replaced in order to estimate the complex backscatter coefficients according to (25).

Let the set of non–point targets pixels of the complex image \( g(r) \) be

\[
Q_g = \{ r \in \mathbb{Z}^2 : |g(r)|^2 < \tau \}
\]

(44)

where \( \tau \) is a suitable threshold, which can be experimentally determined by observing the histogram of \( |g(r)|^2 \). Then we define the modified complex image \( g_m(r) \) as

\[
g_m(r) = \begin{cases} 
g(r) & r \in Q_g \\
\epsilon(r) & r \notin Q_g 
\end{cases}
\]

(45)

where \( \epsilon(r) \) is a complex circular symmetric Gaussian variable satisfying

\[
\epsilon(r) \sim \mathcal{CN} \left( 0 ; \sum_{r \in Q_g} |g(r)|^2 / |Q_g| \right)
\]

(46)

with \( |Q_g| \) the number of the elements of \( Q_g \). In other words, we substitute each point target of the original complex image \( g(r) \) with a realization of a zero–mean white complex circular symmetric Gaussian variable, whose variance is given by the average energy of non–point targets pixels.

It should be pointed out that, in the case of a band-limited SAR system, the replacement proposed in (45) is also useful to prevent the whitening method from spreading the energy of point targets in the surrounding areas and making cross-like features appear around strong scatterers.

D. Summary of the complete despeckling procedure

1) Detect the set of point targets \( Q_p \) according to (44);
2) Generate the modified complex image \( g_m(r) \), removing point targets as stated in (46);
3) Estimate the SAR system frequency response, \( \hat{H}(f) \), using (35), where the complex image \( g(r) \) is replaced with the modified version \( g_m(r) \);
4) Estimate the complex backscatter coefficients, \( \hat{\sigma}_c(r) \), by means of (25), where the complex image \( g(r) \) is replaced with the modified version \( g_m(r) \);
5) Estimate the radar backscatter \( \hat{\sigma}(r) \) applying a despeckling filter based on the uncorrelated speckle hypothesis to \( |\hat{\sigma}_c(r)|^2 \);
6) Re-insert the point targets in \( \hat{\sigma}(r) \):

\[
\hat{\sigma}(r) = \begin{cases} 
\hat{\sigma}(r) & r \in Q_p \\
|g(r)|^2 & r \notin Q_p.
\end{cases}
\]

(47)

V. EXPERIMENTAL RESULTS

In this section, the experimental results obtained with the proposed method are presented\(^1\). As to the despeckling stage, we will consider three different filters: the Γ-MAP filter [19], the MAP filter in the undecimated wavelet domain with the assumption of generalized Gaussian distributed coefficients and segmentation (MAP–GG–S) [14], and the probabilistic patch–based (PPB) filter [6]. For each of them, we compare the results obtained with the inclusion of the whitening stage we have introduced (denoted in short as W) and without using it (denoted as NW).

Tests have been carried out on both synthetically speckled images and real SAR images. In all tests, we assumed that the separable components of the frequency response of the SAR system belong to the class of raised cosine functions, that is

\[
H_z(f_z) = \begin{cases} 
A_z - B_z \cdot \cos[\pi (f_z + f_{c,z})/f_{c,z}] & |f_z| \leq f_{c,z} \\
0 & \text{otherwise}
\end{cases}
\]

(48)

where \( z \in \{x,y\} \), \( f_{c,z} \) is the known cutoff frequency, and \( A_z > B_z > 0 \) are the model parameters chosen with the constraint of unit energy.

As to the threshold used to select the point targets, described in Section IV-C, we set \( \tau = \infty \) for synthetically degraded images and \( \tau = 5 \cdot \text{median}(|g(r)|^2) \) for real SAR images.

A. Performance indexes

The performances of the filters have been assessed by using different indexes. As to simulated images, the performances are measured by computing the peak-signal-to-noise ratio (PSNR) and the mean structural similarity index (MSSIM) between the original and the filtered image. The PSNR is defined as

\[
\text{PSNR} = 10 \log_{10} \left( \frac{\theta_{\text{peak}}^2}{E_r[(\theta(r) - \hat{\theta}(r))^2]} \right)
\]

(49)

\(^1\)An implementation of the proposed whitening approach can be tested through a Web service available at http://iap.infos.unifi.it/despeckle.
where $\theta(r) = \sqrt{\sigma(r)}$ is the original amplitude image, $\hat{\theta}(r)$ is the filtered amplitude image, and $\theta_{peak}$ is the peak value (for 8-bit images, we assume $\theta_{peak} = 255$). The MSSIM is defined as [31]

$$
\text{MSSIM} = \mathbb{E} \left[ \left( \frac{(2\mu_\theta(r)\mu_\hat{\theta}(r) + C_1)(2\sigma_{\theta\hat{\theta}}(r) + C_2)}{(\mu_\theta^2(r) + \mu_{\hat{\theta}}^2(r) + C_1)(\sigma_\theta^2(r) + \sigma_{\hat{\theta}}^2(r) + C_2)} \right)^2 \right]
$$

(50)

where $\mu_\theta(r)$, $\sigma_\theta^2(r)$, $\mu_{\hat{\theta}}(r)$, $\sigma_{\hat{\theta}}^2(r)$, and $\sigma_{\theta\hat{\theta}}(r)$ are the local mean, variance, and covariance of the original and filtered images, whereas $C_1$ and $C_2$ are two suitable constants [31].

A more general method to assess the effectiveness of the different filters, which can be used also when the noise-free reference image is not available, is based on the statistics of the ratio image, defined as $\hat{u}\hat{s}(r) = |g(r)|^2/\hat{\sigma}(r)$, where $\hat{\sigma}(r)$ represents the estimated noise–free reflectivity. When a fully-developed uncorrelated speckle model can be assumed, the above image represents the filtered out speckle noise. Hence, for a good despeckling filter above image represents the filtered out speckle noise. Hence, for a good despeckling filter the statistics of $\hat{u}\hat{s}(r)$ would differ from the expected ones. Hence, in the presence of correlated speckle we re-define the ratio image as

$$
\hat{u}\hat{s}(r) = \frac{|g(r)|^2}{\sum_{r'} |h(r')|^2 \hat{\sigma}(r - r')}
$$

(51)

where in the case of real SAR images the impulse response of the SAR system is replaced by the estimated response $\hat{h}(r) = \hat{\delta}^{-1}(F(f; \phi_{LS}))$.

In the case of SAR images, we also compute some other indexes. The effectiveness of despeckling is evaluated by computing the equivalent number of look (ENL) of the filtered image, defined as

$$
\text{ENL}(r) = \frac{\mathbb{E}[|\hat{\sigma}(r)|^2]}{\text{Var}[|\hat{\sigma}(r)|]},
$$

(52)

Since the ENL measures the ability of the filter to remove speckle in homogeneous areas [32], the value in (52) is usually computed by taking the average over manually selected regions in which we assume a homogeneous backscatter.

The effectiveness of the whitening procedure is evaluated by estimating the normalized autocorrelation of the speckle. Following the approach in [20], this is computed as

$$
\rho(r) = \frac{|\rho_{g}(r)|^2}{|\rho_{g}(0)|^2}
$$

(53)

where $\rho_{g}(r) = \frac{1}{N(r)} \sum_{r' \in \mathcal{S}} g(r + r')g^*(r')$ and $N(r)$ takes into account both the size of $\mathcal{S}$ and the number of overlapping points between translated replicas of $g(r)$.

The preservation of radiometric features is measured using the target-to-clutter ratio (TCR), defined as

$$
\text{TCR} = 10 \log_{10} \frac{|\mathcal{P}| \cdot \max_{r \in \mathcal{P}} |g(r)|^2}{\sum_{r \in \mathcal{P}} |g(r)|^2}
$$

(54)

and the bias between the original and the whitened image, measured as

$$
\text{Bias} = 10 \log_{10} \frac{\sum_{r \in \mathcal{P}} |\hat{\sigma}_r(r)|^2}{\sum_{r \in \mathcal{P}} |g(r)|^2}
$$

(55)

where $\mathcal{P}$ denotes an appropriate image patch.

### B. Results on synthetically degraded images

A set of synthetically speckled images have been generated according to (2). A reference test image has been first multiplied with a white circular complex Gaussian process, with zero mean and unit variance, and then filtered by $H(f)$. As reference target scene, we have used four optical 8 bit, $512 \times 512$, images (Lena, Barbara, San Francisco, Stockton), which are shown in Fig. 2.

In order to avoid the results to be biased by a specific shape of the filter, the parameters $(A_z, B_z)$ have been randomly generated for each realization of the complex images. Ten realizations have been used for the computation of each performance index and the mean taken.

In Table I–IV, the PSNR, the MSSIM, the mean and the variance of the ratio image $\hat{u}\hat{s}$ are presented. The results are shown by using the cutoff frequency $f_c$ (normalized to half the sampling frequency) as a parameter. For each considered despeckling filter, the results obtained by using the whitening stage (W) and without using it (NW) are reported. From the observation of the Tables, some considerations can be made.

<table>
<thead>
<tr>
<th>$f_c$</th>
<th>$\Gamma$–MAP</th>
<th>MAP–GG–S</th>
<th>PPB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NW</td>
<td>W</td>
<td>NW</td>
</tr>
<tr>
<td>0.6</td>
<td>20.31</td>
<td>21.64</td>
<td>18.33</td>
</tr>
<tr>
<td>0.7</td>
<td>21.04</td>
<td>22.07</td>
<td>20.88</td>
</tr>
<tr>
<td>0.8</td>
<td>21.61</td>
<td>22.31</td>
<td>23.30</td>
</tr>
<tr>
<td>0.9</td>
<td>21.78</td>
<td>22.31</td>
<td>24.26</td>
</tr>
</tbody>
</table>

The corresponding degraded and filtered images are available at http://app.dinfo.unifi.it/index.php/decorrelation-despeckling-results.
The whitening stage always improves reference–based performance indexes, i.e., PSNR and MSSIM, except for two specific cases in III. This trend can be observed irrespective of the test image and of the despeckling filter. The performance gain is higher for lower cutoff frequencies. This fact is not surprising, since for lower cutoff frequencies speckle correlation is higher and poorer performances of despeckling filters based on the uncorrelated noise assumption are expected. The filter that benefits more from the use of whitening is the MAP–GG–S, followed by the PPB. This can be explained by the fact that these filters rely more heavily on the uncorrelated speckle assumption.

The whitening stage also improves nonreference–based performance indexes, i.e., \( \mathbb{E}[\hat{u}u] \) and \( \text{Var}[\hat{u}u] \). The gain is particularly evident for \( \text{Var}[\hat{u}u] \). In fact, all despeckling filters, in the presence of correlated noise, tend to underestimate the speckle–noise variance, so that their effectiveness in speckle removal is degraded.

C. Results on real SAR images

The results on true SAR data have been assessed by using two 16 bit, single–look complex images, extracted from 3–m
resolution COSMO–SkyMed HImage Stripmap acquisitions. We used calibrated and focused in slant range-azimuth projection SAR data, referred to as Level 1A SCS product in the COSMO-SkyMed handbook [33]. The images represent two areas near Florence, Italy, denoted as Peretola and Campi Bisenzio, having dimensions $1024 \times 1024$ and $2048 \times 2048$, respectively. The images are shown in Fig. 3.

Apart from the normalized autocorrelation $\rho(r)$, the values of ENL, $\mathbb{E}[\hat{u}s]$, $\text{Var}[\hat{u}s]$, and Bias have been evaluated on four homogeneous areas manually selected in each of the two test images, whereas TCR has been computed on five patches containing point targets (the areas are indicated with squares in Fig. 3). The size of the homogeneous areas are $40 \times 40$ and $64 \times 64$ for the images Peretola and Campi Bisenzio, respectively, whereas the TCR patches are $64 \times 64$ for both images.

In the case of real SAR images, it is interesting to evaluate the effectiveness of the whitening stage before despeckling, both in terms of decorrelation properties and preservation of radiometric features. In Fig. 4, the fitting of the periodograms computed on the COSMO–SkyMed images are shown. The results, presented for both the range and azimuth directions, demonstrate that a raised cosine function fits well the shape of the periodograms. It has to be noted that the periodograms of the original SAR data relative to the azimuth direction, shown in Fig. 4-(b) and 4-(e), are affected by a frequency shift that has been compensated before fitting.

The normalized autocorrelation measured before and after applying the proposed whitening stage is shown in Tables V and VI, for Peretola and Campi Bisenzio, respectively. For both images, it is evident that the whitening approach effectively reduces speckle correlation.

As to the preservation of radiometric features, the values of TCR measured before and after the whitening stage, shown in Table VII, and the value of the bias, shown in Table VIII, show that the whitening stage yields a good preservation of point targets and introduces only a small bias on homogeneous areas.

Regarding the effect of the decorrelation approach on despeckling performance, the values of the ENL and the statistics of $\hat{u}s$ evaluated on Peretola and Campi Bisenzio are reported in Table IX and Table X, respectively. We can observe that introducing the whitening stage always improves the ENL value for all the despeckling filters. The improvement is particularly significant for the MAP–GG–S and the PPB filters.

As to the extracted speckle statistics, we note that the whitening stage has a beneficial effect as concerns $\text{Var}[\hat{u}s]$ that becomes quite close to the theoretical value for all despeckling filters. We observe also that the whitening stage produces also a small increment of $\mathbb{E}[\hat{u}s]$: while this fact tends to degrade the performance of the $\Gamma$-MAP filter, it usually compensates the bias affecting the MAP–GG–S and PPB filters when applied without the whitening stage.

For a visual inspection, some results of the filtering are shown in Fig. 5 and Fig. 6. Specifically, a $512 \times 512$ detail of the two COSMO-SkyMed images is presented, together with the whitened image and the images filtered with the MAP–GG–S and the PPB filters in the W and NW cases. As can be observed, the whitening stage produces a significant improvement of the visual quality of the filtered images. Even though some blurring can be noticed in Fig. 6-(f), it is interesting to note that the whitened image shown in Fig. 6-(b) still preserves all the details of the original image shown in Fig. 6-(a), so that blurring has to be ascribed to the despeckling filter applied after the whitening stage.

As to the computational complexity, a MATLAB® implementation on an Intel® CoreTM2 Quad 2.0 GHz processor with 8 GB RAM performs the whitening step in about 4.7 seconds for the $2048 \times 2048$ Campi Bisenzio image. Such time is negligible with respect to the despeckling step, which on the same image requires about 240 seconds for the MAP-GG-S filter and 1560 seconds for the PPB filter.

### VI. Conclusions

In this paper, the problem of despeckling single look complex SAR images affected by correlated noise has been addressed. Several despeckling filters in the literature have been developed under the hypothesis of white speckle noise, so that
they suffer from a significant loss of performance when used in the correlated speckle case. We have demonstrated that this is not the case if a whitening stage, restoring the hypothesis of whiteness on the single look complex image, is introduced before filtering. The motivation of the whitening stage has been formally derived by using classical and Bayesian estimation frameworks. Specifically, it has been shown that estimators can be derived equivalently in the correlated and whitened domain, and that the approach is optimal if the SAR system has an invertible transfer function.

Based on Madsen’s work, a robust estimation of the SAR system point spread function, relying only upon the acquired single look complex SAR image, has been proposed; practical implementation issues, such as the treatment of point targets, has been faced as well. The experimental results confirm that despeckling filters based on the uncorrelated speckle assumption can be successfully applied also in the correlated speckle case when the proposed procedure is applied. Interestingly, a significant performance gain is obtained even when a perfect whitening of the single look SAR image can not be achieved, for example when the SAR system frequency response is zero in some interval. Results on true SAR images also demonstrate that the proposed decorrelation technique adequately preserves radiometric features.

### Appendix A

#### CRLB and Efficient Estimators of $\sigma$

In order to prove the efficiency of the whitening stage, we firstly derive the CRLB for the estimation of the target scene $\sigma = [\sigma(0) \cdots \sigma(N-1)]^T$ given the observation of $g$ expressed by (7). Since $g$ is a zero-mean Gaussian vector, the Fisher information matrix $I_g(\sigma)$ relative to any estimator of $\sigma$ is given by [34]

$$[I_g(\sigma)]_{n,m} = \frac{1}{2} \text{tr} \left[ C_g^{-1} \frac{\partial C_g}{\partial \sigma(n)} C_g^{-1} \frac{\partial C_g}{\partial \sigma(m)} \right]$$  \hspace{1cm} (56)
where, from (11), we have
\[ C_{\sigma e}^{-1} = H^{-T}C_{\sigma e}^{-1}H^{-1} \]
\[ \frac{\partial C_{\sigma e}}{\partial \sigma(p)} = H \frac{\partial C_{\sigma e}}{\partial \sigma(p)} H^T \] (57)
for \( 0 \leq p < N \). From (10) we get
\[ \frac{\partial C_{\sigma e}}{\partial \sigma(p)}_{n,m} = \begin{cases} \frac{1}{2}, & \text{for } m = n = p, m = n = p + N, \\ 0, & \text{otherwise}. \end{cases} \] (58)
In (57), both \( H \) and \( C_{\sigma e} \) are required to be invertible; while the former condition is strictly dependent on the the expression given in (9), the latter one is always verified if \( \sigma \) has no zero entries. Hence, substituting (57) into (56) yields
\[ I_g(\sigma)_{n,m} = \frac{1}{2} \text{tr} \left[ H^{-T}C_{\sigma e}^{-1}H^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(n)} H^T \right] \times H^{-T}C_{\sigma e}^{-1}H^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(m)} H^T \]
\[ = \frac{1}{2} \text{tr} \left[ H^{-T}C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(n)} C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(m)} H^T \right] \]
\[ = \frac{1}{2} \text{tr} \left[ H^{-T}H^{-1}C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(n)} C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(m)} \right] \]
\[ = \text{tr} \left[ \frac{\partial C_{\sigma e}}{\partial \sigma(n)} C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(m)} \right] \] (59)
where the property \( \text{tr}(AB) = \text{tr}(BA) \) has been used in the third equality. Furthermore, from (58), it follows that
\[ C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(p)}_{n,m} = \begin{cases} \sigma^{-1}(p), & \text{for } m = n = p, m = n = p + N, \\ 0, & \text{otherwise}. \end{cases} \] (60)
that is, such an \( N \times N \) matrix has all zero entries but in the \( p \)th and \( (N + p) \)th positions of the main diagonal. Consequently, for \( p \neq q \) we have
\[ C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(p)} C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(q)} = 0 \] (61)
wheras for \( p = q \) we have
\[ C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(p)} C_{\sigma e}^{-1} \frac{\partial C_{\sigma e}}{\partial \sigma(p)}_{n,m} = \begin{cases} \sigma^{-2}(p), & \text{for } m = n = p, m = n = p + N, \\ 0, & \text{otherwise}. \end{cases} \] (62)
Substituting relations (61) and (62) into (59) yields
\[ I_g(\sigma)_{n,m} = \begin{cases} \sigma^{-2}(n), & n = m \\ 0, & \text{otherwise} \end{cases} \] (63)
or, more compactly,
\[ I_g(\sigma) = \text{diag}(\sigma)^{-2} \] (64)
Figure 5. Peretola, left to right, top to bottom: original detail (a); after the whitening stage (b); MAP–GG–S filtering obtained in the NW (c) and W (d) cases; PPB filtering obtained in the NW (e) and W (f) cases.
Figure 6. *Campi Bisenzio*, left to right, top to bottom: original detail (a); after the whitening stage (b); MAP–GG–S filtering obtained in the NW (c) and W (d) cases; PPB filtering obtained in the NW (e) and W (f) cases.
By applying the CRLB theorem [34], the covariance matrix \( C_\sigma \) of every unbiased estimator \( \hat{\sigma} \) of \( \sigma \) satisfies
\[
C_\sigma = I_{\sigma}^{-1}(\sigma) \geq 0
\] (65)
where equality holds if the estimator is efficient. Hence, substituting (64) into the last inequality yields the explicit expression of the CRLB of the despeckling problem given in (12).

Now, we demonstrate that the estimator in (14) is efficient. It is straightforward to show that \( \hat{\sigma}_{\text{eff}} \) is unbiased, that is (for the sake of clearness, vector entries are indicated by a subscript index)
\[
E \{ [\sigma_{\text{eff}}]_n \} = E \left\{ \left( |H^{-1}g|_n \right)^2 + \left( |H^{-1}g|_{n+N} \right)^2 \right\}
= E \left\{ |\sigma_n|^2 \right\} + E \left\{ |\sigma_{n+N}|^2 \right\}
= |\sigma_n|^2 + |\sigma_{n+N}|^2 = |\sigma|^2
\] (66)
where equation (7) and the statistical model (10) have been used in the second and third equality, respectively. Similarly, it can be shown that
\[
E \left\{ \left[ |H^{-1}g|_p \right]^2 \left[ |H^{-1}g|_q \right]^2 \right\}
= E \left\{ |\sigma_p|^2 \left[ |\sigma_q|^2 \right] \right\}
= \begin{cases} E \left\{ |\sigma_p|^2 \right\} \cdot E \left\{ |\sigma_q|^2 \right\}, & p \neq q \\ E \left\{ |\sigma_p|^2 \right\}, & p = q \end{cases}
\] (67)
where we have exploited the fact that the entries of \( \sigma_{\text{c}} \) are independent Gaussian variables. By using the last expression, each entry of the autocorrelation matrix of \( \sigma_{\text{eff}} \), \( R_{\sigma_{\text{eff}}} \), is given by
\[
[R_{\sigma_{\text{eff}}}]_{n,m} = E \left\{ \left[ \sigma_{\text{eff}} \right]_n \left[ \sigma_{\text{eff}} \right]_m \right\}
= E \left\{ \left( |H^{-1}\sigma_{\text{c}}|_n \right)^2 + \left( |H^{-1}\sigma_{\text{c}}|_{n+N} \right)^2 \right\}
= |\sigma_n|^2 + |\sigma_{n+N}|^2
\] (68)
The covariance matrix of \( \sigma_{\text{eff}} \), \( C_{\sigma_{\text{eff}}} \), obtained by its definition and (68), is given by
\[
[C_{\sigma_{\text{eff}}}]_{n,m} = [R_{\sigma_{\text{eff}}}]_{n,m} - [\sigma]_n [\sigma]_m = \begin{cases} 0, & m \neq n \\ |\sigma|^2, & m = n \end{cases}
\] (69)
or, in compact form,
\[
C_{\sigma_{\text{eff}}} = \text{diag} \left( \sigma^2 \right).
\] (70)
By replacing \( C_\sigma \) with \( C_{\sigma_{\text{eff}}} \) in (12), the equality is verified; thus \( \sigma_{\text{eff}} \) is an efficient estimator for the despeckling problem.

**APPENDIX B**

**PSEUDO-INVERSE OF \( H(f) \).**

Let us rewrite the model in (1) in complex vector notation as
\[
\tilde{g} = \tilde{H}\tilde{\sigma}_c
\] (71)
where \( \tilde{g} = [g(0), \ldots, g(N-1)]^T \) and \( \tilde{\sigma}_c = [\sigma_c(0), \ldots, \sigma_c(N-1)]^T \) whereas \( \tilde{H} \) models 2-D convolution by \( h(r) \). When the matrix \( \tilde{H} \) has full rank, it is well known that the minimum \( \ell^2 \) norm solution of (71) is given by
\[
\hat{\sigma}_c = \tilde{H}^\dagger\tilde{g}
\] (72)
where \( \tilde{H}^\dagger \) denotes the Moore-Penrose pseudo-inverse of \( \tilde{H} \) [35].

In the case of a circular 2-D convolution, the matrix \( \tilde{H} \) is block circulant and can be diagonalized using a unitary 2-D discrete Fourier transform (DFT) matrix \( \tilde{W}_{2D} \) [36], that is
\[
\tilde{H} = \tilde{W}_{2D}^H \Lambda_{\tilde{H}} \tilde{W}_{2D}
\] (74)
where \( \Lambda_{\tilde{H}} \) is a diagonal matrix whose diagonal contains the 2-D DFT of \( h(r) \), rearranged by stacking its columns. If we assume that \( H(f) \) is different from zero only on a given passband, this can be expressed as
\[
\tilde{H} = \tilde{W}_{2D,\ell}^H \Lambda_{\tilde{H},\ell} \tilde{W}_{2D,\ell}
\] (75)
where \( \Lambda_{\tilde{H},\ell} \) is a diagonal matrix obtained by removing the zero diagonal elements from \( \Lambda_{\tilde{H}} \) and \( \tilde{W}_{2D,\ell} \) is obtained by removing the corresponding columns from \( \tilde{W}_{2D} \). In this case, the Moore-Penrose pseudo-inverse of \( \tilde{H} \) is readily found as
\[
\tilde{H}^\dagger = \tilde{W}_{2D,\ell}^H \Lambda_{\tilde{H},\ell}^{-1} \tilde{W}_{2D,\ell}
\] (76)
Hence, the above formula shows that equation (25) is equivalent to computing the minimum norm solution of the whitening problem.
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