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ABSTRACT: FPGAs achieve smaller geometries and their
reliability is becoming a severe issue. Non-functional prop-
erties, as Negative Bias Temperature Instability, affect the
device functionality. In this work a novel methodology

address this issue is described, exploiting FPGAs flexi
Dynamic Partial Reconfiguration is used to minimi
impact on FPGAs’ configuration memory.
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1 Introduction

circuits made up of a ¢
blocks surroundeg-b

used to increase the reliability of the system [5][7].

With the shrinking of technology dimension, also in FP-
GAs devices, Non-Functional Properties (NFPs) are be-
coming a major issue in devices’ dependability. In sub-
65 nm technologies, aging effects due to Negative Bias
Temperature Instability (NBTI) have become the primary
degradation mechanism [8].

This paper proposes an innovative solution to mitigate the
NBTI effect in modern programmable systems, exploiting
their DPR feature. The rest of the paper is organized as
follows. Section 2 gives a background of the work. The
proposed methodology for aging mitigation is discussed
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in “ti@\ case of study

Wi i
2, “Background
desired function. To provide such a flexi-
ogrammable blocks are present in the de-

user to
bility, diffe

Ayput-Output Blocks (I10Bs) — programmable inter-
taces for external ¢dnnections;

* Configurabl

ck RAMs (BRAMs) — dual-port fully synchronous
AM organized in columns.

locks (CLBs) — used to imple-
\LUT) based logic functions;

The programmable logic is configured by storing proper
information in a configuration memory, which controls the
FPGA’s behaviour. Many configuration technologies ex-
ists, but the prevalent nowadays is the SRAM-based. In this
technology, the configuration information is stored in an
external non-volatile memory; the device is programmed
at power-up, by writing the SRAM configuration mem-
ory inside the device with the non-volatile memory content.

2.2 NBTI: Causes and Effects

NBTI occurs when a pMOS transistor, working at high
temperature, is negatively biased, i.e., a logic ‘0’ is ap-
plied to the gate of the pMOS, resulting in a gate-source
voltage (V) equal to the supply voltage (—Vpp). NBTI
manifests itself as an increase of the transistor’s threshold
voltage (V;;,) in time, and it strictly depends on the proba-
bility of having a ‘0’ at the gate inputs.

Such a V};, degradation induces a progressive reduction of
the current capability of the pMOS transistor, resulting in



a substantial slowdown of CMOS gates (i.e., in a reduction
of the maximum circuit’s clock working frequency, fox).

For a pMOS transistor, there are two phases of NBTI, de-
pending on its bias condition:

* stress: when V,, = —Vpp, positive interface traps
are accumulated;

* recovery: when V,;, = 0, holes are not present in the
channel and no new interface traps are generated.

Considering SRAM memories, the NBTI induces a degra-
dation of the robustness of the cells (i.e., their capability to
safety store a bit). A good metric to qualify the effect of
NBTI in a memory cell is the Signal Noise Margin (SNM),
i.e., the minimum DC noise voltage necessary to change
the stored value [2]. The smaller the SNM is, the lower
the reliability of the cell becomes. Unfortunately, the V;,
shift induced by NBTI causes an SNM degradation, which
in turn reflects itself on the stability of the cell. Because

F
t
of the symmetric layout of the cell, the V}; shift is maxi ory oontent. However, t
mum if the stored value’s zero-probability is near t; 0@11& onally broken
1S e

1. Clearly, the best case happens when the stored
‘0’ for the 50% of the time, which means thatdath?
transistors age in the same way (see Sectio).

2.3 Dynamic Partial Reconfi n

In modern SRAM-based FPGAs, t
has been expanded, including DF
possible to program at rijn:ti

intiinsic flexibility
technique 5

downloading partia

stream.

3 Proposed

It takes\advantage of the unused hardware resources by
allocating fuactions to be implemented uniformly into all
available resources. To be applied, the proposed method
needs unused resources. Clearly, the effective usable por-
tion of the FPGA is reduced to only a half of the available
resources, while the resources allocated to a single func-
tion (e.g., assigned to the implementation of an IP-core)
are doubled, time-multiplexing their usage.

Resources are then periodically switched between two
statuses: “work” and “rest”. In work status they are nor-
mally operated (i.e., they implement the function specified
at design time); in the rest status they are, and need to be,
unused. Nevertheless, not using resources is not enough
to prevent them from suffering the NBTI effects: for this
reason, in the rest status, the unused resources are properly
configured to lower the effects of the aging phenomenon.
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In particular, the rest status is designed to minimize the
impact of the NBTI on the SRAM configuration memory.
As stated in Subsection 2.2, to minimize the NBTI effect
in SRAM cell, each bit of the memory has to store com-
plementary values for equal times. Therefore, in the rest
status, the whole SRAM content should be the complemen-
tary of the one stored in the work state. Furthermore, the
time spent in rest and in work statuses must be the same.
The changing of the SRAM content implies that a DPR is
performed.

To ensure the correctness of the methodology, the fol-
lowing three Design for Dependability rules should be ful-
filled.

3.1 DfD#1:
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1 the_copifiguration memory bits
flipped.

To avoid suchth

is partitioned into several partitions,
sub-function instance (counting also all

the instances of a module use the same commu-
nication ports (i.e., the same hardware), some configurable
logic will be statically configured (so fixed values inside
the corresponding memory bits), conflicting with the above
statement.

To solve this issue, each instance of a module should use
its own ports toward the external world. There are then dif-
ferent chances on how the external world should interface
with the FPGA:

* the external user system (i.e., the system the FPGA is
interfaced with) should provide the double of the min-
imum required number of ports and connect to each
instance of a module in a FPGA with dedicated ports

(Fig. 1(a));

* exploit an external bus (not laying in the configurable
area) to connect the corresponding module ports and
possibly, the ports of all the modules (Fig. 1(b)).

The former requires doubling the pins, so the related
costs may be too high. Also, it would imply that the ex-
ternal system should make data flow alternating through
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Figure 1: Possible connection schemes @ gure 2: Zyn@% %&em re
two sets of I/O interfaces (e.g., IN-OUT and IN’-Q1 eal with comm tween the FPGA and the exter-
Fig. 1(a)). In the latter, instead, the external nal system
only one set of I/O interfaces, so pin-asso€iate The controller described in Subsec-
input/output management complexity /dre tion 3.3, ere executed by the on-chip processor in
33 DfD#3: Smart external.con Y sharlng th the main program execution. To effi-

implement the controller functions, internal facil-
ike timer counter and DMA controller were used.
ated to the controller to external
e solved easily because they are

A controller is of cour:
controller cannot he imyplei

must be implemented

will not use programmable logic, . et\ySassume that the first IP-core has two in-

The controller has to deci R)and IP1’, and the same is for the sec-
module. To guarantee the IP2 and IP2’ instances. Each instance is con-
system, the controller g ¥n a dedicated partition, in order to assure that no
they are idle. Therel { g i stafic connection lays in different modules’ partitions, as
itself with the ex ’ explained in Subsection 3.1. Let us consider that the system
ule to be recon is initially configured in the state (IPx, IPx’)= (work, rest)

for each IP-core, as shown in Fig. 3(a). Please note that the
stance, wi »W previously in rest status, to work status,  greved portions of the FPGA represent modules in rest sta-
and vice-vetgd (switching the instance from work status to q- they are configured with bitstreams (BS1’ and BS2'),
rest status) i.e., the content of the SRAM configuration memory, which
are respectively obtained by bit-wise inverting that ones
4 Case study which are used in work status (B.S1’ and BS2").
The proposed method has been implemented and applied to After a certain time, the timer counter expires and trig-
an existing application in order to assess its correct work.  gers an exception. This makes the CPU act as the controller
The considered case study is the use of a Zynq™-7000 [10]  of the DPR: IP/’ and IP2’ are reconfigured with the work
EPP by Xilinx to implement an embedded system having  state bitstreams (BS1’ and BS2'), while IP] and IP2 are
two IP-core modules. reconfigured with the inverted bitstreams, B.S1 and BS2,
The Zynq™-7000’s architecture perfectly applies to the  leading the FPGA in the state (rest, work) (Fig. 3(b)): then
conceived method. As a matter of fact, as shown in Fig. 2, new data now flow to and from these reconfigured mod-
it includes a Dual Arm Cortex™-A9 MPCore proces- ules. After a time delay, similar to the first one, every-
sor, equipped with its own memory controllers, I/O logic,  thing repeats in the opposite way: the system goes again to
AMBA switches and some programmable logic. More in  (work, rest) state. Everything is periodically repeated over
detail, the programmable logic is a Kintex™-7 (or Artix™-  time so that each module’s instance stays in the two states
7) FPGA. According to Subsection 3.2, AMBA is used to  for equal times. This leads the configuration memory’s bits
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Figure 3: Graphic representation of IP-core states within
the FPGA

to have a stored value equal to ‘0’ for 50% of the time,
which minimizes the degradation due to NBTL
Please note that the two IP-cores not necessarily swit

quency of each module was chosen to be co
the foreseen idle times of the cores.

5 Experimental results
To quantify the benefits o

library was used because the 28
that is used in Xilinx 7 family [
not invalidate the benefits le
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Figure 4: Signal Noise Margin degradation in function of
time (measured in years) and static probability (probability
to have ‘1’ in a SRAM cell)
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Fig. 4 clearly shows that the SNM of the cell decreases
(worsens) during the years, but, with a static probability of
0.5, which is achieved using the proposed methodology, the
decrease is considerably less than with any other probabil-
ity.

6 Conclusions

In this work a DfD methodology to mitigate the NBTI
effect in SRAM based FPGA is presented. Exploiting the
DPR is possible to achieve the 50% probability of having
‘0’ in the configuration memory bits. The proposed ap-
proach comprises three different DfD rules to assure that
all the SRAM configuration memory’s bits age the same.
Thanks to this solution, the configuration memory of the
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