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Abstract

We report a study of the homogeneous isotropic Boltzmann equation for an
open system. We seek for nonequilibrium steady solutions in presence of
forcing and dissipation in the case of hard sphere gas. Using the language of
weak turbulence theory, we analyze the possibility to observe Kolmogorov-
Zakharov steady distributions. We derive a differential approximation model
and we find that the expected nonequilibrium steady solutions have always
the form of warm cascades. We propose an analytical prediction for rela-
tion between the forcing and dissipation and the thermodynamic quantities
of the system. Specifically, we find that the temperature of the system is
independent of the forcing amplitude and determined only by the forcing
and dissipation scales. Finally, we perform direct numerical simulations of
the Boltzmann equation finding consistent results with our theoretical pre-
dictions.
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1. Introduction

Systems in a steady state are characterized by observables that do not
change in time; they can be either in equilibrium or out of equilibrium.
Systems in nonequilibrium steady states have net currents (fluxes): examples
of nonequilibrium steady-state systems include an object in contact with two
thermal sources at different temperatures, for which the current is a heat
flux; a resistor with electric current flowing across it; the kinesin-microtubule
system, for which kinesin motion is the current. Most biological systems,
including molecular machines and even whole cells, are in nonequilibrium
states [1]. In particular, biological systems rely on a continuous flux of energy
and/or particles supplied by some proper environmental reservoirs.

In statistical mechanics, investigating the general properties of a system
in contact with reservoirs, namely an open system, is a long lasting problem
(e.g. see the second problem discussed by E.H. Lieb on the occasion of the
award of the Boltzmann medal [2]), even though these theoretical challenges
are sometimes neglected in applied engineering at large. The difficulties arise
from the fact that finding the large deviation functional for a stationary state
with fluxes is still an open problem (see [3] and references therein). In the
present work, for focusing our attention and considering an affordable goal,
we consider the kinetic theory of gases. In particular, we consider a sys-
tem composed of a large number of interacting particles, comparable to the
Avogadro number. The Boltzmann kinetic equation (BKE) describes the
time evolution of the single-particle distribution function, which provides a
statistical description of the positions and velocities (momenta) of the gas
molecules. This integro-differential kinetic equation, proposed by Boltzmann
at the end of the XIX century, has been derived starting from the phase-space
Liouville equation, assuming the stosszahl ansatz [4]. Its equilibrium state,
which maximizes the entropy measure, is the Maxwell-Boltzmann distribu-
tion. In case of small deviations from the local equilibrium, it is possible to
systematically derive hydrodynamic equations for macroscopic quantities of
the system; e.g., in the lowest order approximation for small departures from
equilibrium, the Navier-Stokes equations [4].

Kinetic equations have also been studied in the framework of wave tur-
bulence theory [5] where it has been shown that other solutions with respect
to thermodynamic solutions can be stationary states of the system, in case
of external forcing and dissipation. These distributions, which have usually
the form of power-laws in momentum space, are called Kolmogorov-Zakharov
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(KZ) and they represent constant flux of conserved quantities similar to the
Kolmogorov energy cascade in strong Navier-Stokes turbulence [6, 7]. These
solutions, named cascade solutions, become important when considering an
open system, i.e. with forcing and dissipation terms. They have been stud-
ied for a great variety of weakly nonlinear dispersive models: examples can
be found in water waves [8, 9, 10], internal waves [11], nonlinear optics [12],
Bose-Einstein condensation [13, 14, 15], magnetohydrodynamics [16].

An out of equilibrium description of the Boltzmann equation using the KZ
solutions was first devised in [17] considering different types of interaction
potential between particles. Problems of interaction locality scale-by-scale
and wrong flux direction were pointed out. In particular in [18] Kats showed
that for all realistic physical situations the direction of the cascades in the
system is always in the wrong orientation with respect to the one predicted
by the Fjørtoft theorem 1. When a formal KZ solution has a flux direc-
tion contradicting with the Fjørtoft theorem, this spectrum (even if local)
cannot be established because it cannot be matched to any physical forc-
ing and dissipation at the ends of the inertial range. For example in [12],
the particle cascade KZ solution was found to be of this type in the two-
dimensional nonlinear Schrödinger equation model the authors argued that
in this case the KZ solution is not achievable and a mixed state, with both
a cascade and a thermodynamic components were proposed. Another ex-
ample of mixed cascade-thermodynamic states can be found in the context
of three-dimensional Navier-Stokes turbulence [19], where such mixed states
were called warm cascades 2.

The present manuscript will focus on warm cascades found in the homoge-
nous isotropic Boltzmann equation (HIBE) and in particular it will answer
to the following important questions.

• What is precisely the relation between the conserved quantity fluxes
and the thermodynamics quantities of the system?

1This theorem, originally put forward by Fjørtoft in 1953 for the 2D turbulence, says
that that the integral whose density grows fastest with the wavenumber/momentum must
cascade from low to high wavenumbers/momenta. The other integral must cascade in-
versely, from high to low wavenumbers/momenta. For the classical particles, this means
that the energy flux must be from low to high momenta, and the flux of particles must be
toward low momenta; see Section 2.3.

2In Navier-Stokes the warm cascades correspond to so called bottleneck phenomenon
which arises in numerics due to an energy flux stagnation near the maximum wave-number.
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• How does this relation depends on the forcing and dissipation rates and
acting scales?

To answer the above questions we will perform numerical simulations of the
homogeneous isotropic Boltzmann equation with forcing and dissipation. We
will then use a diffusion approximation model (DAM) to derive analytical
predictions on how the thermodynamic quantities, temperature and chemical
potential, are related to fluxes, forcing and dissipative scales. We will then
test these predictions by numerically simulating both DAM and the complete
homogenous isotropic Boltzmann equation.

The work is organized as follows: in Section 2 we review the properties
of the Boltzmann equation for the homogeneous isotropic case; in Section
3 we introduce DAM and we derive the analytical predictions; Section 4 is
dedicated to numerical results of DAM and HIBE; in Section 5 we draw the
conclusions. A set of Appendixes also provide detailed calculations of those
results which are briefly reported in the main text.

2. The Boltzmann kinetic equation

The Boltzmann kinetic equation describes the time evolution of the single-
particle distribution function, which provides a statistical description for the
positions and momenta of the gas molecules: the function n(x,k, t) express
a probability density function in the one-particle phase space Rd

x × Rd
k with

respect to time, where d is the dimension. Note that we denote the momen-
tum variable with the letter k instead of the conventional p to follow the
common notation of wave turbulence [5]. The Boltzmann equation takes the
following form:

∂n

∂t
(x,k1, t) +

k1

m
· ∂n
∂x

(x,k1, t) = Icoll(x,k1, t), (1)

where

Icoll =

∫ +∞

−∞
W 34

12 [n(x,k3, t)n(x,k4, t)− n(x,k1, t)n(x,k2, t)] dk2dk3dk4

(2)
sums the effect of the two-body collisions of particles with all possible values
of momenta. The form of the collision integral we are reporting is equivalent
to the standard one and corresponds to Eq. (4.18), page 64 in Cercignani’s
book [4]. Here W describes synthetically the scattering amplitude transition

4



2 → 2 as a function of the momenta of the interacting particles. As we
consider elastic collisions, the general way to express W is

W 34
12 = Γ34

12δ(k1 + k2 − k3 − k4)δ(|k1|2 + |k2|2 − |k3|2 − |k4|2), (3)

where δ-functions assure conservation of the total momentum and the total
kinetic energy (which is proportional to |k|2) of incoming and outgoing par-
ticles. The collision probability, expressed by Γ34

12 ≡ Γ(k1,k2|k3,k4) ≥ 0, is
invariant under permutations {1, 2} → {2, 1}, {3, 4} → {4, 3}, and {1, 2} →
{3, 4}.

In the present paper we will consider the case of three-dimensional rigid
spheres with diameters σ and mass m, for which Γ simply results in Γ34

12 =
2σ2/m [4]. Physically, this choice may have relevance for : low temperature
rarefied gases near Bose-Eisntein condensation [20, 21], (elastic) granular
gases [22], or a generic system where, in first approximation, the interaction
is very weak at large distance and very strong at small ones (V (r) = r−α

with α� 0). For other interaction potentials, as Coulomb or Van del Waals
forces, refer to [23, 18].

Note that in the literature the collision integral can take different (but
equivalent) operative expressions, depending on the considered dummy vari-
ables. Here we have chosen the pre-collision and post-collision particle mo-
menta to take advantage of the formal analogy with the equations used in the
weak turbulence theory. The equivalence with the choice of the field particle
velocity and the impact unit vector, which is more common in the mathe-
matical community, is explained in Appendix A. Readers should not confuse
between our notation where Γ = const. is valid for the three-dimensional
hard sphere model and the other notation where the collision cross section is
independent of the velocities for the case of the Maxwell molecules. Most of
the results discussed below do not apply for the latter model.

For the purposes of our work, we consider a homogeneous and isotropic
(in physical space Rd

x) system with the one-particle probability density func-
tion independent of x and its momentum dependency coming only via the
modulus k = |k|, so n(x,k, t)→ n(k, t). It is useful to express the distribu-
tions in the energy space ωi = |ki|2 where we use again the notation ω for
the energy in analogy with wave turbulence. Then, the particle density in ω-
space satisfies the relation

∫
N(ω, t)dω =

∫
n(k, t)dk or, in the other words,

N(ω, t) = n(ω, t) Ωω
d−1
2

∣∣ dk
dω

∣∣, where Ω is the solid angle. After these con-
siderations Boltzmann equation (1) simplifies to the homogeneous isotropic
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Boltzmann equation (HIBE):

∂N1

∂t
=

∫ ∞
0

S34
12(n3n4 − n1n2)δ(ω1 + ω2 − ω3 − ω4)dω2dω3dω4, (4)

where we denote for brevity Ni = N(ωi, t) and ni = n(ωi, t), and the func-
tional

S34
12 = (ω1ω2ω3ω4)

d−1
2

∣∣∣∣dk1

dω1

∣∣∣∣ ∣∣∣∣dk2

dω2

∣∣∣∣ ∣∣∣∣dk3

dω3

∣∣∣∣ ∣∣∣∣dk4

dω4

∣∣∣∣ ∫
Ω

Γ34
12δ(k1+k2−k3−k4)dΩ1dΩ2dΩ3dΩ4

(5)
takes into account the change of coordinates and the average over solid an-
gles. Hereafter, we always consider a three-dimensional gas of hard-sphere
particles in a non-dimensional form with m = 1 and σ2 = 8 . Then the func-
tional simply results in S34

12 = 2πmin
[√
ω1,
√
ω2,
√
ω3,
√
ω4

]
(see Appendix

Appendix B for details of the angular integration).
The HIBE has two conserved quantities, the mass and energy densities,

ρM =

∫ +∞

−∞
n(ω, t)dk = 2π

∫ +∞

0

n(ω, t)
√
ωdω,

ρE =

∫ +∞

−∞
n(ω, t)k2dk = 2π

∫ +∞

0

n(ω, t)ω
3
2dω.

(6)

Note that ρM and ρE are always constant in time for any distribution n and
interaction potential, due to the fact that collisions are 2 → 2 and elastic.
This is evident by evaluating their time derivatives using equation (4): the
symmetries with respect to the integration indices immediately show that
these quantities are zero.

2.1. Steady solutions

2.1.1. Equilibrium in a closed system

The HIBE (4) is an integro-differential equation with no general analytic
solution. It is easy, however, to look for steady (time independent) solu-
tions. In closed system, i.e. without forcing and/or dissipation mechanisms,
the only steady solution corresponds to the thermodynamic equilibrium de-
scribed by the Maxwell-Boltzmann (MB) distribution,

nMB(ω) = e−
ω+µ
T = Ae−

ω
T , (7)
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Figure 1: Numerical computation of HIBE with an initial Gaussian shaped distribution
(continuous black line): intermediate states are shown with gray lines and final steady dis-
tribution with dashed black line. The latter has a MB behavior (7) with fitted parameters
A and T printed in figure. The inset shows the same plot in lin-log scale.

where A = e−
µ
T and constants µ and T have the meaning of the chemical

potential and the temperature respectively (we consider the natural unit sys-
tem, where the Boltzmann constant is one). Validation is trivial by plugging
(7) into (4): for any value of T , µ and the interaction potential S34

12 , the δ-
function assures that the integrand is zero. Moreover, the total mass density

of the system is ρM = A (πT )
3
2 , the total energy density is ρE = 3

2
Aπ

3
2T

5
2 ,

and any other moment of ω, due to the bi-parametric nature of the MB dis-
tribution, is a function of ρM and ρE. The H theorem states that in a closed
system any out of equilibrium distribution with defined mass and energy
densities will always relax to the MB distribution having same ρM and ρE.

In Fig. 1 we show a numerical simulation of the HIBE with initial con-
dition given by a Gaussian function centered around a particular value of
energy; as it is clear from the figure, the initial condition relaxes to the MB
distribution. The numerical algorithm used to perform this simple example
is presented in the first two paragraphs of Section 4.2. We can observe that
the initial condition evolves reaching an equilibrium MB distribution: the
exponential behavior become evident by observing the inset where we plot it
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lin-log plot scale. Moreover by fitting the results with the MB function we
can find the thermodynamic quantities A and T : those correspond exactly
to ones expected knowing initial mass and energy densities (note that now
integrals (6) are evaluated from 0 to a finite value of ω due to numerical
finiteness of ω-space).

2.1.2. Non-equilibrium steady states

Now, what can we expect in an open system driven by external forcing
and dissipation mechanisms? We will answer this question keeping in mind
the main results of the wave turbulence theory. Part of this theory is dedi-
cated to study steady solutions to kinetic equations in the power-law form,
n(ω) ∼ ω−x, where the constant x assumes different values depending on
the considered wave system. It is sometimes possible to find the so-called
Kolmogorov-Zakharov (KZ) solutions nKZ(ω) ∼ ω−x which correspond to
constant fluxes of conserved quantities through scales. The KZ distribution
always appears in a range of scales, known as inertial range, between the
forcing and dissipation were the source and sink are located.

As already mentioned, the HIBE conserves the number of particles and
the energy, and so one could expect to observe two turbulent KZ cascades.
The KZ exponent x can be evaluated by applying the standard Zakharov
transformations [5], by dimensional analysis [24], or by using the method
(equivalent to Zakharov transformation) proposed by Balk [25]. We have
chosen the last one and the complete analytical calculations are presented in
Appendix Appendix C. The KZ exponents depend on the scaling behavior
of the scattering term Γ34

12 and on the dimension d of the particle system. For
the particular case of three-dimensional hard spheres we have

constant particle flux η =⇒ nKZ(ω) ∼ ω−
7
4 ,

constant energy flux ε =⇒ nKZ(ω) ∼ ω−
9
4 .

(8)

The simplest way to mimic an open system where steady nonequilibrium
distributions of the form of turbulent KZ solutions can be establish is to
consider a forced-dissipated HIBE

∂N

∂t
(ω1, t) = Icoll(ω1, t) + F (ω1)−D(ω1)N(ω1). (9)

The forcing F is constant in time and very narrow near a particular energy
value ωf : with this choice the incoming fluxes of particles η and energy ε
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roughly satisfy relation ε = ωf η. The dissipation term D is implemented as
a filter which removes, at each iteration time, energy and particles outside
of the domain ω ∈ (ωmin, ωmax). Further details on the numerical scheme are
explained in first two paragraphs of Section 4.2.

From the theoretical point of view, introduction of forcing and dissipation
is desirable so that the resulting non-equilibrium distribution could reach
its steady state - a system which is easier to understand and study than
evolving non-equilibrium systems. Separating the forcing and the dissipa-
tion scales corresponds to the classical setup in turbulence, in which a pure
cascade-dominated non-equilibrium steady state forms in the inertial range
of scales between the forcing and the dissipation. This is a formal setup
for the Richardson energy cascade and the respective Kolmogorov spectrum
in 3D hydrodynamic turbulence, and for the Kraichnan dual cascade in 2D
turbulence.

Physically, examples of forcing may be externally produced beams, e.g.
neutral beam injection in tokamak plasmas, or fast particles entering into the
atmosphere from space, or particles with a particular range of energy/momenta
produced by a chemical or a nuclear reaction. The dissipation could be rep-
resented by a loss of particles via a chemical or a nuclear reaction when they
reach a certain reaction threshold energy, or simply via a loss of particles leav-
ing the system, e.g. when reaching energies higher than the potential barrier
of a retaining trap. Therefore, real physical experiments to test the model (9)
may be for example: thermal cloud in Bose-Einstein condensate gases [26],
out-of-equilibrium chemical solutions, and nuclear reactions where particles
are produced around a particular energy value. Of course, if the experimental
setup is formed by particles behaving with an interaction potential different
from the hard sphere case, new scaling coefficients (8) must be evaluated
and the following predictions modified. Finally, regarding granular gases, we
underline that in this latter system the dissipative term, consequence of the
inelastic collisions, acts at all velocity scales, contradicting our hypothesis of
wide scale separation between forcing and damping. For that reason, even
if a granular gas is an out-of-equilibrium system where steady solutions are
reached thanks only to a forcing term [27, 28, 29], it is very far from our
idealized system.

What behavior should one expect for the forced/damped integro-differential
system described by equation (9)? We will find the answer to this question
numerically. In Fig. 2 and Fig. 3 we plot the nonequilibrium steady states ob-
tained with numerical simulations of the HIBE with forcing and dissipation;
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Figure 2: An example of HIBE (9) steady state shown with black line in lin-log scale.
Simulation parameters are: ωmin = 5, ωf = 22, ωmax = 195 and F = 10−5, and ωcutoff =
200. The dashed and point/dashed lines are left and right branch best fits obtained with
the MB distribution (7): fitting parameters are reported in label.

the initial conditions are characterized by n(ω, t = 0) = 0 . The parameters
in the simulations are ωmin = 5, ωmax = 195, the forcing rate F = 10−5.
In Fig. 2 forcing is located at ωf = 22 and in Fig. 3 at ωf = 182. No
power-law distributions, and so no KZ solutions (8), are observed (note that
both plots are in lin-log scales), but instead one can see weakly perturbed
exponential curves. We can attempt to measure the quantities T and A in
(7) by fitting our numerical curves; however, those are not perfect straight
lines (in the lin-log plot) and left and right branches with respect to forcing
scale may give different results. For such reason we will denote by (·)L the
quantities evaluate on the left branch and with (·)R the right ones.

Another example we analyze is the case where we fix the forcing and dis-
sipative scales and change the forcing rate. Numerical results for final steady
states evaluated for three different forcing amplitudes, F = 10−4, 10−5, 10−6,
are presented in Fig. 4. The effect of increasing the amplitude F results
in an upward shift of the curves. Therefore, qualitatively, the temperature
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Figure 3: An example of HIBE (9) steady state shown with black line in lin-log scale.
Simulation parameters are: ωmin = 5, ωf = 182, ωmax = 195 and F = 10−5, and ωcutoff =
200. The dashed and point/dashed lines are left and right branch best fits obtained with
the MB distribution (7): fitting parameters are reported in label.
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Figure 4: Steady states of HIBE (9) in lin-log scale obtained for different values of the
forcing rate F . Parameters are ωcutoff = 200, ωmin = 5, ωf = 21 and ωmax = 95.
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Figure 5: Total energy densities ρE(t) in function of time for different forcing rates F . For
the system parameters refer to ones in Fig. 4.

appears to be the same for each value of the flux. The only difference is the
speed at which the system, initially empty, reaches its steady state. In fig. 5
we show the energy density evolution (same line styles corresponds to same
systems).

After these preliminary numerical results, a lot of questions can be posed.
Why no KZ constant flux solutions are observed but just small deviations
from MB distributions? What happens when forcing or dissipation scales are
changed? What is in general the relation between physical quantities such
as fluxes, forcing and dissipation scales and the MB parameters? The aim
of this manuscript is to provide explanations to such phenomena and answer
these questions.

2.2. Locality of interactions

For the KZ spectra to be valid mathematical (and therefore physically
relevant) solutions, it is necessary that they satisfy the locality condition. A
spectrum is local when the collision integral converges. In other words, non-
locality means that the collision integral is not weighted scale by scale but
most of the contributions come from the limits of integration corresponding
to the ends of the inertial range. Physically, the non-locality is in contradic-
tion with the assumption that the flux of the relevant conserved quantity in
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the inertial range is carried only by the nearest scales. Mathematically, local-
ity guaranties that the KZ spectrum is a valid solution in an infinite inertial
range, which is not guarantied a priori because Zakharov transformation is
not an identity transformation and could, therefore, lead to spurious solu-
tions.

For the HIBE case, locality depends on the particular interaction poten-
tial, which affects the scaling of Γ34

12, and on the dimensionality of the system
- for detailed calculations see Appendix Appendix C. Locality is not always
found for both KZ solutions: for example for the Coulomb potential only the
energy cascade is local, as shown in [17]. In the case of three-dimensional
hard spheres considered in the present work, the criterion of locality is never
satisfied for any of the two KZ solutions, which means that these solutions
are un-physical and irrelevant in this model.

2.3. The flux directions

Besides locality, another important requirement for establishment of the
KZ spectra is the correctness of the flux directions for the respective con-
served quantities. In a system where two quantities are conserved, the fol-
lowing Fjørtoft-type argument is used to establish which quantity must have
a direct or an inverse cascade.

2.3.1. The Fjørtoft argument

Consider an open system where forcing scale ωf is widely separated from
a low-ω dissipation scale ωmin and a high-ω dissipation frequency ωmax, thus
ωmin � ωf � ωmax. Because the energy density in the ω-space is different
from the particle density by factor ω, the forcing rate of the energy ε is related
with the forcing rate of the particles η as ε ∼ ωfη. Suppose that some energy
is dissipated at the low scale ωmin at a rate comparable with the forcing rate
ε. But then the particles would have to be dissipated at this scale at the rate
proportional to ε/ωmin ∼ η ωf/ωmin � η, which is impossible in steady state
because the dissipation cannot exceed the forcing. Thus we conclude that
in the steady state the energy must dissipate only at ωmax. By a symmetric
contradiction argument one can easily show that the only place where the
particles can be dissipated in such systems is ωmin. This means that energy
must have a direct cascade (positive flux direction) and particles an inverse
cascade (negative flux direction).
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2.3.2. Flux directions in the HIBE

It has been proved in [18], see also Appendix Appendix C for details, that
fluxes of the KZ solutions for a wide range of interaction coefficient Γ (for
example Coulomb interaction potential, Maxwell molecules or hard spheres 3)
have wrong directions with respect to the Fjørtoft argument requirements.
An alternative way for finding the sign of the fluxes is considering them
for general (not necessarily steady) power-law spectra n(ω, t) ∼ ω−x and
plotting them as functions of x for a fixed (ω, t), see Fig. 6. Three exponents
x correspond to steady solutions of HIBE: the particle equipartition xeq = 0,
the KZ particle cascade xη and the KZ energy cascade xε. As shown in
Appendix Appendix C, we know that ε = 0 on the particle cascade, η = 0
on the energy cascade, whereas in the equipartition both fluxes are zero, i.e.
ε = η = 0. We also know that for large negative x (large positive slope) both
fluxes must be negative, as such a steep unsteady spectrum would evolve to
become less steep, toward equipartition. Note that always xη < xε, when
x > 0. Now we can sketch the particle and energy fluxes as function of
the exponent x as it is done in Fig. 6. From this sketch, it can be easily
understood that whenever the condition xη < xε is valid, the particle flux will
be positive and the energy flux will be negative, contradicting the Fjørtoft
argument. This means that one cannot match these formal KZ solutions,
obtained for an infinite inertial range, to any physical forcing or dissipation
at the ends of a large (but finite) inertial range.

What is then happening when fluxes have wrong direction? It has been
observed in optical wave turbulence [12] that the pure KZ spectra are not
established in these cases and one has to expect a mixed solution where both
a flux and a thermal components are present. Such mixed states are quite
common for turbulent systems of different kinds, including strong Navier-
Stokes turbulence and have been named warm cascades [19]. Such cascades
were obtained within the Leith model (which belongs to the class of the
differential approximation models) as exact analytical solutions.

3Kats found that for an interaction potential V (r) ∼ r−α the fluxes are in the wrong
direction with respect to the Fjortoft argument when α < 0 or α > 4/7.
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Figure 6: Energy and particle fluxes on power-law solutions n(ω, t) ∼ ω−x as functions of
x for the three-dimensional hard sphere model.

3. Differential approximation model

Numerical integration of the Boltzmann collision integral is very chal-
lenging because the number of degrees of freedom grows as a polynomial.
A great simplification comes from the isotropic assumption, which reduces
the degrees of freedom from N8 to N2 (N is the number of points needed to
describe the distribution). However spanning a large number of momentum
scales is still difficult. For those reasons, some approximations to the kinetic
equations were proposed in order to increase the range of modeled scales, see
for example [30].

A great simplification is to replace the collision integral operator of the
kinetic equation by a nonlinear differential operator which mimics the ba-
sic scalings of the original one and yields the same steady solutions. The
HIBE then results in a nonlinear partial differential equation called the dif-
ferential approximation model (DAM). Such models have been proposed to
simulate turbulence in different research fields: for example in water waves
[31], in nonlinear optics [12], in strong Navier-Stokes turbulence [32, 33, 34],
in Kelvin quantum turbulence [35], in astrophysics (Kompaneets equation)
[36], in semiconductors [37]. Replacing the integral operator by a differen-
tial one amounts to assuming locality of the scale interactions, which means
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the relevant distributions must be local for DAM to have a good predictive
power. We mentioned in Section 2 that for hard sphere Boltzmann equation
the pure KZ spectra are non-local and so no DAM would be advisable. How-
ever, we observed in some examples (Fig. 2 and Fig. 3) that the relevant
solutions in this case are not pure KZ spectra but distributions which are
close to MB, warm cascades, which appear to be local. Thus, we use the
DAM for describing this system, after which we will validate our results by
computing the full HIBE.

For the dual cascade systems, such as gravity water waves [38], nonlinear
optics [12], two-dimensional hydrodynamic turbulence [33], Kelvin waves [35]
or HIBE considered here, DAM has always the form of a dual conservation
law,

∂tN(ω, t) = ∂ωωR [n(ω, t)] , (10)

where R is a nonlinear second-order differential term whose details depend on
the particular model. This equation can be written as a continuity equation
for the particle invariant,

∂tN(ω, t) + ∂ωη(ω, t) = 0,

with the particle flux

η(ω, t) = −∂ωR [n(ω, t)] . (11)

Moreover, equation (10) can be written as a continuity equation for the
energy [12],

∂t [N(ω, t)ω] + ∂ωε(ω, t) = 0,

with the energy flux

ε(ω, t) = R [n(ω, t)]− ω∂ωR [n(ω, t)] . (12)

We are now able to find the functional R by requiring it to yield the MB
distribution (7) and the KZ spectra (8) as steady state solutions of DAM
(10). These constraints lead to

R [n(ω, t)] = −S ω
13
2 n2(ω, t) ∂ωω log n(ω, t), (13)

where S is a constant. A formal derivation starting from the kinetic equation
can be obtained following [12, 37] and is presented in Appendix Appendix
D. It is trivial to verify by substitution that KZ solutions (8) correspond
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to constant fluxes through scales. Namely, the KZ particle cascade has a
constant particle flux and zero energy flux while the KZ energy cascade
viceversa. Let us again consider the flux directions on the KZ distributions,
but now using DAM. Substituting power-law spectra n = c ω−x into (13),
equations (11) and (12) yield

η = c2S x(9/2− 2x)ω7/2−2x

ε = c2S x(11/2− 2x)ω9/2−2x.
(14)

By plotting η and ε as functions of the exponent x at fixed ω, we arrive
again at Fig. 6. Note that it is by using DAM such plot was obtained. Once
again we note that the particle and the energy fluxes on the respective KZ
solutions (x = 7/4 and x = 9/4) have wrong directions with respect to the
Fjørtoft argument.

The beauty of the DAMs is the possibility to solve numerically the system
for wide frequency ranges and, therefore, to find clear scalings. In particu-
lar, such models are very efficient for finding constant steady flux solutions
because they become simple ordinary differential equations (ODEs). In the
following we will present some analytical results for such steady states.

3.1. Constant energy flux: direct cascade

We will now find an ODE that describes a constant direct energy cascade
ε with no flux of particles, which we call ODE-ε. According to Fjørtoft
argument, this implies a large direct-cascade inertial range. Putting η = 0
in (11) and (12), we have

constant energy flux =⇒ ε = R(ω, t) = const. (15)

Using (13), we arrive at the following Cauchy problem ε = −S ω 13
2 n2(ω)∂ωω log n(ω),

n(ω0) = n0,
∂ωn(ω0) = n′0,

(16)

where we have chosen the boundary conditions fixing the values of the dis-
tribution and its derivative at the same point ω0 (e.g. at the forcing scale)
for ease of numerical solution.

If we solve numerically in ω-forward the ODE-ε for different values of
the energy flux we find curves presented in Fig. 7. Here we do not want to

17



discuss the details (it will be done widely in Section 4), but just remark that
the solutions follow the MB distribution and suddenly change behavior going
very fast to a zero value of the distribution. We will call this rapid change a
front solution.

3.1.1. Compact front behavior

It is possible to find a front solution for the equation (15) describing the
behavior near the dissipation scale. Let us seek for a front solution which in
the vicinity of a certain point ωmax behaves like n(ω) = B (ωmax−ω)σ. If we
plug this expression into (15) and take the limit ω → ωmax we find that to
satisfy this equation in the leading order in (ωmax − ω) we must have{

σ = 1

B =
√

ε

S ω
13/2
max

=⇒ n(ω) =

√
ε

S ω
13/2
max

(ωmax − ω). (17)

Thus, the front solution is linear in the vicinity of ωmax with a slope depending
on the dissipation scale ωmax and the value of the energy flux ε. Note that
the compact front behavior at the dissipation scale is typical for DAM. We
will soon discover that ωmax is a very useful physical parameter which allows
us to find a link between the temperature, the chemical potential and the
energy flux in the forced-dissipated system.

3.1.2. Kats-Kontorovich correction

Lets summarize our preliminary observations. We expect a warm cas-
cade, that is a distribution which contains both the flux and the thermal
components. We have also found that the solution has a compact front
which arrests the cascade at the dissipation scale ωmax. We will now assume
(verifying it later) that in the most of the inertial range the warm cascade
solution is close to the thermodynamic MB distribution and the correction
due to finite flux is small. We then perform a qualitative matching of the
flux-corrected MB distribution to the compact front, and thereby obtain a
relation between ωmax, T and A in (7). To find the warm cascade solution in
the inertial range, we consider the Kats-Kontorovich (KK) correction to the
Maxwell-Boltzmann distribution:

n(ω) = nMB(1 + ñ) = (1 + ñ)Ae−
ω
T , (18)

where ñ is small, ñ� 1. By plugging this solution into (15) and linearizing
in ñ we end up with the following ODE-ε for the correction

ε ω−
13
2 A−2 e

2ω
T = −S ∂ωωñ. (19)
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3.1.3. Matching

We will now match the KK correction to the front solution. The basic
idea is to force the KK solution to satisfy the n(ωmax) = 0 and to have at
ωmax the same slope as the front solution. Detailed calculation is presented
in Appendix Appendix E. The prediction results in:

ε = S ω
9
2
maxA

2 e−
2ωmax
T . (20)

This relation is very important because it gives an analytical relation between
the thermodynamic quantities T and A in terms of the energy flux ε and the
dissipation scale ωmax. However we note that our matching is only qualitative,
because the KK correction is supposed to be small which is not the case near
the front. Thus, the relation (20) is approximate and we do not expect it to
hold precisely.

3.1.4. Alternative approach to find ωmax

Another simple way to find a prediction for the value of ωmax is the
following. As we expect to observe a warm cascade, we can ask what will be
the range where the thermal component will dominate the dynamics. We can
simply assume that in most of the inertial range we will have a distribution
n ' nMB. Note that the MB distribution always has a positive concavity,
∂ωωn ≥ 0. On the other hand, we note that our ODE-ε can be re-written as

∂ωωn =
1

n

[
(∂ωn)2 − ε

S ω
13
2

]
, (21)

from which it is clear that ∂ωωn may change sign. The point at which ∂ωωn =
0 can be considered as s boundary separating the MB range (with negligible
flux correction) and the front solution (with large flux correction). This
boundary can be estimated by a simple substitution of the MB distribution
to the r.h.s. of (21), which gives

ε =
A2 S ω

13
2 e−

2ω
T

T 2
= gε(ω,A, T ). (22)

As this relation contains the exponential factor which decays very fast (for
ωmax � T , see Appendix Appendix E), it is natural to think that the range
at which ε becomes important appears very sharply and is very near to the
point ωmax. Thus we arrive at the following estimate,

ε =
A2 S ω

13
2

max e−
2ωmax
T

T 2
. (23)
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3.2. Constant particle flux: inverse cascade

In analogy of what has been done for the direct cascade, we now look
for predictions in the inverse particle cascade η with no flux of energy. The
ODE-η that describes such a cascade is simple to obtain: by integrating
equation (11) once and putting ε = 0 in (12), we have:

constant particles flux =⇒ η = −R(ω, t)

ω
= const. (24)

This yields the following Cauchy problem, η = S ω
11
2 n2(ω)∂ωω log n(ω),

n(ω0) = n0,
∂ωn(ω0) = n′0.

(25)

This problem is most naturally solved backwards in the ω-space, as we are
interested in the inverse cascade. We seek for a solution having a particle
flux going from high to low frequencies, i.e. η < 0 and for convenience we
will make the substitution η → −|η| in equation (25). The Cauchy problem
(25) is very similar to (16) with the only difference in the ω-scaling. Thus
we will use the same approach for studying it.

3.2.1. Compact front behavior

Let us find a front solution for the equation (24). We now expect the
front to be on the left edge of the (inverse cascade) inertial range, i.e. in
the vicinity of a certain point ωmin < ωf . By plugging n(ω) = B (ω − ωmin)σ

expression into (24) and taking the limit ω → ωmin, in the leading order in
(ω − ωmin) we have

σ = 1

B =

√
|η|

S ω
11/2
min

=⇒ n(ω) =

√
|η|

S ω
11/2
min

(ω − ωmin). (26)

Thus, the front solution for the inverse particle cascade is also linear in the
vicinity of ωmin, with a slope depending on ωmin and the value of the particle
flux η.

3.2.2. Kats-Kontorovich correction

As previously supposed for the direct energy cascade, we expect in the
most of the inverse-cascade range a corrected thermodynamic spectrum and a
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front solution behavior at the left end of this range. Let us evaluate the Kats-
Kontorovich correction (18), and after that match it to the front solution.
By plugging the expression (18) into (24) and linearizing in ñ we obtain the
following ODE-η for the correction,

|η|ω−
11
2 A−2 e

2ω
T = −S ∂ωωñ. (27)

3.2.3. Matching

Again, we want to match the KK correction to the front solution. The
idea is very similar to the previously used for the direct cascade, except for
the fact that now the limit taken is ωmin � T ; for details refer to Appendix
Appendix F. This results with the following condition on the flux,

|η| = S

(
9

2

)2

A2 ω
7
2
min. (28)

3.2.4. Alternative estimate of ωmin

Again, we can obtain an alternative estimate for predicting the range of
the warm cascade. Let us rewrite the ODE-η as

∂ωωn =
1

n

[
(∂ωn)2 − |η|

S ω
11
2

]
. (29)

Keeping in mind that the MB distribution is always characterized by a pos-
itive concavity, i.e. ∂ωωn ≥ 0, and considering the hypothesis ∂ωn ' ∂ωnMB

we find

|η| = A2 S ω
11
2 e−

2ω
T

T 2
= gη(ω,A, T ). (30)

Similarly to what we have done for the inverse cascade, we now can suggest
that the change of concavity occurs near ωmin. This results in

|η| = A2 S ω
11
2

min e
− 2ωmin

T

T 2
. (31)

However, we do not expect a good prediction as before because in this case
the exponential term is not a rapidly varying function near ωmin.
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3.3. Double cascade

We have now all tools to study the double cascade process. Let us force at
ωf , dissipate at ωmax and ωmin, and consider the case ωmin � ωf � ωmax. If
the forcing range is narrow, the simple relation ε = η ωf holds for the fluxes.
Using this relation, and combining (20) and (28), we can estimate T and A
in the system:

T =
2ωmax

7
2

ln ωmax

ωmin
+ ln ωmax

ωf
− 2 ln 9

2

,

A =
2

9

√
|η|

S ω
7/2
min

,

(32)

and, therefore, the chemical potential

µ = T

(
1

2
ln
S ω

7/2
min

|η|
+ ln

9

2

)
. (33)

Note that the temperature appears to be independent of the fluxes and is
completely controlled by the forcing and the dissipation scales. This means
that increasing the forcing strength without moving ωf simply adds more
particles into the system with the energy per particle remaining the same.
The temperature relation expressed in (32), with except for the constant
value −2 ln(9/2), may also be derived with a simple dimensional analysis as
proposed in [39].

4. Numerical results

In this Section we present the numerical results obtained by using the
DAM and by integrating, at lower resolution, the HIBE. Our aim is to com-
pare results for the warm cascade solutions of DAM, which has been devised
as a local approximation of the integral collision operator, with direct nu-
merical simulation of the full integro-differential equation (9).

4.1. DAM resutls

We will first present some numerical experiments on integration of the
Cauchy problems (16) and (25) in which we take for simplicity S = 1. Note
that all numerical simulations can be performed without any loss of generality
starting with a particular value ω0 because of re-scaling properties described
in Appendix Appendix G.
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Figure 7: DAM simulations of (16) for different constant energy flux ε starting with the
same initial condition at ω0 = 3.5 given by the MB distribution nMB(ω) = Ae−

ω
T where

A = 1 and T = 1 (continuos line).

4.1.1. Constant direct energy cascade

In Fig. 7 we show the results obtained by integrating equation (16) with
ω0 = 3.5 for different constant energy fluxes ε. As initial conditions, we
choose the values of the spectrum n0 and its slope n′0 from the MB distri-
bution having A = 1 and T = 1. The solutions follow the thermodynamic
solution (shown as a continuous line) until they rapidly deviate and reach
the front in the vicinity of particular values of ωmax. This numerical experi-
ment exhibits two important facts always observed in simulations performed
with different initial conditions: the presence of a long transient in which
the flux correction is negligible with respect to the thermodynamic MB dis-
tribution and the presence of a particular value ωmax at which n(ω) goes to
zero. A lin-log plot of the function gε(ω, 1, 1), see equation (22), is shown in
Fig. 8: intersection of this curve with horizontal lines at ε = 1, ε = 10−2

and ε = 10−4 marks the predicted cut-off frequencies for the respective flux
values. Agreement with the behavior in Fig. 7 is evident: the values of ωmax

obtained with equation (22) and Fig. 8 coincide with the observed values in
Fig. 7 within 5%. Note that the peak of gε(ω, 1, 1, ) is around ω = 3.5: this
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Figure 8: Plot in lin-log scale of the function gε(ω, 1, 1), see equation (22), which qualita-
tively defines the thermodynamic regime of the solution.

is why we set this value as initial condition ω0.
In Fig. 9 we present the results for a particular case with flux ε = 1. We

can appreciate the presence of warm cascade and the front solution near ωmax.
The linear behavior of the front is evident in the zoom near ωmax showed in
the inset. Numerically we are able to measure ωmax and so evaluate B from
equation (17). The theoretical prediction agrees with the measured slope
with the error Berr = 0.997%. The error is evaluated as Berr = |Bmeas −
Best|/Bmeas where Bmeas is the measured linear coefficient and Best is the one
taken form relation (17). In all other simulations performed with different
values of ε or different initial conditions, Berr is always within 5%.

We now check numerically the validity of the matching prediction (20)
by taking different initial condition nMB(ω0 = 3.5) varying T and keeping
A = 1 and ε = 1: results are plotted in Fig. 10. It is evident from the
figure that the predicted temperature (continuous black line) evaluated from
relation (20) is an overestimation of the numerical results (dots) and the error
is around 10%. Finally prediction for the alternative temperature relation
(23) is plotted with gray dashed line: it appears to give a better estimation
than relation (20).
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Figure 9: DAM simulation of ODE-ε (16) with constant energy flux ε = 1 (dashed line).
The initial conditions in ω0 = 3.5 are set by the MB distribution with T = 1 and A = 1
(continuous line). The inset shows a zoom of numerical n(ω) (dots) in the vicinity of the
point ωmax where a linear fit is shown by continuous line.
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Figure 10: Checking of predictions in DAM constant energy flux cascade (16): the points
represent the temperature of the initial condition T with respect to the measured ωmax.
Solid line is the matching relation (20) while dashed one is obtained from (23).
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Figure 11: DAM simulations of (25) for different constant inverse particle flux η starting
with the same initial condition at ω0 = 3.5 given by the Boltzmann distribution nMB(ω) =
Ae−

ω
T where A = 1 and T = 1 (plotted with continuos line).

4.1.2. Constant particle cascade

We now investigate the inverse particle cascade by solving Cauchy prob-
lem (25) going ω-backward. In Fig. 11 we show numerical results obtained
by taking initial conditions at ω0 from MB distribution nMB(ω) = Ae−

ω
T with

T = 1, A = 1. As in the case of constant energy flux, here the warm cascade
range is wider for smaller flux values. We also observe fronts in vicinities of
cutoff points ωmin. In Fig. 12 we show the function gη(ω, 1, 1) which rep-
resents the prediction of the thermodynamic range (30). Qualitative front
values of results in Fig. 11 show poor agreement with this näıve estimation.

The front solution is analysed in detail in Fig. 13 where we choose the
particular case with η = −1. The linear behavior is demonstrated in the inset.
Moreover a numerical estimation of ωmin lets us evaluate B, see equation (26).
The error Berr is presented in the figure; for all other simulations we have
performed Berr remained within 4%.

Finally we check KK matching prediction for the thermodynamic quan-
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Figure 12: Plot of the function gη(ω, 1, 1), see equation (30).
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Figure 13: DAM simulation of (25) with η = −1 (dashed line) starting with initial condi-
tion at ω0 = 3.5 given by the MB distribution nMB(ω) = Ae−

ω
T where A = 1 and T = 1

(plotted with continuos line). Inset: lin-lin scale zoom in the vicinity ωmin (dots) where
the best linear fit is presented with a continuous line.
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line is the KK matching prediction given in equation (28) while dashed one is obtained
from (31).

tity A with respect to ωmin presented in equation (28): results are showed in
Fig. 14. In this case the KK analytical prediction (continuous line) under-
estimates the numerical data while the estimation (31) is completely out of

range (dashed line). However the scaling A ∼ ω
−7/4
min of KK prediction tends

to be reached for small values of ωmin, where ωmin � T .

4.1.3. Double cascade

An example of double cascade is presented in Fig. 15 where we set the
forcing at ωf = ω0 = 3.5. We show here three cases where the particle
fluxes are respectively η = −1, η = −10−2 and η = −10−4. Measuring ωmin

and ωmax for each case we are able to estimate the temperature Test from
prediction (32). Results do not agree with the expected temperature (the
initial conditions set it at T = 1) but they approach this value for bigger
ranges, i.e. when the condition ωmin � ωf � ωmax is better satisfied (see for
example the case η = −10−4).
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Figure 15: DAM double cascade simulations of equations (16) and (25) for three different
values of the particle flux η (and consequently of the energy flux ε = η ωf ). The initial
condition are taken at ωf = 3.5 from the MB distribution with T = 1 and A = 1.
Measuring ωmin and ωmax in each case we estimate of the temperature Test from prediction
(32).
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4.2. HIBE results

We now present results of the direct simulation of HIBE with the exact
Boltzmann collision integral and compare them with predictions obtained
with the DAM. As we have mentioned, the evaluation of (4) is numerically
challenging and it is nowadays practically impossible to simulate such wide
ω-space range as we have done using the DAM. In the present work, we have
discretized the ω space using 101 grid points with ω ∈ [0, ωcutoff ] and the
resolution considered is ∆ω =

ωcutoff
100

. We have checked that the numerical
simulations are mesh independent by taking 201 points. Before describing the
numerical results, in the following paragraph we briefly explain the numerical
scheme which has been adopted.

The difficulty of solving numerically the forced-dissipated HIBE (9) comes
from the evaluation of the collision integral Icoll which is defined in (4). The
three dimensional integral must be calculated only within the resonant man-
ifold defined by the δ-function. Numerically, the set of points that satisfy
the resonant conditions M = {ω1, ω2, ω3, ω4} / ω1 + ω2 = ω3 + ω4 are pre-
computed. Because of the presence of the dissipation, the integration limits
are ω = 0 and ω = ωcutoff , where ωcutoff ≥ 2ωmax in order to prevent ultra-
violet bottleneck effects. The integral is performed by using the trapezoidal
rule. Finally, the time evolution of (4) is obtained by applying the Euler
scheme where the collision integral, the dissipation and the forcing are those
resulting from the previous time step. We underline that Boltzmann collision
integral is computed without using any stochastic technique like Monte Carlo
methods. Further details on numerical methods for solving the HIBE and a
simple code can be found in [40].

4.2.1. Direct cascade study

We first analyze the direct energy cascade by putting the forcing scale
near the low-ω dissipation scale in order to have a wider direct inertial range.
Numerical results for these final steady states were previously presented as
examples in Fig. 2 and Fig. 4. We concentrate now only on the last one:
here we kept fixed ωmin = 5, ωf = 21 and ωmax = 95 and varied the forcing
coefficient, i.e. the fluxes η and ε. We were claiming that the temperature of
the systems is the same because qualitatively the distributions have identical
slopes. Moreover we observed in all the examples that left and right branch
chemical potentials and temperatures can be defined by the forcing scale.

With these previous DAM results in mind we have measured A and T in
three examples presented in Fig. 4: the results are shown in Fig. 16 and are
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Figure 16: Results for the fitted values of the thermodynamic quantity A = e−
µ
T plotted

against the forcing levels, as obtained in the simulations shown in Fig. 4: the values of
AL are shown by filled circles while AR by empty ones. The continuous and dashed lines
refer to prediction (32) with S = 1 and S = 5 respectively.

compared to analytical predictions (32). As expected the quantity A ∼ √η
and two lines, in log-log coordinates, are drawn from prediction (32) taking
different values of the constant S in order to match the interval between AL
and AR, represented respectively with filled and empty circles. Here we have
chosen S = 1 and S = 5 for continuous and dashed line respectively. The
temperature is shown in Fig. 17: even though TL and TR are different they
both appear to be forcing independent, as predicted. The temperature is
evaluated from relation (32): temperature (dashed line) stands in between
of these values, and closer to TR, which, again, is natural because the right
inertial interval is wider.

We have also analyzed sensitivity of the temperature to varying the high-
ω dissipation range and results are presented in Fig. 18. Keeping the forcing
constant and changing the value of ωmax the system reaches steady states
characterized by different temperatures TL (filled circles) and TR (empty
circles). The prediction (32), shown by the continuous line, is in between of
the two temperatures and is closer to TR - again due to the wider right range.
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Figure 17: Measured temperatures TL (filled triangles) and TR (empty ones) obtained in
the simulations shown in Fig. 4. The dashed line is the analytical prediction (32).
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Figure 18: Temperature in different steady state keeping the forcing constant and varying
the dissipation scale ωmax: big empty circles correspond to the temperature TR on the
right of the forcing scale, whereas small filled circles to the left side, TL. The continuous
line is the prediction (32).
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Figure 19: Temperature in different steady state keeping the forcing constant and varying
the dissipation scale ωmin: big empty circles correspond to the temperature TR on the
right of the forcing scale, whereas small filled circles to the left side, TL. The continuous
line is the prediction (32).

4.2.2. Inverse cascade study

Finally, we have performed some simulations putting the forcing scale
near the dissipation at high ω’s in order to study the inverse cascade process.
In this case too, as reported in Fig. 3, we observe two different values of
thermodynamic quantities on the left and on the right from the forcing.
Here we are able to study the scaling of the thermodynamic quantities T and
A with respect to changes of the small-ω dissipation scale ωmin. Results for
T are shown in Fig. 19 and for A in Fig. 20, with the “left” quantities shown
by filled circles and the “right” ones by empty circles. There is a reasonably
good agreement of T with the prediction (32) for small ωmin. This is natural
because smaller ωmin corresponds to larger inverse cascade inertial range and
also because the prediction is valid when ωmin � T .

On the other hand, for A the prediction (32) in the range obtained choos-
ing the interval with S = 1 and S = 5 as in Fig. 16 does not match so
well the numerical results. However we can make the two following com-
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Figure 20: Thermodynamic amplitude A for different ωmin and fixed forcing in log-log
scales in numerical simulations of HIBE. Filled circles corresponds to AL while empty
circles to AR. The continuos and dashed lines are formula (32) with S = 1 and S = 5
respectively.
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Figure 21: The plot shows in log-linear scale the ratio of the measured inverse particle
flux over the total one ηL/η (empty triangles) with respect to ωmin; the continuous line
correspond to the total flux while the dashed one follows the finite range correction (34).
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ments. First, we underline that the agreement with the A ∼ ω
−7/2
min behavior

becomes much more evident for small values of ωmin This is natural since the
prediction has been derived in the limit ωmin � ωf and ωmin � T . Second,
the particle flux which defines A in relation (32) can be smaller due to finite
range effects. Indeed, following [41], the ratio of the leftward particle flux to
the total particle production rate is estimated in

ηL = η
ωmax − ωf
ωmax − ωmin

. (34)

This equation, in addition to other corresponding to rightward fluxes in the
cited paper, states that for the particle flux to be mostly to the left inertial
ranges in both directions must be large (note that this is also the condition
of validity of the Fjørtoft argument). Fig. 21 shows the behavior of the
normalised left measured flux ηL/η (empty triangles) with respect to ωmin.
We can clearly see that the measured particle flux is indeed much smaller
than the one imposed by the forcing term (continuos line), around one third
of it. This is in quite good agreement with the finite range prediction (34)
plotted with dashed line. Similar reasoning can be made for corrections on
A(|η|) in the case of direct cascade example in Fig. 16.

5. Conclusions

In the present paper we investigated stationary turbulent states in the
isotropic Boltzmann kinetic equation for hard spheres. This was done by
looking for steady nonequilibrium states in open systems, that is when forcing
and dissipation mechanisms are present. Analogies with similar results of
wave turbulence theory suggest the manifestation of a warm cascade, i.e. a
constant direct flux of energy and inverse flux of particles on background of
thermodynamic Maxwell-Boltzmann distribution. This is a consequence of
wrong flux directions in KZ solutions with respect to the Fjørtoft argument.

We have built an ad-hoc differential approximation model to easily sim-
ulate the cascade processes. Indeed, this simplification allowed us to reach a
wide range of scales inaccessible by solving the isotropic Boltzmann kinetic
equation directly. Simulations show the presence of a warm cascade with
approximately the MB shape followed by a sharp front for both energy and
particle cascades. We have physically interpreted ωmin and ωmax as intrin-
sic dissipation scales at low and high ω’s which are necessary to establish
the steady state. Moreover, we have found analytical predictions relating
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the particle and energy fluxes, forcing and dissipations scales to the ther-
modynamic quantities of the system. In particular we have shown that the
temperature is independent of the amplitude of the fluxes but only depends
on the forcing and dissipation scales.

We have then compared the theoretical predictions and the numerical
results obtained with the differential approximation model with simulations
of the complete isotropic Boltzmann kinetic equation. Even though the res-
olution for the latter was limited by the available computational power, the
results are comparable and in good agreement with the analytical predic-
tions. In particular we have verified that the steady state is characterized
by a warm cascade where a fitted thermodynamic Maxwell-Boltzmann dis-
tribution has been used to measure temperature and chemical potential of
the system. We observe, in agreement with our analytical predictions, that
the temperature is completely defined by the forcing and dissipation scales
and does not depend on the fluxes.

We hope that this work may open some perspectives towards understand-
ing nonequilibrium steady states and their net currents (fluxes) by cross-
fertilization with the weak turbulence theory.
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Appendix A. Different notations of the Boltzmann collision inte-
gral

The Boltzmann collision integral can be written in different forms de-
pending on the choice of the integration variables. In many classical books
the collision integral has the following form (see for example equation (3-55)
in [42]):

Icoll =
1

m

∫
σ(χ, V )V (n3n4 − n1n2) dv2dΩ, (A.1)
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where m is the mass of the identical particles, V = v2 − v1 is the relative
velocity of the particles before the collision, σ(χ, V ) is the collision cross
section and dΩ = sin(χ)dχdε, i.e. the differential solid angle at the deflection
angle χ. In what follows we will show that the form of the collision integral
reported in equation (2) is the same as the one in equation (A.1).

In our notation the particle momentum is defined as ki = mvi. We start
from the collision integral presented in equation (2)

Icoll =

∫ +∞

−∞
W 34

12 [n(x,k3, t)n(x,k4, t)− n(x,k1, t)n(x,k2, t)] dk2dk3dk4,

(A.2)
and perform the following change of variables:

P = k1+k2−k3−k4

m

V = k2−k1

m

V′ = k4−k3

m

⇐⇒


k2 = m (V + v1)
k3 = m

2
(V −V′ −P + 2v1)

k4 = m
2

(V + V′ −P + 2v1)
. (A.3)

It is straightforward to check that the Jacobian of the transformation is m3/2.
The collision integral results in:

Icoll =
m3

2

∫
Γ(P,V,V′) (n3n4 − n1n2)

× δ(mP) δ

(
m2
[
V 2 − V ′2 + 2P · (V + 2v1)− P 2

]
2

)
dPdVdV′

(A.4)

Using the properties of the δ functions and introducing spherical coordinates
for vector V′ we get:

Icoll =
1

m

∫
m

2
Γ(V, χ)V (n3n4 − n1n2) dVdΩ, (A.5)

with dΩ = sinχdχdε. Comparing this last equivalence with equation (A.1)
it holds σ(V, χ) = m

2
Γ(V, χ).

Appendix B. Three-dimensional δ-function angular average

The angular average of the four-wave linear momentum conservation
δ(k34

12) = δ(k1 + k2−k3−k4) is evaluated by splitting it into two δ-functions
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of three particle collision. This results in∫
Ω

δ(k34
12)dΩ1234 =

∫
Ω

∫ kmax

kmin

δ(k1 + k2 − k)δ(k3 + k4 − k)dkdΩ1234

=

∫ kmax

kmin

[∫
Ω

δ(k1 + k2 − k)dΩ12

] [∫
Ω

δ(k3 + k4 − k)dΩ34

]
kd−1dkdΩ

= 4π

∫ kmax

kmin

1

2kk1k2

1

2kk3k4

k2dk =
2π

k1k2k3k4

min(k1, k2, k3, k4), (B.1)

where geometrically kmin = |k1−k2| = |k3−k4| and kmax = k1 +k2 = k3 +k4.
For details about the integration of three particle δ-function see Appendices
in [5].

Appendix C. Kolmogorov-Zakharov solutions for general HIBE

The Boltzmann collision integral Icoll is defined as

Icoll(x,k1, t) =

∫ ∞
−∞

Γ34
12 [n(x,k3, t)n(x,k4, t)− n(x,k1, t)n(x,k2, t)]

×δ(k1 + k2 − k3 − k1)δ(|k1|2 + |k2|2 − |k3|2 − |k4|2)dk234,(C.1)

where the two δ-functions assure the conservation of the linear momentum
and kinetic energy. In the isotropic case it is convenient to move in the energy
domain ωi = |ki|2 ∈ [0,+∞) and so the HIBE results in

I(ω1) =

∫ ∞
0

S34
12(n3n4 − n1n2)δ(ω34

12)dω234, (C.2)

where I(ω1) = Ω1 Icoll(x, ω1, t)ω
d−1
2

1

∣∣∣ dk1dω1

∣∣∣ and we use for brevity ni = n(ωi) =

n(x, |ki|2, t), and δ(ω34
12) = δ(ω1 + ω2 − ω3 − ω4). The functional S is

S34
12 =

1

16
(ω1ω2ω3ω4)

d
2
−1〈Γ34

12δ(k1 + k2 − k3 − k4)〉Ω (C.3)

and the operator 〈·〉Ω states for the integration over solid angles. It is impor-
tant for the following to estimate the homogeneity degree of S. Supposing
that the collisional kernel scales as Γ

λ(34)
λ(12) = λ2βΓ34

12, we have

S
λ(34)
λ(12) = λ4( d2−1)+2β− d

2S34
12 = λ

3d
2

+2β−4S34
12 . (C.4)
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Moreover its behavior at the boundaries of integration is

lim
ωi→+∞

S34
12 ∼ ωd−2+τ1

i

lim
ωi→0+

S34
12 ∼ ω

d
2
−1+τ2

i

(C.5)

if we assume that

lim
ωi→+∞

〈Γ34
12δ(k1 + k2 − k3 − k4)〉Ω ∼ ωτ1i (C.6)

and
lim
ωi→0+

〈Γ34
12δ(k1 + k2 − k3 − k4)〉Ω ∼ ωτ2i (C.7)

(note that for ωi → ∞ also another ωj must go to infinity due to the δ-
function).

In the following we will suppose that the particle distribution function
follows the power-law distribution n(ω) = Aω−ν and so

I(ω1) = A2

∫ ∞
0

S34
1(3+4−1)

[
ω−ν3 ω−ν4 − ω−ν1 (ω3 + ω4 − ω1)−ν

]
Θ(ω3+ω4−ω1) dω34,

(C.8)
where Θ is the Heaviside step function.

Appendix C.1. Kolmogorov-Zakharov solutions

We will present the Kolmogorov-Zakharov solutions of the collision in-
tegral using the method presented by Balk in [25]. The collision integral,
without any loss of generality, can be rewritten as

I(ω1) = A2ω−1−µ
1

∫ ∞
0

S34
12 (ω−ν3 ω−ν4 −ω−ν1 ω−ν2 ) (ω1ω2ω3ω4)ωµ1 δ(ω

34
12)

dω2

ω2

dω3

ω3

dω4

ω4

(C.9)
where the exponent

µ = 2ν + 1− 2β − 3d

2
(C.10)

is chosen in order to have zero as homogeneity coefficient of the integrand
(excluding the differentials dωi

ωi
). If the integral converges, Balk proved that

is possible to interchange the three integration index in the integrand with
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the fourth one, ω1. Thanks to the symmetric properties of the collision kernel
we can write

I(ω1) =
A2ω−1−µ

1

4

∫ ∞
0

S34
12 (ω−ν3 ω−ν4 − ω−ν1 ω−ν2 ) (ω1ω2ω3ω4)

×(ωµ1 + ωµ2 − ω
µ
3 − ω

µ
4 ) δ(ω34

12)
dω2

ω2

dω3

ω3

dω4

ω4

, (C.11)

which clearly vanishes for µ = 0 or µ = 1. This corresponds to the condition
on the exponent

ν0 = ν|µ=0 =
3d− 2

4
+ β

ν1 = ν|µ=1 =
3d

4
+ β.

(C.12)

Note that first KZ solution for HIBE were presented in [17].

Appendix C.2. Convergence of the integral (locality condition)

The locality of interactions is guaranteed by the convergence of the colli-
sion integral. We then investigate the possible values of ν which assure the
convergence around the integrand singularities.

Appendix C.2.1. Limit ω3 →∞
In the limit of ω3 → ∞ we can approximate (ω3 + ω4 − ω1)−ν = ω−ν3 −

νω−ν−1
3 (ω4−ω1)+O(ω−ν−2

3 ) at the second order. The argument in the square
brackets of (C.8) results in

[...] ' ω−ν3

[
ω−ν4 − ω−ν1 + νω−ν1 ω−1

3 (ω4 − ω1)
]
. (C.13)

As a consequence, when ν > 0, the integrand for large ω3 goes like
ω−ν4 −ω

−ν
1

ων−d+2−τ1
3

and so the convergence condition is

ν > d− 1 + τ1. (C.14)

Appendix C.2.2. Limit ω3 → 0+

In the limit of ω3 → 0+ we can approximate (ω3 + ω4 − ω1)−ν = (ω4 −
ω1)−ν − νω3(ω4−ω1)−ν−1 +O(ω2

3) at the second order. The argument in the
square brackets of (C.8) results in

[...] = ω−ν3

[
ω−ν4 − ω−ν1 ων3 (ω4 − ω1)−ν + νω−ν1 ων+1

3 (ω4 − ω1)−ν−1
]
. (C.15)
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So, when ν > 0, the integrand for small ω3 goes like
ω−ν4

ω
ν− d2 +1−τ2
3

and so the

convergence condition is

ν <
d

2
+ τ2. (C.16)

Analogue condition holds for the singularity (ω3 + ω4 − ω1)−ν → 0+.

Appendix C.3. Constant fluxes

The solutions n(ω) = Aω−ν0 and n(ω) = Aω−ν1 correspond, respectively,
to constant flux of particle and energy. To demonstrate this fact we perform
the substitution ωi = ω1ξi ∀ i 6= 1 in the equation (C.11) which results,
recalling the homogeneity of the integrand function, in

I(ω1) =
A2 ω−1−µ

1

4

∫
∆

Sξ3ξ41ξ2
(ξ−ν3 ξ−ν4 − ξ−ν2 ) (ξ2ξ3ξ4)

×(1 + ξµ2 − ξ
µ
3 − ξ

µ
4 ) δ(1 + ξ2 − ξ3 − ξ4) dξ234 =

A2 ω−1−µ
1

4
U(µ)(C.17)

The integral U(µ) is now performed over the triangle ∆ in the ξ3 × ξ4 space
satisfying the conditions 0 ≤ ξi ≤ 1 and ξ4 ≥ 1− ξ3, without any dependence
on ω1.

Appendix C.3.1. Flux of particles

The flux of particles is defined as

Q(ω) = −
∫ ω

0

I(ω1) dω1 = −A
2 U(µ)

4

∫ ω

0

ω−1−µ
1 dω1 =

A2 U(µ)ω−µ

4µ
. (C.18)

If µ = 1 the flux is zero while in the case µ = 0 it is indeterminate. By
applying the De l’Hôpital rule in the latter case we find

Q(ω) |µ=0 =
A2

4

∫
∆

Sξ3ξ41ξ2
(ξ−ν03 ξ−ν04 −ξ−ν02 ) (ξ2ξ3ξ4) ln

(
ξ2

ξ3ξ4

)
δ(1+ξ2−ξ3−ξ4) dξ234

(C.19)
The integrand, and so the sign of the particle flux, is always negative for
ν0 > 0. This is clear by looking at the sign of every factors in the integral:

all are trivially positive except (ξ−ν03 ξ−ν04 −ξ−ν02 ) and ln
(

ξ2
ξ3ξ4

)
. Recalling that

(1− ξ3)(1− ξ4) ≥ 0 and ξ2 = ξ3 + ξ4 − 1 we have

0 ≤ (1− ξ3)(1− ξ4) = ξ3ξ4 − ξ3 − ξ4 + 1 = ξ3ξ4 − ξ2 =⇒ ξ3ξ4 ≥ ξ2, (C.20)
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which leads to ln
(

ξ2
ξ3ξ4

)
≤ 0 and (ξ−ν03 ξ−ν04 − ξ−ν02 ) ≤ 0 (for positive ν0).

As a consequence Q(ω) ≥ 0, that is the particle flux goes from low to high
frequencies.

Appendix C.3.2. Flux of energy

The flux of energy is

P (ω) = −
∫ ω

0

I(ω1)ω1 dω1 = −A
2 U(µ)

4

∫ ω

0

ω−µ1 dω1 = −A
2 U(µ)ω1−µ

1

4(1− µ)
(C.21)

and is null when µ = 0 while indeterminate in the case µ = 1. Again applying
the De l’Hôpital rule we have

P (ω) |µ=1 =
A2

4

∫
∆

Sξ3ξ41ξ2
(ξ−ν13 ξ−ν14 − ξ−ν12 ) (ξ2ξ3ξ4) (C.22)

× [ξ2 ln(ξ2)− ξ3 ln(ξ3)− ξ4 ln(ξ4)] δ(1 + ξ2 − ξ3 − ξ4) dξ234

As previously discussed, the term (ξ−ν13 ξ−ν14 − ξ−ν12 ) ≤ 0 for every ν1 > 0.
Differently, the factor [ξ2 ln(ξ2)− ξ3 ln(ξ3)− ξ4 ln(ξ4)] is always positive but
here the demonstration is not so trivial as in the previous case and for a
complete discussion see [18]. So P (ω) ≤ 0, which means that the energy flux
goes from high to low frequencies.

Appendix D. DAM for the homogeneous isotropic Boltzmann equa-
tion

The homogeneous isotropic Boltzmann equation (4) in ω-space is

∂N1

∂t
=

∫
S34

12(n3n4 − n1n2)δ(ω1 + ω2 − ω3 − ω4)dω234, (D.1)

where for the hard sphere model

S34
12 = 2πmin [

√
ω1,
√
ω2,
√
ω3,
√
ω4] . (D.2)

For every smooth function g(ωi) the following equality holds∫
∂N1

∂t
g(ω1)dω1 =

∫
S34

12(n3n4 − n1n2)δ(ω1 + ω2 − ω3 − ω4)g(ω1)dω1234

=
1

4

∫
S34

12(n3n4 − n1n2)δ(ω1 + ω2 − ω3 − ω4) [g(ω1) + g(ω2)− g(ω3)− g(ω4)] dω1234,

(D.3)
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due to the symmetry properties of the integrand.
If the interactions are local, i.e. during the collision ω1 ' ω2 ' ω3 ' ω4,

then one can write that ωi = ω1 + ∆i for i = 2, 3, 4, with ∆i � ω1. The
δ-function, solved in ω3, implies that ω4 = ω1 + ∆2 −∆3. Thus, expanding
to the second order in ∆ω, we have that:

n3n4−n1n2 ' (∆3−∆2)∆3

[
n1∂ω1ω1n1 − (∂ω1n1)2] = (∆3−∆2)∆3 n

2
1

∂2

∂ω2
1

(log n1)

(D.4)
and

g(ω1) + g(ω2)− g(ω3)− g(ω4) ' (∆2 −∆3)∆2g
′′(ω1). (D.5)

By plugging these two results in (D.1) and integrating twice by parts, we
obtain∫
g(ω)

{
∂N

∂t
+

∂2

∂ω2

[
n2 ∂2

∂ω2
(log n)× 1

4

∫
Sω+∆3,ω+∆2−∆3

ω,ω+∆2
∆2

3(∆2 −∆3)2d∆23

]}
dω = 0

(D.6)

where for simplicity we used ω instead of ω1. We now write ∆i = δiω with
δi is a small number and obtain:∫

g(ω)

{
∂N

∂t
+

∂2

∂ω2

[
S ω6+χ n2 ∂2

∂ω2
(log n)

]}
dω = 0, (D.7)

where χ is the degree of homogeneity of S34
12 and S is defined as:

S =
1

4

∫
S1+δ3,1+δ2−δ3

1,1+δ2
δ2

3(δ2 − δ3)2dδ23, (D.8)

As (D.7) must be valid for every function g, this means that the DAM for
the homogeneous isotropic Boltzmann equation in the three-dimensional hard
sphere model is

∂tN(ω, t) + ∂ωωR [n(ω, t)] = 0, (D.9)

where
R [n(ω, t)] = −S ω

13
2 n2(ω, t) ∂ωω log n(ω, t). (D.10)
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Appendix E. Matching Kats-Kontorovich to ωmax front solution

We will here find the match between the KK correction and the front
solution for the ODE-ε. We make the hypothesis that the front occurs for
ωmax � T and so it is reasonable to think that the term ω−

13
2 in equation

(19) it is slowly varying with respect to e
2ω
T . So by integrating twice in ω

(19) and match to the front we get the Cauchy problem εω−
13
2
T 2

4
A−2e

2ω
T = −S ñ+ c1(ω − ωmax) + c2

ñ(ωmax) = −1
∂ωñ(ωmax) = BAe

ωmax
T

(E.1)

where the first condition assures that n(ωmax) = 0 and the second that the

front behavior is linear with slope B = −ε 1
2ω
− 13

4
max found in equation (17). The

integration constants are then{
c2 = −S + ε ω

− 13
2

max
T 2

4
A−2 e

2ωmax
T

c1 = S−
1
2 ε

1
2 ω
− 13

4
max A−1 e

ωmax
T − ε ω−

13
2

max
T
2
A−2 e

2ωmax
T .

(E.2)

We will now match this solution in the regime where T � ωmax and the flux
is negligible with respect to the thermodynamic solution. In this regime, by

assuming the scaling relation ε ∼ ω
9
2
maxA2e−

2ωmax
T , the coefficients results in{

c2 ' −S
c1 ' S−

1
2 ε

1
2ω
− 13

4
maxA−1e

ωmax
T

(E.3)

and so the smallness of the correction reads as

ñ(ω) = 0 = −εω−
13
2
T 2

4
A−2e

2ω
T + (ω − ωmax)S−

1
2 ε

1
2ω
− 13

4
maxA

−1e
ωmax
T − S. (E.4)

Finally, considering that ω � ωmax, we recover and validate the relation

ε = S ω
9
2
maxA

2 e−
2ωmax
T . (E.5)

Appendix F. Matching Kats-Kontorovich to ωmin front solution

The KK correction for that case is given by equation (27). We will con-

sider the limit ω � T and so e
2ω
T ' 1. By integrating twice in ω we get the
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Cauchy problem
|η|ω− 7

2
4
63
A−2 = −S ñ+ c1(ω − ωmin) + c2

ñ(ωmin) = −1

∂ωñ(ωmin) = |η| 12 S ω−
11
4

min A
−1

(F.1)

with the initial conditions chosen in order to match with the front solution.
The integration constants result in{

c2 = −S + |η|ω−
7
2

min
4
63
A−2

c1 = −S 1
2 |η| 12ω−

11
4

min A
−1 + |η|ω−

9
2

min
2
9
A−2.

(F.2)

We assume and guess that the particles flux scales as |η| ∼ ω
7
2
minA

2. Now, in
the regime ω � ωmin were the correction is negligible we have

ñ(ω) = 0 = −|η|ω−
7
2

4

63
A−2 + c1(ω − ωmin) + c2 ' ω c1. (F.3)

So, finally, we impose that c1 = 0 to get the condition on the flux

|η| = S

(
9

2

)2

A2 ω
7
2
min. (F.4)

Appendix G. Scaling properties of DAM

The constant energy flux DAM (15) and the constant particles flux DAM
(24) can be generally written as

c = −Sωpn2(ω)∂ωω log n(ω) (G.1)

where the exponent is respectively p = 13/2 and p = 11/2 and c is a constant
that represent the considered flux. Lets now analyze the rescaling properties
of that equation by the following change of variables

c = λαc̄
ω = λβω̄
n = λγn̄.

(G.2)

After some easy algebra we find that the system is invariant if

α = (p− 2)β + 2γ. (G.3)
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As a consequence we can establish how the thermodynamic quantities defined
by the Maxwell-Boltzmann distribution nMB(ω) = Ae−

ω
T = e−

ω+µ
T vary: the

temperature T scales as ω and so T = λβT̄ , while the chemical potential µ
scales as µ = λβγµ̄.
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