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Abstract—This paper provides a theoretical framework for passivity characterization of symmetric rational macromodels. These may be obtained for linear and time-invariant reciprocal structures if structural symmetry is preserved during the rational fitting stage of the macromodel generation. Standard Hamiltonian-based methods can be used to characterize any passivity violation of such macromodels. Recent developments have suggested, however, that the same results may be obtained at a reduced computational cost, using so-called “half-size” passivity test matrices. In this paper, we generalize such results by providing a complete theoretical framework. In addition to imaginary Hamiltonian eigenvalues, we present a complete characterization of associated eigenvectors, allowing for precise localization of passivity violations. Since half-size matrices are also used for computing the eigenvectors, the overall computational cost is reduced up to a factor of eight. Several numerical examples validate and confirm the theoretical developments.
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I. INTRODUCTION

RALATIONAL macromodeling has become a standard approach for time-domain simulation of high-speed electronic circuits. Native characterization of electrical interconnects at chip, package, or board level, including both signal and power delivery networks, is typically available in the frequency domain in form of tabulated scattering, admittance, or impedance matrices, as a result of full-wave simulation or measurement. It is well known that the direct inclusion of such data into circuit-based system-level analysis flows poses serious numerical challenges [2]. Rational macromodeling provides a good solution to these problems. The frequency-domain samples are first processed by a rational fitting engine [3]–[9], leading to a closed-form representation of the transfer matrix in terms of poles and residues. This form is readily synthesized into an equivalent circuit, compatible with any SPICE-compatible circuit solver and ready for system-level analysis.

Passivity characterization and enforcement plays a crucial role in this process. If the macromodel is not passive, the transient simulation may become unstable and fail even if the model is terminated into passive networks [1], [2], [10], [15]. Therefore, significant efforts have been devoted in recent years for the development of robust and efficient passivity check and enforcement methods [15]–[27]. It is now widely recognized that one of the most reliable techniques is based on the spectral characterization of suitable Hamiltonian matrices [16], [23], [24], [28], [32], [33].

One of the main drawbacks of Hamiltonian-based techniques is the computational cost required for the extraction of the Hamiltonian eigenvalues/eigenvectors. This cost scales as the third power of the Hamiltonian matrix size, which, in turn, is twice the total number of poles of the macromodel. Thus, processing of large-scale macromodels may become quite demanding. Solutions for reducing this computational cost have been proposed in [15] and [25] by exploiting sparse structured state–space realizations within dedicated sparse eigensolvers.

The computational cost for Hamiltonian eigenvalue extraction may be reduced if the macromodel response is structurally symmetric. This is the case when the physical structure is reciprocal, and when symmetry is preserved during the rational fitting stage of the macromodel generation. For instance, one can fit with rational functions only the upper triangular part of the transfer matrix and copy the results into the lower triangular part. This process has both the advantages of preserving in the macromodel structure the constraints imposed by reciprocity, and of reducing the computational cost of macromodel derivation.

Recent developments [32], [33] have shown that the Hamiltonian eigenvalues required for passivity characterization of symmetric macromodels may be obtained by processing “half-size” passivity test matrices, leading to a reduction in the computational cost by a factor of eight. However, the main results in [32] and [33] are derived only for particular cases that are not clearly identified. One of the main objectives of this paper is indeed to provide a complete and self-consistent theoretical framework for the Hamiltonian-based passivity characterization of symmetric rational macromodels. It will be shown that four different passivity test matrices may be used, only one being Hamiltonian. All relations between these test matrices are fully developed here, including the general derivation of the “half-size” passivity test matrices of [32] and [33]. The latter are shown to provide a spectral factorization of the square of a full-size non-Hamiltonian passivity test matrix. In addition, this paper extends previous results by providing a complete characterization of Hamiltonian eigenvectors based on reduced-complexity eigendecompositions. These techniques may be used for the precise identification of passivity violation subbands at a reduced computational cost with respect to state-of-the-art methods.
II. PRELIMINARIES AND NOTATION

A. Basic Notation

We consider a general $p$-port linear and time-invariant structure. The input–output behavior of the structure is described via a Laplace-domain rational macromodel $\mathbf{H}(s)$ obtained via some fitting, approximation, or identification process. Several algorithms are available for this task, including the well-known vector fitting scheme in its various implementations [3]–[9]. For the sake of generality, $\mathbf{H}(s)$ will denote either a scattering or a hybrid matrix, the latter including as particular cases both impedance and admittance representations.

It is well known [11] that any matrix of (proper) rational functions can be represented as

$$\mathbf{H}(s) = \mathbf{D} + \mathbf{C}(s\mathbf{I} - \mathbf{A})^{-1}\mathbf{B}$$  \hspace{1cm} (1)

where $\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}\}$ are the state–space matrices of some realization of $\mathbf{H}(s)$, and $\mathbf{I}$ is the identity matrix. Throughout this paper, no explicit structure will be considered for the state–space realization, and we will assume general complex-valued state–space matrices. We will, however, constrain the macromodel poles (eigenvalues of $\mathbf{A}$) to be stable with a strictly negative real part. Since $\mathbf{H}(s)$ represents a physical system, we also assume a real impulse response, which requires that

$$\mathbf{H}(s^{\ast}) = \mathbf{H}^{\ast}(s).$$  \hspace{1cm} (2)

B. Block-Structured Matrices

We are here interested in matrices with a particular block structure. Defining

$$\mathbf{J} = \begin{bmatrix} 0 & \mathbf{I} \\ -\mathbf{I} & 0 \end{bmatrix}$$  \hspace{1cm} (3)

we have the following classification [31] for $\mathcal{M} \in \mathbb{C}^{2n \times 2n}$:

- Hamiltonian: $$(\mathcal{M}\mathbf{J})^{H} = + (\mathcal{M}\mathbf{J})$$  \hspace{1cm} (4)
- skew-Hamiltonian: $$(\mathcal{M}\mathbf{J})^{H} = - (\mathcal{M}\mathbf{J})$$  \hspace{1cm} (5)
- J-symmetric: $$(\mathcal{M}\mathbf{J})^{T} = + (\mathcal{M}\mathbf{J})$$  \hspace{1cm} (6)
- J-skew symmetric: $$(\mathcal{M}\mathbf{J})^{T} = - (\mathcal{M}\mathbf{J})$$  \hspace{1cm} (7)

For matrices with the above structure, the eigenvalues always come in pairs with specific symmetry constraints. In particular, if $\mu$ is an eigenvalue, we have

- Hamiltonian: $$\{\mu, -\mu^\ast\} \in \text{eig}(\mathcal{M})$$
- skew-Hamiltonian: $$\{\mu, -\mu^\ast\} \in \text{eig}(\mathcal{M})$$
- J-symmetric: $$\{\mu, -\mu\} \in \text{eig}(\mathcal{M})$$
- J-skew symmetric: $$\{\mu, \mu\} \in \text{eig}(\mathcal{M})$$

This implies that the eigenspectrum of real-valued Hamiltonian matrices is symmetric with respect of both real and imaginary axes (four-quadrant symmetry), whereas all eigenvalues of real skew-Hamiltonian matrices have at least double (in general, even) multiplicity. It is straightforward to prove that when $\mathcal{M}$ is Hamiltonian ($J$-symmetric), then $\mathcal{M}^{2}$ is skew-Hamiltonian ($J$-skew symmetric).

C. Passivity Characterization

A system in the form (1) is passive when the following conditions are fulfilled [12]–[14]:

1) $\mathbf{H}(s)$ defined and analytic in $\mathbb{R}_{\text{e}}\{s\} > 0$;
2) $\mathbf{H}(s^{\ast}) = \mathbf{H}^{\ast}(s)$;
3a) $\Psi(s) \geq 0, \mathbb{R}_{\text{e}}\{s\} > 0$ (hybrid representations);
3b) $\Phi(s) \geq 0, \mathbb{R}_{\text{e}}\{s\} > 0$ (scattering representations);

where

$$\Psi(s) = \frac{1}{2} (\mathbf{H}(s) + \mathbf{H}^{H}(s))$$  \hspace{1cm} (8)
$$\Phi(s) = (\mathbf{I} - \mathbf{H}^{H}(s)\mathbf{H}(s)).$$  \hspace{1cm} (9)

For hybrid (admittance, impedance) representations, the non-negativity condition 3a) is equivalent to requiring that all eigenvalues of $\Psi(s)$ must be nonnegative for $\mathbb{R}_{\text{e}}\{s\} > 0$. In the scattering case, condition 3b) is equivalent to the nonexpansivity (unitary boundedness) requirement that all singular values of $\mathbf{H}(s)$ must not exceed 1 for $\mathbb{R}_{\text{e}}\{s\} > 0$. Note that conditions 1) and 2) are guaranteed by the working assumptions of model stability and real impulse response (2), and that conditions 3a) and 3b) may be restricted to the imaginary axis $s = j\omega$, as discussed in [14].

Throughout the following, we will assume that the model is asymptotically strictly passive, i.e.: $\mathbf{D} + \mathbf{D}^{H} > 0$ and $\mathbf{I} - \mathbf{D}^{H}\mathbf{D} > 0$ for hybrid, admittance, and impedance representations, and $\mathbf{D} + \mathbf{D}^{H} > 0$ for scattering representations. If this is not the case, asymptotic (strict) passivity can be achieved via perturbation using the techniques reported in [15] and [20].

It is widely acknowledged that the most reliable test for the above passivity conditions is based on the spectral characterization of Hamiltonian matrices [24], [28]. This test avoids checking conditions 3a) and 3b) via a brute-force frequency sampling process, which might be computationally expensive and inaccurate. We recall the definition of the Hamiltonian matrix corresponding to (1) (see the Appendix, Section A and [24] and [28]). In the hybrid (impedance and admittance) case, we have

$$\mathcal{N}_{\mathbf{s}} = \begin{bmatrix} \mathbf{A} + \mathbf{BQ}_{\mathbf{s}}^{-1}\mathbf{C} & \mathbf{BQ}_{\mathbf{s}}^{-1}\mathbf{B} \\ -\mathbf{C}^{H}\mathbf{Q}_{\mathbf{s}}^{-1}\mathbf{C} & -\mathbf{A}^{H} + \mathbf{C}^{H}\mathbf{Q}_{\mathbf{s}}^{-1}\mathbf{B}^{H} \end{bmatrix}$$  \hspace{1cm} (12)

with $\mathbf{Q}_{\mathbf{s}} = (2\mathbf{I} - \mathbf{D} - \mathbf{D}^{H})$, whereas in the scattering case, we have

$$\mathcal{M}_{\gamma} = \begin{bmatrix} \mathbf{A} - \mathbf{B}\gamma^{-1}\mathbf{D}^{H}\mathbf{C} & -\gamma\mathbf{B}^{H} \\ \gamma\mathbf{C}^{H}\mathbf{S}_{\gamma}^{-1}\mathbf{C} & -\mathbf{A}^{H} + \gamma\mathbf{C}^{H}\mathbf{D}\mathbf{S}_{\gamma}^{-1}\mathbf{B}^{H} \end{bmatrix}$$  \hspace{1cm} (13)

with $\mathbf{R}_{\gamma} = (\mathbf{D}^{H}\mathbf{D} - \gamma^{2}\mathbf{I})$ and $\mathbf{S}_{\gamma} = (\mathbf{D}^{H}\mathbf{D} - \gamma^{2}\mathbf{I})$. We remark that definitions (12) and (13) are consistent for a generic...
complex state–space realization, and that only in case of real state–space matrices, the conjugate-transpose operator $H^T$ may be replaced by the transpose operator $T$. This fact has been the source of some confusion in the existing literature [32], [33], as will be discussed below.

The Hamiltonian-based passivity characterization [24], [28] is based on the presence of purely imaginary eigenvalues of matrices $N_0$ (hybrid) or $M_1$ (scattering). We have the following two theorems.

**Theorem 1:** Let $H(s)$ be a macromodel in hybrid (admittance or impedance) form, defined by a state–space realization $\{A, B, C, D\}$, $j\omega_0$ is then a purely imaginary eigenvalue of $N_0$ if and only if (iff) $\delta$ is an eigenvalue of $\Psi(j\omega_0)$.

**Theorem 2:** Let $H(s)$ be a macromodel in scattering form, defined by a state–space realization $\{A, B, C, D\}$, $j\omega_0$ is then a purely imaginary eigenvalue of $M_1$ iff $\gamma$ is a singular value of $H(j\omega_0)$.

A sketch of the proof for the above theorems is available in the Appendix, Section A.

Setting, as a particular case, $\delta = 0$ and $\gamma = 1$, we conclude that the (simple) imaginary Hamiltonian eigenvalues $j\omega_i$ pinpoint the frequencies at which one of the eigenvalues $\lambda(j\omega)$ of $\Psi(j\omega)$ (hybrid, admittance, and impedance) or $\Phi(j\omega)$ (scattering) changes sign. Therefore, if there are no purely imaginary Hamiltonian eigenvalues, all eigenvalues of $\Psi(j\omega)$ (respectively, $\Phi(j\omega)$) remain positive (due to the asymptotic strict passivity assumption), and the model is guaranteed passive. This fact is summarized in the following corollaries.

**Corollary 1:** Let $H(s)$ be a macromodel in hybrid (admittance or impedance) form, defined by a state–space realization $\{A, B, C, D\}$ with $D + DH > 0$. The macromodel is passive iff $N_0$ has no purely imaginary eigenvalues.

**Corollary 2:** Let $H(s)$ be a macromodel in scattering form, defined by a state–space realization $\{A, B, C, D\}$ with $I - D^H D > 0$. The macromodel is passive iff $M_1$ has no purely imaginary eigenvalues.

Fig. 1(a) depicts the eigenvalues of $\Psi(j\omega)$ as functions of frequency for a nonpassive admittance model, highlighting the frequency bands where passivity violations occur. The dots in the panel of Fig. 1(a) depict the imaginary eigenvalues of the associated Hamiltonian matrix, whereas Fig. 1(b) reports the full Hamiltonian eigenspectrum. Since in this case a real state–space realization was used, the full four-quadrant symmetry of the Hamiltonian eigenvalue set holds.

Fig. 1 highlights that knowledge of the imaginary Hamiltonian eigenvalues alone is not sufficient to determine whether the model is passive within any prescribed subband. One of the main results in [24] states that the passivity characterization of each subband may be obtained with no ambiguity if the first-order derivatives $\xi_k$ of the eigenvalue trajectories (as functions of frequency) are also known at the frequencies $\omega_i$ corresponding to imaginary Hamiltonian eigenvalues. We report for completeness the following theorem (the proof can be found in [24]).

**Theorem 3:** Let $P_0$ denote the Hamiltonian matrix $N_0$ for hybrid, admittance, and impedance representations or $M_1$ for scattering representations. Let $\Omega = \{j\omega_i : j\omega_i \in \text{eig}(P_0), 0 < \omega_i < \omega_i + 1\}$ collect the (sorted) imaginary Hamiltonian eigenvalues and let all these eigenvalues be simple. Finally, let $\xi_i$ be defined as

$$\xi_i = \frac{j\omega_i^H J \xi_i}{\omega_i^H J^2 P_0 \omega_i}$$

where $\xi_i$ is the right Hamiltonian eigenvector corresponding to $j\omega_i$, and $P'_0$ is the first-order perturbation of the Hamiltonian matrix according to the expansion

$$P_\varepsilon = P_0 + \varepsilon P'_0 + \cdots$$

$H(j\omega)$ is then locally passive for $\omega \in (\omega_i - 1, \omega_i)$ iff

$$\sum_{k>0} \text{sgn}(\xi_k) = 0$$

where $\text{sgn}(\cdot)$ extracts the sign of its argument and $\omega_0 = 0$.

**Remark 1:** Theorem 3 shows that a precise passivity characterization also requires the eigenvectors $\xi_i$ of the Hamiltonian matrix. Actually, most passivity enforcement schemes based on Hamiltonian eigenvalue perturbation make explicit use of these eigenvectors [15], [24]. One of the main objectives of this paper is to provide a complete characterization of both eigenvalues and eigenvectors for the specific case of symmetric macromodels.

**III. PASSIVITY OF SYMMETRIC MACROMODELS**

This work concentrates on passivity characterization of symmetric rational macromodels

$$H^T(s) = H(s).$$

Symmetric macromodels are obtained if: 1) the physical structure under investigation is reciprocal and 2) the adopted rational fitting scheme preserves structural symmetry in the macromodel. In addition to physical consistency, use of symmetric
macromodels is convenient since only the upper triangular portion of the transfer matrix needs to be processed by numerical fitting. Thus, a symmetric macromodel can be obtained at a reduced computational cost. We will only consider symmetric macromodels with real impulse response (2), denoted as real symmetric (even if corresponding to a complex state–space realization). For such models, the direct coupling matrix $D$ must be such that

$$D = D^* = D^T = D^H.$$  \hfill (18)

The problem of passivity characterization of real-symmetric macromodels has been investigated by recent literature. The main results of [32] and [33] show that the set of imaginary eigenvalues $\Omega$ may be obtained by processing a so-called half-size passivity matrix, which is somewhat related to the classical Hamiltonian matrices. However, some of the derivations in [32] and [33] are flawed by minor inconsistencies and apply only in particular cases. In this work, we extend such results by providing a general derivation. In addition, we show all relevant connections with classical Hamiltonian methods. Finally, we provide a characterization of the Hamiltonian eigenvectors that is able to reduce by a factor of eight the computational cost with respect to the standard nonsymmetric case.

A. Passivity Matrices: Hamiltonian or Non-Hamiltonian?

The conjugate (Hermitian) transpose of a generic (unstructured) macromodel is expressed as

$$H^H(s) = D^H + B^H(s^*I - A^H)^{-1}C^H. \hfill (19)$$

Using this representation in (8) and (9) leads to the standard Hamiltonian passivity characterization results of Section II-C. However, in case of a real-symmetric model, we have three additional representations

$$H^H(s) = H(s^*) = D + C(s^*I - A)^{-1}B = H^T(s^*) = D + B^T(s^*I - A^T)^{-1}C^T = H^*(s) = D + C^*(s^*I - A^*)^{-1}B^* \hfill (20-22)$$

which, in turn, lead to the alternative definitions

$$\Psi(s) = \hat{\Psi}(s) = \frac{1}{2}(H(s) + H(s^*)) = \frac{1}{2}(H(s) + H^T(s^*)) = \frac{1}{2}(H(s) + H^*(s)) \hfill (23-25)$$

and

$$\Phi(s) = \tilde{\Phi}(s) = (I - H(s^*)H(s)) = (I - H^T(s^*)H(s)) = (I - H^*(s)H(s)). \hfill (26-28)$$

These may be used instead of (8) and (9) to characterize the macromodel passivity as in Section II-C. Indeed, following the same steps of Appendix A, definitions (23)–(25) lead, respectively, to the three new passivity characterization matrices

$$\tilde{N}_b = \begin{bmatrix} A + BQ_6^{-1}C & BQ_6^{-1}C \\ -BQ_6^{-1}C & -A - BQ_6^{-1}C \end{bmatrix} \hfill (29)$$

$$\tilde{N}_x = \begin{bmatrix} A + BQ_5^{-1}C & BQ_5^{-1}B^T \\ -C^TQ_5^{-1}C - A^T - C^TQ_5^{-1}B^T \end{bmatrix} \hfill (30)$$

$$\tilde{N}_\gamma = \begin{bmatrix} A + BQ_5^{-1}C & BQ_5^{-1}C^* \\ -B^*Q_5^{-1}C & -A^* - B^*Q_5^{-1}C^* \end{bmatrix} \hfill (31)$$

where $Q_6 = 2(\delta I - D)$, for admittance or impedance representations, while definitions (26)–(28) lead to

$$\tilde{M}_\gamma = \begin{bmatrix} A - BR_\gamma^{-1}C & -\gamma BR_\gamma^{-1}C \\ \gamma BR_\gamma^{-1}C & -A + BR_\gamma^{-1}C \end{bmatrix} \hfill (32)$$

$$\tilde{M}_x = \begin{bmatrix} A - BD_\gamma^{-1}C & -\gamma BD_\gamma^{-1}C \\ \gamma C^T D_\gamma^{-1}C & -A^T + CD_\gamma^{-1}C^T \end{bmatrix} \hfill (33)$$

$$\tilde{M}_b = \begin{bmatrix} A - BR_\gamma^{-1}C & -\gamma BR_\gamma^{-1}C^* \\ \gamma B^*R_\gamma^{-1}C & -A^* + B^*D_\gamma^{-1}C^* \end{bmatrix} \hfill (34)$$

with $R_\gamma = (D^2 - \gamma^2 I)$ for scattering representations. Any of the above matrices, together with (12) and (13), will be denoted as a “passivity” matrix. It is straightforward to prove the following Lemmas.

**Lemma 1:** Let $H(s)$ be a real-symmetric macromodel in admittance or impedance form, defined by a state–space realization $\{A, B, C, D\}$. The matrices $N_b, N_x, N_x, \gamma$, and $\tilde{N}_\gamma$ are then similar and share the same set of eigenvalues.

**Lemma 2:** Let $H(s)$ be a real-symmetric macromodel in scattering form, defined by a state–space realization $\{A, B, C, D\}$. The matrices $M_\gamma, \tilde{M}_\gamma, \tilde{M}_\gamma, \gamma$, and $\tilde{M}_\gamma$ are then similar and share the same set of eigenvalues.

The proof is omitted since it follows the same steps reported in the Appendix, Section A after replacing the purely imaginary eigenvalue $j\mu_0$ with a generic $\mu \in \mathbb{C}$.

**Remark 2:** Matrices $N_b, N_x, \gamma$, are Hamiltonian according to the classification of Section II-B for any complex-valued state–space realization.

**Remark 3:** Matrices $\tilde{N}_\gamma, \tilde{M}_\gamma$, and $\tilde{M}_\gamma$, are J-symmetric according to the classification of Section II-B for any complex-valued state–space realization. In general, $\tilde{N}_\gamma$ and $\tilde{M}_\gamma$ are not Hamiltonian. This is somewhat misinterpreted in [33], where the distinction between real or complex-valued realizations and the Hamiltonian or J-symmetric structure is not well developed.

**Remark 4:** In case of a purely real state–space realization, the $H$ and $T$ operators coincide so that $\tilde{N}_\gamma = N_b$ and $\tilde{M}_\gamma = M_\gamma$ are Hamiltonian and J-symmetric at the same time.

**Remark 5:** In case of (complex-valued) strictly symmetric state–space realizations (as defined in [33] with $A$ diagonal and $B = C^T$), one can prove that $\tilde{N}_\gamma$ and $\tilde{M}_\gamma$ are Hamiltonian, whereas $\tilde{N}_\gamma$ and $\tilde{M}_\gamma$ are J-symmetric.

Combining the statements of Remarks 2 and 3 with the similarity considerations of Lemmas 1 and 2, we conclude that the full eigenvalue set $\Lambda$ of all above-defined passivity matrices fulfills the symmetry constraints imposed by both the Hamiltonian
and J-symmetric structure. In particular, if \( \mu \) is an eigenvalue, we have

\[
\begin{align*}
\mu \in \mathbb{R} & \quad \Rightarrow \quad \{ \mu, -\mu \} \in \Lambda \\
\mu \in j\mathbb{R} & \quad \Rightarrow \quad \{ \mu, -\mu \} \in \Lambda \\
\mu \not\in \mathbb{R} \cup j\mathbb{R} & \quad \Rightarrow \quad \{ \mu, -\mu, \mu^*, -\mu^* \} \in \Lambda.
\end{align*}
\]

This is true for any real-symmetric macromodel defined by a general complex-valued state–space realization. Thus, the constraints imposed by symmetry (17) add an additional structure to the classical eigenvalue symmetries listed in Section II-B.

### B. Passivity Characterization of Real-Symmetric Macromodels

Any of the passivity matrices defined in Section III-A may be used to perform a purely algebraic passivity test of a real-symmetric macromodel. In particular, we can state the following theorems, which generalize Theorems 1 and 2 for the specific case of real-symmetric macromodels.

**Theorem 4:** Let \( \mathbf{H}(s) \) be a real-symmetric macromodel in admittance or impedance form, defined by a state–space realization \( \{ \mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D} \} \). \( \delta \) is then an eigenvalue of \( \mathbf{J}(j\delta) \) iff \( j\delta \) is a purely imaginary eigenvalue of \( \mathbf{A}_6^T, \mathbf{A}_6, \mathbf{A}_6, \) or \( \mathbf{A}_6 \).

**Theorem 5:** Let \( \mathbf{H}(s) \) be a real-symmetric macromodel in scattering form, defined by a state–space realization \( \{ \mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D} \} \). \( \gamma \) is then a singular value of \( \mathbf{H}(j\delta) \) iff \( j\delta \) is a purely imaginary eigenvalue of \( \mathbf{M}_1^T, \mathbf{M}_1, \mathbf{M}_1, \) or \( \mathbf{M}_1 \).

The Appendix, Section B reports a sketch of the proof for the cases \( \mathbf{N}_6 \) and \( \mathbf{M}_1 \), which are of particular interest due to their structure, as discussed below. We conclude this section by noting that any of the passivity matrices above may be used to ascertain whether purely imaginary eigenvalues are present through Corollaries 1 and 2. If no such eigenvalues are found, the model is passive. Otherwise, a more precise characterization is needed.

### C. Squared and Half-Size Passivity Matrices

Let \( \mathcal{P} \) denote any of the above-defined passivity matrices, and let \( \Lambda \) be the set of its eigenvalues. We consider now the set of eigenvalues of \( \mathcal{P}^2 \), denoted as \( \Lambda_2 \). Obviously, we have

\[
\mu \in \Lambda \quad \Rightarrow \quad \mu^2 \in \Lambda_2.
\]

It can be shown that the set \( \Lambda_2 \) inherits both symmetry constraints imposed by the skew-Hamiltonian and J-skew symmetric structure. In particular, all eigenvalues of \( \mathcal{P}^2 \) have (at least) double multiplicity and are symmetric with respect to the real axis since for any \( \lambda \in \Lambda_2 \),

\[
\begin{align*}
\lambda \in \mathbb{R} & \quad \Rightarrow \quad \{ \lambda, \lambda \} \in \Lambda_2 \\
\lambda \not\in \mathbb{R} & \quad \Rightarrow \quad \{ \lambda, \lambda^*, \lambda^*, \lambda^* \} \in \Lambda_2.
\end{align*}
\]

Real negative eigenvalues \( \lambda = -\omega_i^2 \) are of particular interest for passivity characterization. In fact, these are obtained as the square of each pair of purely imaginary eigenvalues \( \mu_i^{\pm} = \pm j\omega_i \) of \( \mathcal{P} \). Obviously, due to the spectral symmetries imposed by the realness condition (2), passivity characterization only requires detailed information on \( \mu_i^{+} = +j\omega_i \). Therefore, it is desirable to perform a spectral factorization of \( \mathcal{P}^2 \) in order to extract only those (simple) eigenvalues with associated eigenvectors that are of interest at a reduced computational cost. This is indeed one of the main achievements of [32] and [33], where a so-called “half-size” passivity test matrix was derived for admittance and scattering representations, respectively. We first recall these results, showing the particular connection with the above-defined passivity matrices \( \mathcal{P} \). We then extend these results by also providing a reduced-complexity eigenvector characterization. Finally, we derive a complete passivity characterization of real-symmetric macromodels.

It was noted in [33] that the Hamiltonian matrix of a real-symmetric macromodel has a block structure

\[
\begin{bmatrix}
\mathbf{E} & \mathbf{F} \\
-\mathbf{F} & -\mathbf{E}
\end{bmatrix}.
\]

This is actually not true in general since the above structure only applies to matrices \( \mathbf{N}_6 \) and \( \mathbf{M}_1 \) of (29) and (32), which are not Hamiltonian, as discussed in Section III-A. Restricting our analysis to these two passivity matrices, denoted collectively as \( \hat{\mathcal{P}} \), and defining

\[
\mathbf{T} = \mathbf{T}^T = \mathbf{T}^{-1} = \frac{1}{\sqrt{2}} \begin{bmatrix} \mathbf{I} & \mathbf{I} \\ \mathbf{I} & -\mathbf{I} \end{bmatrix}
\]

we see that

\[
\hat{\mathcal{P}}_T = \mathbf{T} \hat{\mathcal{P}} \mathbf{T}^T = \begin{bmatrix} 0 & \mathbf{\Theta}_+ \\ \mathbf{\Theta}_- & 0 \end{bmatrix}
\]

in the scattering case, and

\[
\begin{align*}
\mathbf{\Theta}_+ &= \mathbf{A} - \mathbf{B}(\mathbf{D} \pm \gamma \mathbf{I})^{-1}\mathbf{C} \\
\mathbf{\Theta}_- &= \mathbf{A} - \mathbf{B}(\mathbf{D} - \delta \mathbf{I})^{-1}\mathbf{C}
\end{align*}
\]

in the admittance and impedance cases. Taking the square of \( \hat{\mathcal{P}}_T \) leads to

\[
\hat{\mathcal{P}}_T^2 = \begin{bmatrix} \mathbf{P}_+ & 0 \\ 0 & \mathbf{P}_- \end{bmatrix}
\]

where

\[
\mathbf{P}_+ = \mathbf{\Theta}_+ \mathbf{\Theta}_- \quad \text{and} \quad \mathbf{P}_- = \mathbf{\Theta}_- \mathbf{\Theta}_+.
\]

It is straightforward to prove that

**Lemma 3:** Matrices \( \mathbf{P}_+ \) and \( \mathbf{P}_- \) are similar.

Matrices \( \mathbf{P}_+ \) and \( \mathbf{P}_- \) are denoted as half-size passivity test matrices in [32] and [33]. Due to its block-diagonal structure, the representation (47) provides a spectral factorization of \( \mathcal{P}^2 \). The full set of eigenvalues of any passivity matrix \( \mathcal{P} \) is thus obtained by taking the two complex square roots of the eigenvalues of \( \mathbf{P}_+ \) (or \( \mathbf{P}_- \)). Furthermore, the critical frequencies \( \omega_i \) required for passivity characterization, as discussed in Section II-B, are
simply determined from the restricted set of real negative
values \( \lambda_i = -\omega_i^2 \) of \( P_+ \) or \( P_- \). This procedure allows a reduc-
tion of the computing time required by eigenvalue determination
by a factor of eight \cite{29}.

D. Full-Size and Half-Size Eigenvectors

In this section, we also show that the eigenvectors of the
full-size passivity matrices \( \hat{P} \) can be obtained from the
reduced eigenvectors of the “half-size” matrices \( P_{\pm} \),
leading to a reduction of computing time by a factor of eight.
Section III-E will apply these results to the derivation of true
Hamiltonian eigenvectors and passivity characterization. We
have the following result (the proof is omitted).

Lemma 4: Let \( w_i^\pm \) be eigenvectors of \( P_{\pm} \) corresponding to a
common eigenvalue \( \lambda_i \). Then,

\[
\begin{align*}
\alpha w_i^+ & = \alpha \Theta_+ w_i^- \\
\beta w_i^+ & = \beta \Theta_+ w_i^-
\end{align*}
\]  

(49)

where \( \alpha \) and \( \beta \) are arbitrary nonvanishing complex constants.
Considering a real negative eigenvalue \( \lambda_i = -\omega_i^2 \), we can apply
this Lemma to extract the 2-D subspace of \( \hat{P}_T \) corresponding to the
eigenvalues \( \pm j\omega_i \) via

\[
\hat{P}_T \begin{bmatrix} w_i^+ \\ 0 \\ 0 \\ w_i^- \end{bmatrix} = \begin{bmatrix} 0 & \Theta_+ w_i^- \\ \Theta_+ w_i^+ & 0 \end{bmatrix} = \begin{bmatrix} w_i^+ \\ 0 \\ 0 \\ w_i^- \end{bmatrix} \begin{bmatrix} 0 & -\omega_i^2 \\ 1 & 0 \end{bmatrix}
\]

(50)

where the first relation in (49) with \( \alpha = 1 \) has been used. The
two eigenvectors corresponding to the individual eigenvalues
\( \pm j\omega_i \) are now readily obtained by diagonalizing the 2 \times 2 matrix
appearing last in (50). The result is

\[
\hat{P}_T \begin{bmatrix} \pm j\omega_i w_i^+ \\ \Theta_+ w_i^- \end{bmatrix} = \pm j\omega_i \begin{bmatrix} \pm j\omega_i w_i^+ \\ \Theta_+ w_i^- \end{bmatrix}.
\]

(51)

Finally, we can recover the eigenvectors \( \hat{w}_i^\pm \) of the passivity
matrix \( \hat{P} \)

\[
\hat{P} \hat{w}_i^\pm = \pm j\omega_i \hat{w}_i^\pm
\]

(52)

via similarity transformation (42) combined with (51), obtaining the
two alternative representations

\[
\hat{w}_i^+ = \begin{bmatrix} \pm j\omega_i I + \Theta_- \end{bmatrix} \hat{w}_i^- \\
\mp j\omega_i I + \Theta_-
\]

(53)

and

\[
\hat{w}_i^- = \begin{bmatrix} \pm j\omega_i I + \Theta_+ \end{bmatrix} \hat{w}_i^- \\
\mp j\omega_i I + \Theta_+
\]

(54)

E. Passivity Characterization via Half-Size Eigenvectors

Our aim here is to compute the (right) eigenvectors \( x_i \) of the
Hamiltonian matrix \( N_0 \) or \( M_1 \) starting from the information
available in the Half-size eigenvectors (53) or (54). Once \( x_i \) is
available, straightforward application of Theorem 3 will lead
to global passivity characterization. We analyze separately the
different macromodel representations.

1) Admittance and Impedance Representations: The full-
size eigenvector of \( N_0 \) corresponding to a purely imaginary
eigenvalue \( j\omega_i \) is provided by (67), where \( r \) and \( q \) are defined in
(64) and (65) in terms of the relevant eigenvector \( v \) of \( \Psi(j\omega_i) \)
(see the Appendix, Section A). However, \( v \) is also expressed via
(77) in terms of the block components of \( \hat{w}_i^\pm \), available in (53)
or (54). A direct substitution leads to the two alternative expres-
sions

\[
x_i^+ = \begin{bmatrix} K_1^+ \\ K_2^+ \end{bmatrix} \hat{w}_i^+ \text{ or } x_i^- = \begin{bmatrix} K_1^- \\ K_2^- \end{bmatrix} \hat{w}_i^-.
\]

(55)

where the block matrices \( K_{1,2}^\pm \) depend only on the state–space
matrices of the macromodel.

2) Scattering Representations: The same procedure used
above for hybrid representations can be applied with minor
modifications to the scattering case. In particular, the full-size
eigenvector of \( M_1 \) corresponding to a purely imaginary
eigenvalue \( j\omega_i \) is provided by (73), where \( r \) and \( q \) are defined in
(70) and (71) in terms of the left and right singular vectors \( u \) and \( v \) of
\( \mathbf{H}(j\omega_i) \) (see the Appendix, Section A). Also in this case, \( u \) and
\( v \) are expressed via (83) in terms of the block components of \( \hat{w}_i^\pm \), available in (53) or (54). Therefore, the same Hamiltonian
eigenvector representations (55) holds for the scattering case as well.

Let us now consider Theorem 3, and particularly the defini-
tion of the slopes \( \xi_i \) in (14). Using (55), we can easily derive the
following compact characterization:

\[
\xi_i = \frac{j w_i^+ \Gamma w_i}{w_i^+ \Delta w_i}
\]

(56)

where the \( \pm \) superscript has been omitted. Matrices \( \Delta \) and \( \Gamma \)
can be shown to be Hermitian and skew-Hermitian, respectively.
Therefore, \( \xi_i \) is real and still corresponds to the slope of the
frequency-dependent eigenvalue/singular value that crosses the
passivity threshold at \( j\omega_i \). Expression (56), which is one of the
main results in this paper, does not require the numeric com-
putation of the invariant subspaces of the full-size Hamiltonian
matrix, being defined by the half-size (right) eigenvector \( w_i \) of
\( P_{\pm} \) of (48). As a consequence, the total computation time re-
quired for \( \xi_i \) is reduced by at most a factor of eight since the
cost of a full eigendecomposition scales as the third power of
the matrix size. The numerical results of Section IV will con-
firm this statement.

IV. EXAMPLES

A. Similarity of Passivity Test Matrices

The first example validates Lemma 2 on the following three
test cases:

A) model of a 20-port via field under a land-grid array (LGA)
connector (30-GHz bandwidth, 30 poles per response);
B) same as A, but with 50 poles per response;
C) six-port model of a coupled signal/power delivery structure
(3-GHz bandwidth, 80 poles per response).
A more detailed description of these structures is available in [15]. For each test case, a real-symmetric rational macromodel in scattering form has been obtained via vector fitting [3]. Table I summarizes the dynamic order $n$ (size of state–space matrix $A$), the number of ports $p$, and the number of imaginary Hamiltonian eigenvalues $n_i$. The three panels of Fig. 2 depict the singular values versus frequency, highlighting with black dots the frequencies of the purely imaginary Hamiltonian eigenvalues providing the crossing points of the unit threshold.

The four passivity matrices $M_1$, $\tilde{M}_1$, $\tilde{M}_1$, and $\tilde{M}_1$ have been constructed for all cases. We now compare the full set of eigenvalues of these matrices, which should coincide according to Lemma 2. The results are summarized in Table I. Denoting with $\Lambda\{P\}$ the full set of eigenvalues of matrix $P$, we measure the deviation between two eigenvalue sets via the Hausdorff distance, defined as [34]

$$D(\Lambda_1, \Lambda_2) = \max \{\text{dist}(\Lambda_1, \Lambda_2), \text{dist}(\Lambda_2, \Lambda_1)\}$$

(57)

where

$$\text{dist}(\Lambda_1, \Lambda_2) = \max \{d(\lambda, \Lambda_2), \lambda \in \Lambda_1\}$$

(58)

represents the one-sided distance between set $\Lambda_1$ and set $\Lambda_2$, and

$$d(\lambda, \Lambda) = \min \{|\lambda - \mu|, \mu \in \Lambda\}$$

(59)

represents the distance between complex point $\lambda$ and the set $\Lambda$. The Hausdorff measure (57) is the natural tool to express “how close” two sets of points are. In order to make the results consistent, we further define a normalized error metric as

$$\varepsilon_P = \frac{D(\Lambda\{P\}, \Lambda\{M_1\})}{|\Lambda\{M_1\}|}$$

(60)

where $|\Lambda\{M_1\}|$ denotes the maximum magnitude among all Hamiltonian eigenvalues. The maximum deviation reported in Table I for all cases is on the order of machine precision, as expected. Since a real-valued state–space realization was used for all cases, we have $M_1 = \overline{M}_1$ and $\tilde{M}_1 = \overline{M}_1$, as confirmed by the numerical results. The last column in Table I reports the same error metric (60) applied to the full Hamiltonian eigenvalue set recovered as the (complex) square root of the eigenvalues of the half-size passivity matrix $P_+$. Also in this case, the deviation is close to machine precision.

### B. Eigenvector Characterization

In this section, we provide a validation for the Hamiltonian eigenvector characterization presented in Section III-E. For the same test cases of Section IV-A, we perform the following steps.

Step 1) The set $\Omega = \{\jmath \omega_i: i = 1, \ldots, n_i\}$ of purely imaginary eigenvalues of the Hamiltonian matrix $M_1$ is extracted from the full set $\Lambda\{M_1\}$.

Step 2) The eigenvectors $x_i$ of $M_1$ corresponding to each eigenvalue $\jmath \omega_i$ are also computed via a general-purpose full eigensolver [30].

Step 3) The reconstruction $\tilde{x}_i^+$ of the Hamiltonian eigenvectors based on the half-size passivity test matrix $P_+$ are computed via (55).

Step 4) All true and reconstructed eigenvectors are normalized to have a unit norm.

Step 5) For each pair of true and reconstructed eigenvectors $(x_i, \tilde{x}_i^+)$, a constant phase shift is applied $\tilde{x}_i^+ = \zeta(x_i)_k$ where $k$ is the component with the maximum magnitude.

As a result of above process, we can directly compare each true eigenvector with its reconstruction using the following error metric:

$$\varepsilon_x = \max_i \|x_i^+ - x_i\|_2$$

(61)
where the standard energy norm is used, in addition to the standard residual vector norm

\[ \theta_{\mathbf{x}} = \max_{i} \left\| \mathcal{M}_{i} \mathbf{x}_{i}^{\perp} - j\omega_{i} \mathbf{x}_{i}^{\perp} \right\|_{2} \]  

(62)

computed using the half-size eigenvector reconstructions. The results, reported in Table II, show a close to machine precision accuracy for the residual norm \( \theta_{\mathbf{x}} \), whereas a slight precision loss is can be noted on \( \epsilon_{\mathbf{x}} \). This can be explained by noting that, for cases B and C, some of the imaginary eigenvalues happen to be clustered with other Hamiltonian eigenvalues, thus leading to increased sensitivity [35], [36].

Table II also reports the CPU time (using a notebook with 2.0-GHz clock and 1-GB RAM) needed for the computation of eigenvectors using full-size \( T_{\text{full}} \) and half-size \( T_{\text{half}} \) processes. The speedup factor achieved by the half-size process approaches the ideal factor 8. Only a marginal overhead, needed for the postprocessing steps described in (53)–(55), reduces this speedup by a small factor. It should be noted that this overhead is proportional to the number of imaginary Hamiltonian eigenvalues (see Table I) and vanishes when the model is passive.

V. CONCLUSIONS

This paper has provided a complete and self-consistent theoretical framework for the passivity characterization of real-symmetric rational macromodels. This characterization is obtained as a set of purely algebraic tests based on the extraction of few eigenvalues and associated eigenvectors of suitable “half-size” test matrices. The main results extend previous characterizations by highlighting proper connection to classical Hamiltonian matrix theory. Finally, a reliable reduced-complexity process for the identification of passivity violation subbands has been presented, which requires a fraction of the CPU time with respect to standard techniques.

APPENDIX

A. Standard Hamiltonian Matrices

We report a sketch of the proof for Theorems 1 and 2. The derivations provide a constructive way for the derivation of the Hamiltonian matrices corresponding to a general rational macromodel \( \mathbf{H}(s) \) in hybrid (admittance and impedance) and scattering representation, respectively.

**Proof:** Theorem 1 (hybrid, admittance, and impedance representations). Let us assume that \( \delta \) is an eigenvalue of \( \Psi(j\omega_{0}) \). By definition,

\[
\begin{align*}
\mathbf{C}(j\omega_{0})\mathbf{I} - \mathbf{A}^{-1}\mathbf{B} + \mathbf{B}^{H}(j\omega_{0})\mathbf{I} - \mathbf{A}^{-1}\mathbf{C}^{H} + \mathbf{D} + \mathbf{D}^{H} & = 2\delta \mathbf{v} \quad (63)
\end{align*}
\]

where \( \mathbf{v} \) is the associated right eigenvector. Defining

\[
\begin{align*}
\mathbf{r} & = (j\omega_{0})\mathbf{I} - \mathbf{A}^{-1}\mathbf{B} \mathbf{v} \quad (64) \\
\mathbf{q} & = (j\omega_{0})\mathbf{I} - \mathbf{A}^{H}^{-1}\mathbf{C}^{H} \mathbf{v} \quad (65)
\end{align*}
\]

can express \( \mathbf{v} \) via (63) as

\[
\mathbf{v} = (2\delta \mathbf{I} - \mathbf{D} - \mathbf{D}^{H})^{-1}(\mathbf{C} \mathbf{r} + \mathbf{B}^{H} \mathbf{q}). \quad (66)
\]

Substitution into (64) and (65) leads to

\[
\mathcal{N}_{\delta} \begin{bmatrix} \mathbf{r} \\ \mathbf{q} \end{bmatrix} = j\omega_{0} \begin{bmatrix} \mathbf{r} \\ \mathbf{q} \end{bmatrix} \quad (67)
\]

where \( \mathcal{N}_{\delta} \) is defined as in (12), proving that \( j\omega_{0} \) is an imaginary eigenvalue of the Hamiltonian matrix \( \mathcal{N}_{\delta} \) and \( [\mathbf{r}; \mathbf{q}] \) is the associated eigenvector. The converse is proved by repeating the same derivations in reverse order. \( \blacksquare \)

**Proof:** Theorem 2 (scattering representations). Let us assume that \( \gamma \) is a singular value of \( \mathbf{H}(j\omega_{0}) \). By definition,

\[
\begin{align*}
\mathbf{D} + \mathbf{C}(j\omega_{0})\mathbf{I} - \mathbf{A}^{-1}\mathbf{B} & = \gamma \mathbf{u} \quad (68) \\
\mathbf{D}^{H} + \mathbf{B}^{H}(j\omega_{0})\mathbf{I} - \mathbf{A}^{-1}\mathbf{C}^{H} & = \gamma \mathbf{v} \quad (69)
\end{align*}
\]

where \( \mathbf{u} \) and \( \mathbf{v} \) are the left and right singular vectors, respectively. Defining

\[
\begin{align*}
\mathbf{r} & = (j\omega_{0})\mathbf{I} - \mathbf{A}^{-1}\mathbf{B} \mathbf{u} \quad (70) \\
\mathbf{q} & = (j\omega_{0})\mathbf{I} - \mathbf{A}^{H}^{-1}\mathbf{C}^{H} \mathbf{v} \quad (71)
\end{align*}
\]

can express the left and right singular vectors via (68) and (69) as

\[
\begin{bmatrix} \mathbf{u} \\ \mathbf{v} \end{bmatrix} = \begin{bmatrix} \mathbf{D} & \gamma \mathbf{I} \\ -\mathbf{\gamma} \mathbf{I} & -\mathbf{D}^{H} \end{bmatrix}^{-1} \begin{bmatrix} \mathbf{C} \mathbf{r} \\ \mathbf{B}^{H} \mathbf{q} \end{bmatrix}. \quad (72)
\]

Substitution into (70) and (71) leads to

\[
\mathcal{M}_{\gamma} \begin{bmatrix} \mathbf{r} \\ \mathbf{q} \end{bmatrix} = j\omega_{0} \begin{bmatrix} \mathbf{r} \\ \mathbf{q} \end{bmatrix} \quad (73)
\]

where \( \mathcal{M}_{\gamma} \) is defined as in (13), proving that \( j\omega_{0} \) is an imaginary eigenvalue of the Hamiltonian matrix \( \mathcal{M}_{\gamma} \) and \( [\mathbf{r}; \mathbf{q}] \) is the associated eigenvector. The converse is proven by repeating the same derivations in reverse order. \( \blacksquare \)

B. Proof of Theorems 4 and 5

The constructive proofs below provide a derivation of the passivity matrices \( \mathcal{N}_{\delta} \) and \( \mathcal{M}_{\gamma} \) of (29) and (32), corresponding to a real-symmetric rational macromodel \( \mathbf{H}(s) \) in admittance,
impedance and scattering representation, respectively. The proof for the other cases in the theorems are omitted.

Proof: Theorem 4 (admittance and impedance representations). Let us assume that $\delta$ is an eigenvalue of $\hat{\Psi}(j\omega_0)$ in (23). By definition,

$$
[C(j\omega_0)I - A]^{-1}B + C(-j\omega_0I - A)^{-1}B + 2D] \psi = 2\delta \psi
$$

where $\psi$ is the associated right eigenvector. Defining

$$
\hat{r} = (j\omega_0I - A)^{-1}B\psi
$$

and

$$
\hat{q} = (-j\omega_0I - A)^{-1}B\psi
$$

we can express $\psi$ via (74) as

$$
\psi = (2\delta I - 2D)^{-1}C(\hat{r} + \hat{q}).
$$

Substitution into (75) and (76) leads to

$$
\hat{N}_b \begin{bmatrix} \hat{r} \\ \hat{q} \end{bmatrix} = j\omega_0 \begin{bmatrix} \hat{r} \\ \hat{q} \end{bmatrix}
$$

where $\hat{N}_b$ is defined as in (29), proving that $j\omega_0$ is an imaginary eigenvalue of the passivity matrix $\hat{N}_b$ and $[\hat{r}, \hat{q}]$ is the associated eigenvector. The converse is proved by repeating the same derivations in reverse order.

Proof: Theorem 5 (scattering representations). Let us assume that $\gamma$ is a singular value of $\mathbf{H}(j\omega_0)$. Using (20), we have by definition

$$
[D + C(j\omega_0I - A)^{-1}B] \psi = \gamma \psi
$$

and

$$
[D + C(-j\omega_0I - A)^{-1}B] \psi = \gamma \psi
$$

where $\psi$ and $\psi$ are the left and right singular vectors, respectively. Defining

$$
\hat{r} = (j\omega_0I - A)^{-1}B\psi
$$

and

$$
\hat{q} = (-j\omega_0I - A)^{-1}B\psi
$$

we can express the left and right singular vectors via (79) and (80) as

$$
\begin{bmatrix} \psi \\ \psi \end{bmatrix} = \begin{bmatrix} -D & \gamma I \\ -\gamma I & -D \end{bmatrix}^{-1} \begin{bmatrix} C \hat{r} \\ C \hat{q} \end{bmatrix}.
$$

Substitution into (81) and (82) leads to

$$
\hat{M}_\gamma \begin{bmatrix} \hat{r} \\ \hat{q} \end{bmatrix} = j\omega_0 \begin{bmatrix} \hat{r} \\ \hat{q} \end{bmatrix}
$$

where $\hat{M}_\gamma$ is defined as in (32), proving that $j\omega_0$ is an imaginary eigenvalue of the passivity matrix $\hat{M}_\gamma$, and $[\hat{r}, \hat{q}]$ is the associated eigenvector. The converse is proven by repeating the same derivations in reverse order.
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