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Abstract—Two key elements in disaster recovery are backing up data at remote sites and reliability of services by virtualization. To support operational services and to speed up recovery process, resources should be distributed fairly and efficiently. Thus, we discuss resource allocation algorithms to support remote data storage and live virtual machines (VMs) migration. We identify two opposing forces: on the one hand, backup data should be stored as close as possible to the original site to guarantee high access speed and to minimize network load. On the other hand, upon a site failure, VM migration should minimize the impact of resuming VMs on other sites, to protect application performance and to reduce VM restoring time. We present optimal algorithms trading-off these two contrasting goals, and we compare their performance for different network topologies and resource distributions among sites.

I. INTRODUCTION

Off-site data protection (copying critical data to a physically remote site) is perhaps the most fundamental strategy to ensure fault-tolerance and enable disaster recovery. Today, the most widely used solutions to backup data into data centers and enterprise networks rely on Fibre Channel (FC) [1], a networking technology designed in Storage Area Networks (SANs), where high access speed and reliability are guaranteed by avoiding packet losses. However, FC technology suffers from two major drawbacks: expensive infrastructure, due to relatively low production volumes, and expensive transceivers and mono-modal fibers. Furthermore, FC networks management is complex, and different from IP/Ethernet management, thus requiring additional training and increasing costs.

The iSCSI protocol [2], a SAN protocol based on TCP/IP, may become an alternative to FC. iSCSI transports SCSI commands, normally issued to directly attached disks, over TCP/IP connections, to permit access from/to remote devices which can be eventually on the Internet expanding SAN’s borders out of data center’s network. However, packet losses, retransmissions and large latencies may occur when dealing with IP best effort service. Thus, lower performance than those of traditional SAN architectures should be expected: this is a common drawback among similar technologies (e.g. iFCP and FCIP) which extend the SAN outside its traditional domain.

While the above described technologies enable storage virtualization giving access to virtual storage resources regardless of their physical location, application/server virtualization solutions like XEN [3] or VMware [4] are mature enough to be employed in mission critical systems to guarantee service continuity. Advanced mechanisms like live migration of virtual machines (VMs) are already stable and usable. This feature is especially interesting for disaster recovery applications, because a VM can be moved transparently from site to site, accepting short idle period of few seconds, without disrupting the service.

In this paper we discuss algorithms to allocate site resources, taking into account both remote storage and VMs migration needs. We focus on a network connecting a number of sites hosting VMs and disks. Sites may be a set of data centers distributed in a geographical scenario and connected via the Internet. We emphasize that we are not addressing the classical problem of VMs placement inside data centers. Rather, we believe that increasing transmission speeds would soon enable using MAN/WAN infrastructures to provide services offered today in data centers exploiting specific interconnection architectures.

VMs run on a given site and are connected to a local disk and to a remote backup disk hosted on a different site, to provide protection in case of site failure. VMs migrate to the site hosting the remote backup in case of failures. Since we assume that local and remote data are synchronized, if an outage event occurs, the VM can be transparently restarted on the remote site without requiring the transfer of a huge amount of working data.

We define several optimization scenarios, which take into account the contradicting goals of enhancing network performance, minimizing migration costs and increasing backup service quality. Then, we present polynomial time algorithms to solve these optimization problems. Finally, we assess algorithms performance on randomly generated meshed network topologies.

II. PROBLEM FORMULATION

The optimization goal is to distribute efficiently storage resources (disks) and computing resources (VMs) among network nodes (sites).

Let $S$ be the set of sites, where a site $s \in S$ represents a host with computing and storage resources. Sites are connected in a network through logical links, elements of a set $L \subseteq S^2$, that can be either a direct link or a multi-hop path. Links may have attributes such as cost or capacity. Virtual machines (VMs) are software applications; each VM $v \in V$ is associated with a specific site $s \in S$ on which it runs. Each VM running in $s$ requires a predefined amount of storage resources at site $s$ corresponding to a disk (or partition). To ease the disaster recovery task, each VM associated with site $s$ requires an additional backup storage on site $s' \neq s$. Disk resources are modeled through a set of iSCSI disks $D$: the physical storage of each site $s$ is partitioned in chunks named disks, which may
correspond either to a physical disk or to a partition. We further assume that all VMs \( v \in V \) are uniform, i.e., they require the same amount of storage resources (one disk or partition at the hosting site and at a remote site) and computing resources (one CPU). This is a rather strong assumption, but i) it may be very difficult to know VM’s resource consumption \textit{a priori}, ii) the approach can be rather easily generalized, and iii) dealing with non uniform VM requirements would further increase the number of parameters that should be used in the performance analysis.

With a slightly abuse of notation, we define each site \( s \in S \) as a set of VMs running on it and a set of disks residing at it. Thus, \( v \in s \) when VM \( v \) runs on site \( s \), and \( d \in s \) when \( d \in D \) resides at site \( s \). Furthermore, we define as \( S(v) \) the site where VM \( v \) is located.

The basic requirement in our resource allocation scheme is the off-site data protection capability: a copy of VM data must be saved in a remote site. Formal expressions of constraints are presented in Eq.(1), (2), (3) and (4). Constraint (4) is needed to drive the assignment of exactly two disk to every VM (redundancy ratio equal to 2).

\[
\begin{align*}
\text{Local disk} & : \sum_{d \in S(v)} x_{vd} \leq 1 \quad \forall v \in V \quad (1) \\
\text{Backup disk} & : \sum_{d \notin S(v)} x_{vd} \leq 1 \quad \forall v \in V \quad (2) \\
\text{One service, one disk} & : \sum_{v \in V} x_{vd} \leq 1 \quad \forall d \in D \quad (3) \\
\text{Additional} & : \sum_{d \in D} x_{vd} = 2 \quad \forall v \in V \quad (4)
\end{align*}
\]

The initial assignment of VMs to sites is uniform. Since all the disks are of the same size, a simple pre-computation phase assigns each VM \( v \in s \) to an arbitrary local disk \( d \in s \), which becomes unavailable for remote backup. Let \( D' \) be the set of remaining disks after the local disk assignment.

### III. ILP FORMULATIONS AND ALGORITHMS

We investigate four problems: The \textit{Network-Aware} problem (NAP), the \textit{Disaster Recovery} problem (DRP), and two hybrid problems (DRC-NAP and NC-DRP). In the NAP problem the focus is on the minimization of the maximum (mean) number of (physical) hops between each VM and its backup disk, an approach to bound the end-to-end delay between VMs and backup sites to improve VMs running performance. This problem captures a major limitation of SAN protocols such as iSCSI, which suffers from large delays [5], [6]. Instead, the DRP problem deals with scenarios in which one of the sites crashes, with the goal of minimizing the overload caused by site failures on backup sites that are chosen to host VMs after migration. The hybrid problems look for solutions that jointly consider VMs running performance and recovery speed.

#### A. The Network-Aware problem (NAP)

The objective of the NAP problem is to minimize the maximum (mean) number of (physical) hops in the path between VMs and their backup disks.

We assume a given cost function on each logical link \((s_1, s_2) \in L\), denoted \(\text{cost}_{s_1s_2}\), which represents the number of (physical) hops between site \(s_1\) and site \(s_2\). The goal is to assign each VM \(v \in V\), which reside on site \(s\), a remote disk \(d \notin s\), such that the maximum (mean) cost is minimized. Since backup disks must be located in a different site, \(\text{cost}_{ss} = \infty\) for each site \(s \in S\). The ILP formulations are as follows:

\[
\begin{align*}
\text{Minimize maximum distance among VMs, remote disks:} & \quad \text{minimize } \max_{v,d} x_{vd}\text{cost}_{vd} \\
\text{Minimize average distance among VMs, remote disks:} & \quad \text{minimize } \sum_{v,d} x_{vd}\text{cost}_{vd}
\end{align*}
\]

We next show that considering the average distance is equivalent to consider the maximum distance only by scaling the cost function as follows:

1) Sort the cost values in a ascending order, and let \((c_1, c_2, ..., c_l)\) be this order.
2) Iteratively, assign \(c'_i = c'_{i-1} \cdot |V| + c_i\), where \(c'_1 = c_1\) and \(i = 2, 3, ..., l\).

\textbf{Theorem 1:} Let \(\bar{x} = [x_{ij}]\) be an assignment vector that maps VMs to remote disks. If \(\bar{x}\) minimizes the sum of all costs (and therefore the average) using cost function \(c'\), then \(\bar{x}\) minimizes the maximum cost using cost function \(c\).

\textbf{Proof:} Assume that \(\bar{\tau}\) minimizes the sum-objective function but does not minimize the max-objective function. Then, there is another assignment \(\bar{\tau}'\) which minimizes the max-objective function. Therefore let:

\[a = \max_{ij} x_{ij}c_{ij}\]
\[a' = \max_{ij} x_{ij}'c_{ij} < a\]

We denote by \(b\) the index of \(a\) in the ordered cost function (that is, \(c_b = a\)) and similarly by \(b'\) the index of \(a'\). Since \(a' < a, b' < b\). Note also that, by the monotonicity of \(c'\) in the ordering of the cost function,

\[c'_b = \max_{ij} x_{ij}'c'_ij\]
\[c'_b = \max_{ij} x_{ij}'c'_ij\]
\[c'_b < c'_b\]

and hence,

\[\sum_{i,j} (x_{ij}'c_{ij}) \leq |V| \left( \max_{ij} x_{ij}'c_{ij} \right) \]
\[= |V| c'_b < c'_b \leq \sum_{i,j} (x_{ij}c_{ij})\]

where the inequality \(|V| c'_b < c'_b\) is by construction of the function \(c'\). This contradicts the minimality of \(\bar{\tau}\) under the sum-objective function and the theorem follows.

\textbf{Remark:} Theorem 1 implies that to solve both sub-problems it is sufficient to devise an algorithm to minimize the mean distance between VMs and remote disks. This latter problem is exactly the ASSIGNMENT PROBLEM, and can be solved accurately and efficiently using the Hungarian Method [7], [8], [9]. Thus, we call HMA (Hungarian Method Average) and HMM (Hungarian Method Max) the two algorithms that solve the NAP. Time complexity is \(O(|V|^3)\) in both cases.
B. The Disaster-Recovery Problem (DRP)

The DRP objective is to minimize the overload caused by failures on backup sites that are chosen to host VMs after migration. The problem is network-unaware: it does not consider the underlying network structure, but it is focused on the fair distribution of the VM’ startup overload caused by a site crash. Thus, we often refer to DRP as a service-aware algorithm.

When a site \( s \in S \) crashes, all VMs \( v \in s \) migrate to their respective backup site. This migration process is a CPU-consuming activity, since a new VM has to be started and resources must be reserved. Therefore, the recovery process might slow down VMs already running on site.

Since it is not straightforward to profile a priori the amount of resources required to run a VM, a reasonable solution is to distribute uniformly among all sites the overload. Following this approach, a limited number of VMs is moved from a site to a specific backup site in case of failure, avoiding to create a large overload in some sites only.

More precisely, let \( y_{s_1,s_2} \) be the number of VMs in site \( s_1 \) that use disks in site \( s_2 \). Our objective is to minimize the value \( \max_{s_1,s_2 \in S} y_{s_1,s_2} \) which is the DRP value of the assignment. The ILP formulation of DRP is as follows:

\[
\text{minimize } \max_{s_1,s_2 \in S} y_{s_1,s_2},
\]

\[
y_{s_1,s_2} = \sum_{v \in V \cap s_1, d \in D \cap s_2} x_{vd};
\]

We propose an algorithm that solves the DRP problem optimally with time complexity \( O(|S|^2 |V| \log |V|) \). The algorithm works on a graph \( G_\lambda = (A,E) \): the set of nodes is \( A = (S \times \{0,1\}) \cup \{a,b\} \), where \( a \) is a source node and \( b \) a sink node, and the set of edges \( E \) consists of three types:

- Edges from the node \( a: \{((a,s,0))|s \in S\} \). The capacity of each edge is the number of VMs in the corresponding site, namely \( \text{cap}(a, (s,0)) = |s \cap V| \)
- Edges within \( S \times \{0,1\}: \{((s_1,0), (s_2,1))|s_1 \neq s_2\} \). The edge capacity is set to \( \lambda \).
- Edges to the node \( b: \{(s,1), b\}|s \in S\} \). The capacity of each edge is the number of disks available in the corresponding site, namely \( \text{cap}(s,1, b) = |s \cap D'| \).

The algorithm named DRF (Disaster Recovery Flow) iteratively constructs \( G_\lambda \) with different values of \( \lambda \) and employs an optimal maximum flow algorithm: let \( f_\lambda \) be the maximum flow. Notice that, since all capacities are integers, \( f_\lambda \) is integral as well. Then we have the following two lemmas related to the existence of a solution to DRP:

**Lemma 2**: If the value of \( f_\lambda \) is \( |V| \), then there is a solution to DRP with value at most \( \lambda \).

**Proof**: Let \( f_\lambda (e) \) be the value of \( f_\lambda \) on the edge \( e \in E \) provided by DRF algorithm and let focus the attention on edges in the central part of the graph only, excluding edges to/from nodes \( a \) and \( b \). The objective is to extract from flows a feasible (and optimal) assignment for DRP.

Consider an arbitrary service order of the sites \( s \in S \) and for each site \( s \in S \) consider an arbitrary ordering of VMs \( V \cap s \) and disks \( D' \cap s \).

Furthermore, consider the following assignment of remote disk to \( v_n \in s_k \): let \( k_1 \) be the minimal integer such that \( \sum_{i=1}^{k_1} f_\lambda((s_k,0),(s_1,1)) \geq n \) and let

\[
n_1 = n - \left( \sum_{i=1}^{k_1} f_\lambda((s_k,0),(s_1,1)) \right).
\]

Site \( s_{k_1} \) represents the first site where there are disks assigned by DRF to VMs belonging to \( s_k \) but not yet included into partial solution for DRP; \( n_1 \) is a negative number and its absolute value represents the number of assignments of VMs \( \in s_k \) to disks \( \in s_{k_1} \) not yet included into partial solution.

Thus VM \( v_n \) will be assigned a remote disk in site \( s_{k_1} \), with local index: \( n_1 + \sum_{i=k_1}^{k} f_\lambda((s_i,0),(s_{k_1},1)) \).

It is easy to verify that assignment is legal and that its DRP value is at most \( \lambda \), since disk availability is not exceeded due to \( G_\lambda \) structural constraints and \( y_{s_1,s_2} \) is limited by link capacity (up to \( \lambda \)) in the central part of the graph.

**Lemma 3**: If the value of \( f_\lambda \) is less than \( |V| \), then there is no solution to DRP with value at most \( \lambda \).

**Proof**: A solution for DRP is feasible if all the common constraints described in Section II are fulfilled. This means that for every running virtual machine there must be a remote disk; since \( |V| \) is the number of virtual machines and since every VM-disk association consumes one unit of flow, the total flow must be equal to the number of VMs to have a complete assignment. Thus if the total flow is lesser than \( |V| \), some virtual machines do not have a remote disk associated, then the solution is not acceptable.

The above lemmas imply that DRP is equivalent to finding the minimal \( \lambda \) for which the maximum flow of \( G_\lambda \) is equal to \( |V| \). Notice that the value of the maximum flow \( f_\lambda \) is monotonically non-decreasing with \( \lambda \) and is bounded by \( |V| \). Furthermore, solutions to DRP are in the range \([1,|V|]\), which implies that the optimal value can be found using a binary search on \( G_\lambda \) with \( \lambda \in [1,|V|] \). Thus, at most \( \log |V| \) instances of the maximum-flow algorithm, each with complexity \( O(|S|^2 |V|) \), are needed to solve DRP: the total time complexity of DRF algorithm is \( O(|S|^2 |V| \log |V|) \).

C. Hybrid Problems

To deal with both network performance and VM recovery service quality we define two bi-criteria frameworks that consider both objectives.

**DRC-NAP**: Disaster Recovery Constrained-Network Aware Problem: The objective is to choose, among all optimal DRP assignments, the one with minimal cost. It can be solved by the following algorithm, named DRF-MCMF:

1) Solve the DRP problem with the DRF algorithm. Let \( \lambda^* \) be the DRP value achieved.

2) Use the MIN COST MAX FLOW (MCMF) algorithm [11] on \( G_{\lambda^*} \), where all edges from node \( a \) to node \( b \) have cost \( 0 \), and all edges between \((s_1,0)\) and \((s_2,1)\) have cost \( \text{cost}_{s_1,s_2} \).
**NC-DRP:** Network Constrained-Disaster Recovery Problem: The objective is to choose among all minimal cost assignments the one with minimal DRP value. The following algorithm, named HMM-DRF, finds the optimal solution:

1) Solve the NAP using the HMM algorithm, ignoring the DRP objective. Let \( P \) be the maximum path length among assignments. Let \( L' \subseteq L \) the set of links with cost more than \( P \).

2) Solve the DRP problem as described in Section III-B with DRF after pruning from \( G_3 \) of all links in \( L' \) set.

**IV. PERFORMANCE RESULTS**

We report simulation results focusing the attention on the following performance indices:

- Max and mean cost (MC and mC) of the paths between VMs and backup disks, measured in number of hops;
- Maximum number of VMs (MV) that a site must host when another site crashes.

The first two indices are related to network performance, since MC and mC indicates path length and thus end-to-end delay between VMs and disks. The MV index describes the characteristics of the algorithm from the disaster recovery point of view. Note that by minimizing the MV metric we also reduce the maximum amount of traffic between crashed site and each of its backup sites during reconfiguration phase.

We focus on random networks, whose connectivity is defined via parameter \( p \), the probability of adding a link between two sites. Tab. I describes the considered networks.

The total number of disks available in the network ranges from a minimum value of \( 2|V| \) to \( 4|V| \). Results are averaged for each network over 20 different instances, obtained by randomly assigning VMs and disks to sites. The vertical bars around the points report the minimum and maximum values obtained in the 20 simulation instances. Finally, curves with white symbols refer to network-aware algorithms, black symbols to network-unaware algorithms whereas hybrid algorithms are identified by solid lines and crosses or triangles.

**A. Uniform distribution of VMs and disks**

In our experiments, whose results are reported in Figs. 1, 2, 3 and 4 for a uniform distribution of VMs and disks with different randomly generated networks, we highlight four main results.

1) **Network-aware and service-aware methods:** the distinction between two classes of algorithms is evident under all metrics, since network-aware methods and service-aware methods obtain always contrasting results: HMA and HMM (network-aware) show best network metrics (mC and MC) and worse service metric (MV). On the contrary, the service-aware DRF shows worse network metrics and best service metrics. Hybrid methods find solutions able to balance the two contrasting objectives, showing, in general, performance close to those of the best methods for each specific metric.

2) **Impact of connectivity:** connectivity has a significant impact on performance results. When connectivity is high, all methods show similar performance, because there is large availability of neighboring sites and alternative paths, which
results in an efficient resource allocations, both in terms of network usage and fair distribution of VMs. On the contrary, when connectivity is limited, methods show larger differences, since the restricted availability of similar alternative solutions highlights their differences.

Indeed, this effect is evident for hybrid methods (for instance, see Figs. 1 and 2), where the first-phase algorithm is dominant. In Fig. 1, HMM-DRF is better than DRF-MCMF since the network-aware method is considered first. More precisely, in the case of DRF-MCMF the DRF phase drives a fair distribution of backup disks among all (near and far) sites. The successive network-aware phase is tightly constrained by the additional distribution constraint and by the scarce availability of near sites due to limited connectivity; thus, it produces an assignment with larger mC and MC than HMM-DRF.

3) Impact of |V| on hybrid methods: The number of VMs has a strong influence on hybrid methods, especially in low connectivity scenarios. The impact is clear in Figs. 3 and 4. When the number of VMs increases, DRF-MCMF is worse than HMM-DRF under network metrics, but it performs better under service-metric. The explanation is similar to the previous case: the first phase algorithm drives tightly the solution produced by the second phase algorithm. The DRF phase of DRF-MCMF distributes remote disks among all (near and far) sites. This is not an issue problem if the number of VMs is limited, since many alternatives (neighbors and paths) are available to the second phase algorithm. On the contrary, when the number of VMs is larger, the number of neighbors is not sufficient anymore to permit minimum distance assignments only. Thus, also far sites are included in the solution by the network-aware phase, which shows larger mC and MC, as reported in Fig. 3. Similarly, under MV metric, HMM-DRF is worse than DRF-MCMF, because short distance assignments force DRF to choose sites among a smaller set of near sites, thus generating larger MV as shown in Fig. 4.

4) Hybrid methods are the best choice: hybrid methods represent the golden choice when considering both NAP and DRP at the same time. As discussed before, these methods are able to obtain good results in all metrics as shown in Figs. 1, 2, 3 and 4. In fact they are able to reach a good compromise among network usage and fair distribution in all cases.
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