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Summary Quantization of the residual estimation error (Td &
Real-Time and high-quality video coding is gainingvile units in Figure 1). The block scheme shown in Fegliy
interest in the research and industrial commuratydifferent that is referred to INTRA-frame coding, can be
applications. H.264/AVC, a recent standard for high straightforwardly adapted to INTER-frame coding
performance video coding, can be successfully éguloin feeding the adder and the subtracter with M€
several scenarios including digital video broadoagsthigh- multiblock size multiframeblock output inter). An

definition TV and DVD-based systems, which requime .
sustain up to tens of Mbits/s. To that purpose hamer Entropy Coder further reduces data redundancy én th

proposes optimized architectures for H.264/AVC nwittcal bit-stream. The compressed output stream is thesepla
tasks, Motion Estimation and Context Adaptive Binary t0 a Network Abstraction Layer (NAL) unit where dat
Arithmetic Coding. Post synthesis results on subronic  are packaged depending on the characteristics ef th
CMOS standard-cells technologies show that the pm@go specific communication network.

architectures can actually process in real timex480 video Current
sequences at 30 frames/s and grant more than 58/MGThe input @— T o @ reorer o SR .
achieved circuit complexity and power consumptiamidets frame
are suitable for their integration in complex V0L&Uultimedia WE
systems based either on AHB bus centric on-chip - multibock SI7e | motion
. X . Multiple multiframe | vectars
communication system or on novel Network-on-Chip @) o " L3
) . ; i
Efrastrutatures for MPSoC (Multi Processor SystanChip). sfra?nif:e;ack Efsléap uilosk size |
€y woras: g \—I multiframe | inter
Video Coding, Hardware Architectures, Motion Estiroati choase
Entropy Coder, Network on Chip, VLS| Multimedia Systems S ==
Intra prediction
Decoded )
. Deblocki
1. Introduction e § .1_(_|_ b Tk e
H.264/AVC is the new video coding standard reledsed Fig. 1. Block diagram of the H.264/AVC Video Codibayer

ITU-T and ISO/IEC [1]. Compared to previous H.26x ) .

and MPEGx standards, H.264/AVC superior With respect to previous coding standards, H.264IAV
compression efficiency and high scalability make it inclu.des additional fea_tures, particu_larly in theEMask
suitable for different scenarios. Target applicasicange ~ for inter frame prediction, adopting multi-referenc
from low bit-rate video communications, supported b frames and variable block sizes, and in the Entropy
the Baseline Profile of H.264/AVC, with maximum dat  C€oding task, adopting a Context Adaptive Binary
rates of few hundreds of kbits/s and QCIF @ra4)  Arithmetic Coder (CABAC). The performance and
formats up to high-quality video delivery and stpaat complexity profiling analysis on the referenC(_e Cdab
tens of Mbits/s and with large formats. The higlalgy ~ ©f the encoder proves that these features imprbee t
scenario, covered by the Main Profile of the stadda coding efficiency by a factor two at the expense of
includes applications such as digital video broatiog- increased computation and memory costs up to afer or

terrestrial and handheld (DVB-T/H), high definitigiy ~ Of magnitude [2-4]. . .
and DVD-based systems. The implementation of Variable block size and multi reference frame ME is

hardware co-processors, able to sustain real-time a Supported in both Baseline and Main Profiles; CABIBC
high-quality H.264/AVC video coding, is needed targ supported in the Main P_roflle wr_nle for the Baselin
high performance. Profile a Context Adaptlve Variable Length Coder
Figure 1 shows a block diagram of the H.264/Avc (CAVLC) is used. With respect to CAVLC the CABAC
encoder. Like its H.26x/MPEGX ancestors it is based ~ Scheme allows up to 15% bit-rate saving for a fixed
a hybrid scheme compressing the information bothén ~ Visual quality at the expense of computation anchory

temporal domain by INTER-frame Motion Estimation COmplexity overheads of 30% [2, 5]. As proved in
and Compensation (ME and MC in Figure 1) and in the literature [2-4], ME and CABAC are the bottlened(s

spatial domain by INTRA-frame Transform coding and the standard in terms of required computation cemipl
and the design of hardware co-processors to suppoht



features is mandatory for the real-time and cdsetfe Estimation operations is still the bottleneck in
realization of H.264/AVC-based systems. To this aim H.264/AVC even if efficient on-chip networking
two VLSI intellectual property (IP) macrocells, improves overall performance.
dedicated to ME and CABAC processing, are presentedSome works in the literature concern CABAC
in the paper. They allow for real time implemerntatof implementation: in [7] a mixed hardware/software
H.264/AVC coding in high quality scenarios wheretap  system is proposed, whereas [8, 9, 36] concentate
tens of Mbits/s are reached, as in the Main Profile CABAC dedicated coprocessors. Optimized hardware
Optimizations are addressed at algorithmic and implementations limited to the CABAC unit are
architectural level and their complexity and power proposed also in [18, 19, 20, 37]. In [18] an FPi&a&ed
consumption budgets are suitable for integration in RISC CPU extension is proposed to accelerate CABAC
complex VLSI multimedia systems targeting real-tiogpe in a rate distortion framework. The works [19, 3i&al
to 30 frames/s 720x480 formats. To ease the IPwith the architecture of a CABAC decoder while 0]
assembling, two interfaces towards an AHB bus &entr an encoder implementation is investigated.
infrastructure  and a Network-on-Chip  (NoC) As far as ME is concerned, the adopted solutiojdjiris
communication backbone are provided. a large systolic array of 256 processing elements
Hereafter, Section 2 briefly reviews state of theia implementing a classic Full Search (FS) technique,
hardware design for H.264/AVC video coding. Secion known to be not efficient in terms of performance v
describes a novel context-aware low-complexity ME complexity trade-off [11-13], [23]. Hardware engine
technique. The ME hardware architecture and thebased on a systolic array of processing elememt§$o
relevant synthesis results in submicron CMOS ME with variable block sizes have been also progase
technology are presented in Section 4. Sectiondsde other works, e.g. [15]. To reduce the complexitytod
with CABAC algorithmic description. CABAC hardware conventional brute force FS while keeping similadiag
architecture and CMOS implementation results are efficiency many fast ME techniques have been
detailed in Section 6. Section 7 is about the desiga investigated in the literature [11-15], [23]. Amotigem
Network Interface (NI) for the proposed IPs towaeds UMHexagonS (UMHS) [11] has been officially accepted
Spidergon NoC platform; the latter is configured to as the fast ME technique in the JM reference soéwa
connect AHB bus based H.264/AVC blocks to a NoC model of the standard [16, 17]. It realizes a [otbek
thus taking advantage of parallel computing. Cosiols search, which adopts a hexagonal window in theirefi
are drawn in Section 8. phase plus proper stop criteria. A hardware archite

for UMHS ME has been discussed in [23]. The

) implementation of a different approach based on the

2. Hardware Design for H.264/AVC Phase Plane Correlation was described in [38].

It is worth noting that in FS, in UMHS and in maxt
In the literature several works have been proposedixnown ME techniques, the basic search is repeated
concerning the hardware implementation of building multiple times in case of multiple reference frame
blocks of the H.264/AVC codec [6-15], [18-20], [23] \ariable block sizes (7 block sizes in H.264/AVGx16
Single-chip coders have been also proposed, ad]in [ .5croblock and its sub partitionsxg 8x16, 88, 8x4,
where a RISC programmable core suppor.ts the ContrOI4><8 and 44 blocks). Since ME operations increase with
tasks while thg signal processing functlon§ are all the number of blocks and reference frames, unnagess
reahzed_by dedicated hardware units. All the camethe redundancy is introduced by UMHS and most of known
above cited works are c_onnected by means of agntdnd ME techniques in terms of computations and memory
shared-bus communication model. The single-chipecod accesses. Adaptive ME techniques have been proposed

!n [4], realized in a 0.189m CMOS technolqu, by the authors in [14, 24, 40] but the ME algorithm
implements the Baseline Profile of the standardeting were mainly optimized for low/mid image formats

30 frames/s CIF (35288) and CCIR (728480) formats.  (oc|F/CIF), with fixed search ranges and moderate
However the support of CABAC and hence of the Main gy namic scenarios (telconferencing or video phone
Profile is still missing since the basic CAVLC @y 45piications) while this work extends the research
coder is adopted in [4]. _ _ ... larger formats (CCIR) and search sizes (from 44p 6
Due to the advances in on-chip communication c,ngidering higher dynamic scenes and higher gualit
paradigms, new solutions are available for future \iqeq applications. Moreover, the architectureqia,
embedded sub-micron MPSoC. NoCs [25, 26] allow 4] have a single search area local buffer which, a
large bandwidth data delivery in parallel mult|-e9r discussed later, is a bottleneck when working witsh
systems and offer a better performance for video 4y namic scenes using always more than 1 reference

encoding standards [27-32, 34] compared t0 single/tame Our previous ME architecture was also comki
hierarchical bus systems. That means future MP30C ¢ ¢ 4 coprocessor with a simple interface, tightiypted

implement  video encoding applications designing {; 4 single RISC core; however high quality video

specific blocks for the different tasks and conmert oy stems are based on multi core architectures riequi
them through high throughput NoC-based parallel

communication. The burden of CABAC and Motion



more complex communication infrastructures whose| Sequence Format| Bit-rate, kbit/'s | ME Time (s)
design are addressed in this paper. Stefan SIF 1190.9 49.5
This paper concentrates on the whole H.264/AVC &am Mobile SIF 1668.1 46.6
work and deals with the most computationally iniems Garden SIF 2280.5 62
tasks, showing architectures suited for real-tinmel a Bus CIF 1265.1 78.3
high-quality video coding in VLSI multimedia systsm Tgr?r:?sn'llzgle CC(';R gggélg 242,589
As far as CABAC is concerned a high speed FIFOdbase Mobile ceR 5937 2 5936

architecture is presented. Since the FIFO size dtspa
both on the performance and the complexity of the
CABAC architecture, it should be consciously sized.  |n Figure 2 bit-rate performances, normalized Ve t
this paper the FIFO sizing is thoughtfully discukse  values in Table 1, are reported for sequences using
grant very high performance with a reduced complexi UMHS ME with displacements of 4, 8, 16, 32, 64.
increase. For ME an innovative adaptive algorithithw  Figure 3 reports normalized ME time performances
its relevant hardware architecture is proposed. fidwel obtained in the same conditions of Figure 2. Fa th
technique avoids unnecessary computations and nyemorhorizontal axes in Figures 2 and 3 a logarithmalesés
accesses, whereas it achieves the same high codingsed. In Figures 2 and 3 it can be seen that displants
quality of FS. greater than 16 do not add meaningful improvements
To ease their integration in complex embedded Byste the compression efficiency, while the ME processing
the CABAC and ME architectures have been desigsed a time is increased by a factor 3 when sweeping fténto
reusable IP VHDL macrocells and have a wrapper to 4. It is then a waste of resource trying to eséneach
AMBA AHB bus, which is a defacto standard for macroblock (MB) position in all the possible intetgted
system-on-chip (SoC) communication. To facilitahe t  positions of the search area. These results depertide
IP integration in MPSoC also a Network Interfaces ha fact that ME engines use motion vector predictatsch
been designed which wraps the AHB interface oflf®  centers the search area in the most probable docafia
to the Spidergon NoC protocol. The two IP macrdscel |ocal minimum cost. Block matching operations dd no
have been also characterized in terms of area, pawk  start around the position of the current procedsBcbut
computing performance on 180 nm and 65 nm CMOS the starting point is translated elsewhere dependim
standard-cells technologies. statistic data.
The aim of our work is to improve the results iglties

. . 2 and 3 and Table 1 applying a dynamic controlh® t
3. Adaptive Fast ME Technique ME search engine. Basically the trade-off between
compression efficiency (measured in terms of kig-far
a given PSNR) and ME complexity (evaluated in terms
of ME processing time inside the JM coding framegyor
must be improved when the search area, the nunfber o
reference frames and the block types grow.

Table 1 — Absolute performance of UMHS (searchldtsgment of 4)

To avoid unnecessary computations and memory
accesses for the ME task in H.264/AVC-compliant
coders we propose to add a low complexity context-
adaptive controller to a basic search engine, FEast
ME as UMHS. The controller extracts from the search
engine partial results, i.e. Motion Vectors (MV)daBum

of Absolute Difference (SAD) cost, information omet
input signal statistic, using them to automatically
configure run-time the following ME search paramgte
number of reference frames, valid block sizes aratch
area for each »86 macroblock and its sub-partitions
down to 44-pixel blocks. This section presents briefly
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from +4 to £64. The global context-adaptive controller
combines three basic algorithms which have beewepro
efficient in both FS and fast ME engines in theecata
fixed search area displacement of 16 [24]. In wisk 7
middle format video sequences with high-dynamic
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Normalized bit-rate performance

scenarios are codified using the basic UMHS ME and 085 :

our adaptive-controlled UMHS ME with search : : , ,
displacements ranging from 4 to 64. The adoptet tes 2 3 ;'1 5 é
videos are reported in Table 1. They have beendatto Log,(Search displacement)

at 30 frames/s with a Quantization factor of 2&hgshe Fig. 2 Normalized bit-rate for search displacemeatsying from 4 to
reference JM10 software implementation of H.264/AVC 64 (in log scale) using the UMHS ME

with UMHS ME. Bit-rate and ME time performances are
reported in the case of a search displacement of 4.
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Fig. 3 UMHS ME Time growth factor vs. search dégments
ranging from 4 to 64 in lagscale

The three controls implemented to adjust the ME
parameters at coding time are summarized hereafter:

A) TheSearch Area Control It was originally proposed
for the automatic search range configuration of & F
engine in [14] and then extended for fast ME ergjine
[24], but limited to a fixed search displacementl6f In
this work the optimal horizontal and vertical sdarc
displacements for the block under estimation, using
Fast ME engine, are selected in the range (1, §4) b
comparing with proper thresholds the SAD and MV
values of already encoded neighboring blocks: 3iapa
blocks in up, up-left and up-right positions in th&rent
frame and 1 temporal block, occupying in the presio
frames the same position of the block under esiiman

the current frame.

B) The Modes Control. As far as variable block sizes is

are useful for the enabled smaller sub partitionshi
current frame and for the samex16 partition in the
next frame. To this aim SAR, is compared to 5
thresholds from THR1 to THRS5. Details on how
thresholds are worked out and how they impact ME
parameters are similar to what we discussed in [24]

Max reference frames for 6 sub partitions of
I-th MB on n-th frame

CSAE min < THR2 RF

CSAEmin < THR4 RF+*

CSAI:min < THRe RF+2

C Else

RF+3

i-th ME, n-th frame

1€x1€ ME

SADmir
RF

(SAEmin < THR-

(SAE min < THRz

< Else

Max reference frames for 16x16 partition of
I-th MB or: (n+1)-th frame

Fig. 4 Reference frame decision scheme

TYY Y Y

The encoding process using all the three contrels i
accomplished following these 5 steps.

« Step 1.The first frame of a video sequence is coded in
INTRA mode and the ME technique is not used. The
second frame is the first frame coded INTER andtier
ME of all its macro blocks the basic search engit or

a FAST engine as UMHS) is used without the new

concerned, a profiling analysis of the JM standard context-aware control. Starting from the third fegrthe

software model conducted by the authors in [2] psov
that using the smaller block sizes is useful foages
with complex texture while it can be avoided for

steps as reported in Figure 5 are repeated itehativ
« Step 2.The optimal search area and reference frame
number for the 1616 macroblock are preliminarily sized

homogenous ones to reduce complexity. Thus, we haveusing the algorithms in A) and C).

devised a control over smaller block sizesg848x4 and
4x4 partitions) to decide which of them must be eedbl
for ME each time a 6.6 macroblock is encoded. It
accomplishes its task by comparing the SAD coshef
current 1&16 partition with 3 thresholds. The objective
of such comparisons is to enable smaller partitishen
the SAD cost is high. So when the first threshadd i
exceeded 4x8 partition is enabled, if the seconektiold

is exceeded even 4x8 is enabled. The third thrdshol
controls if the 4x4 partition has to be enabled.

C) The Reference Frame Control It decides the

e Step 3. The basic search engine, UMHS or FS,
performs the ME for the 246 partition.

« Step 4.Using data (SAR;, value and optimal reference
frame RF) from the previous operation the contiolB)

and C) decide which sub partitions must be enafided
the ME and how many reference frames (see flowéhart
Fig. 4) must be used for the search. The searehfsiz
the enabled sub-partitions is the same derivedter
16x16 partition in Step 2.

« Step 5. The search engine completes the ME task for
the current macroblock and then starts with a new

maximum number of reference frames RF to be used inmacroblock processing by iterating the same floovnfr

the range (1, 5) for the ME of a 286 macroblock and
its selected sub-partitions. According to the flchart in
Fig. 4, the SAD cost (SAR,) and optimal reference
frame RF are initially detected for the X6 partition
and then are used to decide how many referenceefram

Step 2 to Step 5.

With reference to the test videos with differentage
formats and target bit-rates, Figures 6 and 7 coenthee
performance of the new control technique applied to
UMHS vs. the original UMHS.



SA & 16x16
frames

1€x16 ME
Valid Modes &
relative frames
Suk-block ME

Fig. 5 Operations' flow for ME (Steps 2-5) usin@red parameters
dynamic control

[4]

Results in Figures 6 and 7 are expressed in tefms o

- ABR% which is the bit-rate deviation measured as
(BR2 — BR1)/BR1. BR2 is the bit-rate obtained by ou
ME adaptive-controlled encodings, while BR1 is tme
obtained with the basic ME.

- AMET% which is the saved % of the ME processing
time when integrating our controller into the JM 10
model and running it on a general purpose AMD Athlo
processor. It is measured as (MET1 — MET2)/METL1.
MET?1 refers to ME encoding time with basic ME, vehil
ME2 refers to ME encoding time when the proposed

controls are applied.
3
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Fig. 6 ABR% for test sequences vs. search displacememis4frim 64

The bit-rate deviation of our adaptive controlledtE Ms.
original UMHS is always below 3% with an average bi
rate slightly over 1%, while the saved ME time agers

in the range of 60 — 70% (see Figures 6 and 7)s Ehi
true for all displacements. The longer the search
displacement, the higher the saved ME time. This is
because at displacements greater than 16 the weglapti
control of the search area detects optimal motion
estimation in a sub region of the available one.sésn

in Figure 2, costs found for MB in searches witB2aor

64 displacement are not better than those forii& the
algorithm is able to find such costs adapting the
displacement to a much smaller one. The results in
Figures 2 and 3, Figures 6 and 7 refer to a fixed

quantization parameter QP=28 for the encoder. ahwes
results can be obtained for other QP values. Ampiay

Fig. 8 shows the Stefan sequence with a search
displacement of 16. The comparisons are reported in
terms of PSNR and bit-rate values changing the rQ# i
typical range 20 to 40. To be noted that Stefaonis of

the most demanding sequences in terms of ME ressurc
and the two curves have a gap limited to 0.1 dfixad
bit-rate. Time savings obtained with our adaptive
controlled ME vs. basic UMHS are always in the &ng
of 60% - 70% for every point in the curve.
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Fig. 7AMET% for test sequences vs. search displacements4rto
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Table 2 shows how FS ME behaves when coupled with
our adaptive control for a search displacement6ofBit
rate deviations are on average very close to thes on
obtained on UMHS. The saved ME time is slightlytbet
on FS achieving an average value of about 70%. iShis
because the area control reduction has more irdeién
FS, where all points inside a given area are used t
perform a block matching operation. These results,
achieved with FS and UMHS, demonstrate that out
adaptive controls can be applied and behave wel wi
different ME engines.

40
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33
32
3
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29

UMHexagon3
— - UMHexagonS with ME controls
I I I I I

1000 1250 1500 1750 2000 2250 2500
Biit-rate (Khits/s)

0 250 800 750

Fig. 8 Rate-distortion curves for Stefan SIF



Sequence ABR% AMET%
Stefan 2.5 69.8
Mobile SIF 2.3 64.8
Garden 0.9 66.2
Bus 2.3 72.7
Foreman 0.7 75.4
Tennis Table 1.4 77.2
Mobile CCIR 1.1 74.1

Table 2 — Bit-rate deviation and saved ME time petages for the

4. ME Architectural Design

4.1 Architecture Description

test sequences applying our adaptive ME controfsSto

The results reported in Section 3 for the ME rafen

software implementation on a general purpose Athlon

scheduling of UMHS operations and the management of
I/0 data flow. Such tasks can be easily realizeteal—
time for the target video formats by the power mjzted
8051-compliant microcontroller core that we desedlib
in [21, 35]. It features a fully synchronous 8-bit
architecture executing most of instructions in afeck
cycle. Its circuit complexity amounts to roughly 10
kgates. The HW search engine in Figure 9 is redlize
reusing the parametric array architecture we pregas
[22] to calculate the SAD and MV cost functions.eTh
implementation adopted in this work features aayaof

64 basic processing elements (PE), organized agtrixm
of 8x8 units, each implementing the SAD calculation at
pixel level on 8-bit data plus a parallel addeetesnd a
module for minimum SAD and MV detection. As
detailed in [22] each PE consists of a combinaltaaae
implementing  absolute  difference  (AD) and

processor at 2 GHz with 1GB RAM and Windows XP accumulation operations, see Figure 10, plus regigor

operating system. The original

UMHS software

implementation is far from real-time coding. Howeve
thanks to the complexity reduction of our technigeal-
time is achieved for the 30 frames/s QCIF videas; f
CIF ones the real-time is allowed at a frame ratsvben : ‘
15 and 30 frames/s depending on the sequence dsmami Paper a size 8x8 has been selected with a resuiihg
To achieve real-time for larger formats and/oreduce
the power consumption of the software approactofor
power terminals, a dedicated hardware architectsire
needed. In this case the proposed technique can bén overall local SRAM of 48 kbits is used to implent
implemented according to the block diagram in Fég@r
For the realization of the relevant building blocks reduce access frequency to large background frame
(hardware search engine, ME parameters and Jomemories. The SRAM is organized with two buffers,
controller, AHB wrapper) we have reused pre-designe each of 18 kbits, to store search areas from eéiffier

IP VHDL cores already described in [21, 22]. The reference frames plus 6 kbits of memory for eacifiebu
overall architecture has been synthesized, chaizete
and tested in 65 nm and 180 nm CMOS standard-cellsmacroblock to the spatial adjacent one (their searea
technologies.

HW Search Engine

(8x8 PE Array)

Local RAN (Buffer 1)

SAD MVs
Opl Ref
Adaptive ME
Controller
(8051 IP)
‘Search Area
Max Frames Y
Valid blocks
E I
€ =
N
S o
£ <
N 2 |
Local RAM (Buffer 2) -
l Yo
«
ol
a
A
AMBA AHB Wrapper

Fig. 9 Block diagram of the ME hardware architeetu

In Figure 9 a microcontroller core is used to inmnpdat

all

the ME context-aware control

tasks plus the

data propagation and synchronization within the3 8
array. When sizing the NxN PE array a trade-off teas

be found between area occupation and processing
throughput while the PE array size do not limit gieze

of the search area or the size of the macroblotkhik

array complexity of 24 kgates. The throughput i€ on
8x8 block matching operation, i.e. 64 SAD cost funicti
evaluation, per clock cycle.

search area bufferb\fffer 1andbuffer 2in Figure 9) to

to perform efficient updates when passing from a

overlap). Further details on spatial data reussesjy by
exploiting search area overlap for a single budfen be
found in [40]. Statistical data (mainly MVs and S&D
are stored in a smaller local memory. Finally anBAH
wrapper is inserted to exchange data with an AMBA
AHB-compliant bus (a defacto standard for high data
rates communication in embedded systems).

Xy Yy

?f .

W
B+
& 57 [%-y|+z
i * —
I AD Processor

Fig. 10 Combinatorial part of each PE unit

Figure 11 sketches the operation flow for bothgbarch
engine and the controller core, counting also tiaber
of clock cycles needed to perform bottleneck tasks,
which in this case study are the load of data fframe



memory into the local buffer and MB SAD evaluations
The search engine starts performing the setup ofdf1E
the current MB, accessing MV predictors, MB datd an
initial search point. If it is the first MB of a geence
also the search area relative to the first referdrame is
loaded. Then, for each loaded reference frame two
operations are done:

A) MB motion estimation. 16x16 partition ME is
performed and results are processed by the caatroll
(8051 Analysis | in Figure 11) to decide how tofpem
sub-partitions ME. Depending on the SAD it evalgafe
going on with the next reference frame and which-su
blocks must be enabled for ME. The clock cyclesiede
for MB ME are roughly 1050 (150 for 16x6 ME and
roughly 900 for sub-blocks ME in Figure 11), while
other 8051 operations are done mostly in background
and introduce a negligible stall (about 2%, i.e.ckick
cycles). The number of SADs for a given MB has been
evaluated counting their average number when
performing ME with a UMHS adapted ME in the most
difficult sequences. So Figure 11 reports the aera
number of cycles needed to do a MB ME in one single
reference frame (determining the timing diagranthaf
control flow) in the case of worst reduction complexity.

B) Next Frame preload. During the ME of the current
reference frame, the next reference frame is pdeldan

the second buffer (buffer2) of the on-chip RAM.
Depending on the decisions taken by the adaptive
controller (reference frame control algorithm incen

used reference frames. Considering that the adaptiv
controls impose an average frame number per MB
around 3 for most difficult sequences (see Tablet®)
engine will perform on average the ME of a MB inl82
clock cycles. In a CCIR format 40500 MB (30 frames
each of 1350 MB) must be estimated in one second fo
real time performance. Considering the above caledl
clock cycles this can be achieved clocking theesysat
roughly 132 MHz. For a 30 frames/s CIF sequencé suc
performance can be obtained clocking at 38 MHzh&n
case of a 30 frames/s CCIR format to perform riead-t
ME a search area must be loaded from main memary vi
AHB bus in 4.7us. That means a bandwidth of 3.8
Ghits/s, which can be obtained with a clocking spet
132 MHz and a 32 bit AHB interface.

Sequence Avg. Ref Avg. 16x16 MB
Frames processed each second
Stefan 2.6 9900
Mobile SIF 3.3 9900
Garden 2.8 9900
Bus 2.6 11880
Foreman 2 11880
Tennis Table 2.6 40500
Mobile CCIR 2.5 40500

Table 3 — Average number of reference frames useddode
sequences with our adaptive ME

4.2 CMOS Implementation Results

The whole ME architecture in Section 4.1 has been

3) the new uploaded search area in buffer 2 can besynthesized according to a semi-custom designifiow

related to: (i) the next reference frame of theenir MB
or (ii) the first reference frame of the next MBo(more
reference frame will be processed for the currei).M
Loading a search area (48x48 pixels) via a 32 b& b
takes about 576 clock cycles; as reported in timing
diagram of Figure 11 such clock cycles are in palr&d
the 900 clock cycles spent for sub-block ME.

( ME Setug ) (LoadArea‘ )
\_*"_1

576

1€x16 ME

8051 Analysis ( )

(Sut-blocks ME (805' analysis (ID

[ 900 [ ~0

576

End of ME

Fig. 11 Timing diagram and parallelization of opignas between the
8051 IP adaptive controller and the hardware seangine

A) 0.18um CMOS technology using a device low-
leakage standard-cells library with 1.8 V suppijtage
and with 6 metal layers.

B) 65 nm CMOS technology using a device low-
leakage standard cells library with 1.1 V suppljtage
and 9 metal layers.

The global circuit complexity of the architecturetailed

in Figure 9 amounts to roughly 35 kgates plus 4i8skdif
SRAM. Both in 180 nm 1.8 V and 65 nm 1.1 V CMOS
technologies the required system clock frequen@g2 (1
MHz for 30 frames/s CCIR) for real-time processisg
met. The power consumption for real time processihg
30 Frame/s CCIR amounts to roughly 135 mW for the
implementation in 180 nm CMOS technology and 18
mW for that in 65 nm CMOS technology. A comparison
of our architecture with a recent hardware architec
proposed in literature [15] for H.264/AVC-complidp
ME, is addressed in Table 3. The hardware engine in
[15] is based on a systolic array of 256 PEs supympr
variable block size FS. Reported values in Tablerel
the circuit complexity, logic gates and SRAM memory
and the clock frequency required to process intigsd
video formats up to 30 frames/s CCIR using 5 refeee
frames and a search displacement of 16. The gain in
terms of reduced circuit complexity and clock fregay,
and hence power consumption, of our ME architecture

Then the maximum clock cycles needed to process oness, that in [15] to achieve real-time processingtiud

MB is about n x 1070 clock cycles being n the umifer

same format mainly depends on the computational



complexity reduction addressed at algorithmic I€gele
Section 3). Indeed the architecture in [15] impdets a
FS algorithm while our architecture implements UMHS | Context | oo o . | || Probability Coding
plus the novel context-aware controller. As repbriie Modelling L) Engine @
Section 3 the efficiency loss, i.e. bit-rate ingedor a Adaptive Arithmetic Coder
fixed PSNR value, of our technique vs. FS is inrage
about 1.5%. A hardware implementation of the basic Context in =ContextTable(chddx);
UMHS ME has been proposed recently in [23]. Such o
architecture requires a 30 MHz clock frequency to follow=follow,
implement in real-time the UMHS technique for a 30 PS LPS
frames/s CIF video with a search displacement ofNIb @'
circuit complexity results are provided in [23] far
complete comparison with the architecture propased
this paper. However it is worth noting that our ME
coprocessor, thanks to the computational savinthef
adaptive parameters control, supports an UMHS-like
search in real-time up to 30 frames/s CCIR format.

Probability Estimation Update

low=low+R-R'p pg

R=R-R-
Pips R=RP|ps

\ ®
low=low<<1
R=R<<1

follow++
low=low-0x0100

low=low-0x0200 Ouput; 01111...1

Sequence Format ABR% AECT% Ouput: 10000...0 -
Stefan SIF -9.1 34 o follow
Foreman CIF -6.9 27.8 !
Akiyo CIF 5.8 31.6
TennisTable CCIR -12.2 30.3 Fig. 12 CABAC structure

Table 4 — ME architectures comparison . . .
P Then the encoding engine performs data compression

while updating the probability estimation. The

5. CABAC Algorithmic Description binarization is achieved through different techeigiu
depending on the symbol to be binarized.

CABAC [5] is the Context Adaptive Binary Arithmetic * Unary Binarization: it is used for unsigned syntax
Coder used in H.264/AVC Main Profile as the entropy €lements. They are represented as a sequence of ‘1’
en-coding engine in alternative to basic CAVLC. [eab  terminated by a ‘0",

compares CABAC and CAVLC for different test videos * Truncated Unary Binarization: it is used for a limited
when using both techniques within the JM10 encoder number of unsigned syntax elements. Given a thtésho
with the fast ME proposed in Section 3: new context cMax, for a syntax element less than cMax, unary
aware controller plus UMHS. Results reported inl&&b  binarization is employed. A syntax element equal to
show the % bit-rate saving due to CABAC vs. CAVLC CMax is coded as sequence of ‘1" with length cMax.

for a given PSNR qualityABR %) and the % increase in * Concatenated Unary/k-th order Exp-Golomb
processing timeAECT %). The results are in line with Binarization: it is used for signed elements. It is made of
the CABAC analysis in state-of-art [3] proving that @ pre-fix generated with truncated unary binaraatnd
CABAC and the new fast ME can be successfully @ suffix generated with k-th order Exp-Golomb codes
integrated in the same encoder and that CABAC naeds * Fixed length binarization: it is used for a limited
dedicated implementation. The CABAC encoder number of syntax elements whose values are integers

structure is reported in Figure 12(a). 0[o,cMax].
. During the binarization a Context Identifier is igegd
Work | Logic RAM Clock ME to each syntax element. This identifier and theremtr
Gates Freguency bin position, through some thresholds, generatimdex

Our | 35k 48 kbits | 132MHz | Adaptive (ctxldx) that allows finding the correct contexn fact

(2 buﬁgrs) ME contexts are stored in a table (ContexTable) thatains
[15] 106 k 24 kbits | 213.7MHz FS . o L . .
the different initial probability values for theittametic
(1 buffer) . . -
encoder. Each context can be univocally identified,

The coding engine is based on the arithmetic engpoof
Since CABAC arithmetic encoding engine works oy o a bin with its context. The arithmetic coder is diin
a binary alphabet, it requires to binarize inpunbgls. namely only two symbols, least probable symbol (LPS
In fact many symbols employed in H.264 are not tyina and the most probable symbol (MPS) are allowed. The
symbols (e.g. motion vectors), thus they ought & b arithmetic coding is based on the recursive partitf
converted in a sequence of binary symbaténg). the probability interval [0,1] in sub-intervals wd®
Furthermore, as CABAC is a context adaptive cofter,  width is proportional to the probability of the syoi to
each bin a proper context ought to be selected grifitn ~ be coded. Given the probabilities of the LRB-§ and
probability models defined by the standard. of the MPS pyps=1-pLpy), the sub-interval widthsR(ps,



Rupg are updated as in (1) where R is the currentviate  « Terminate to terminate the encoding on the current
width. context.
Rps = RIP.ps 1) « Encodeto process the input symbol and to produce the

output bits.
RMPS =R- RLPS P

) ] 6.1.2 CABAC data path and control unit
Let us introducdow as the lower point of the current
interval, the updating of interval bounds followe trules In order to avoid the use of multiplications to fpem

in (2): the arithmetic coding, in H.264/AVC significant uab

low,,,, = low MPS of the interval widthR) and of the LPS probability(p)
R.,=R-Rps are pre-calculated and stored in two vectors, Usual
. ) indicated a€) andP [5]; vectorQ needs two bits and six
low,,,,, = low+R—-R ¢ bits are required forP. FurthermoreRps values,
LPS . : : ;
R = Rips obtained withQ and P, are stored into a>$4 matrix
(M). The CABAC data path basically implements the
flow chart shown in Figure 12 (b): it receives tromtext
6. CABAC Architecture in value from the CABAC con'grol unit and produces the
packed data that are pushed into the FIFO. Furibrerm
6.1 Architecture Description the control unit ought to correctly drive the CABAlata

path multiplexers in order to select the propeugal

The top level view of the proposed CABAC coprocesso

is shown in Figure 13. External connection is pded datain AHB data out
through the AHB interface and two buffers are uged Interfape

input and output data exchange with the networke Th

processing core includes four main blocks:

« CMD decoderdispatches the received commands from

the AHB interface to the input buffer and to the EB¥C Input buffer Output buffer
control unit; s

« CABAC data path and control unit manage the wmhm Tull

entropy coding, generating “packets” of bits; ' CABAC coumaae saded
» Thede-packetizerblock produces the coded bits. control unit

A critical issue in the proposed CABAC architecture I FIFO

design is the FIFO sizing as it impacts both on the CABAC

performance and on the complexity. In the following data path packed de-packetizer
paragraphs the proposed architecture is detaileddar L Jfdam

to understand the design characteristics and thersy
requirements. These aspects are crucial to sizEIf@
reducing the complexity overhead while grantinghhig
performance as detailed in Section 6.2.

Fig. 13 Proposed CABAC coprocessor

The CABAC data path block scheme is depicted in
Figure 14 highlighting four functional units, resgieely
devoted to probability updating, computation &p,ps
product, range update and data output. Since the
probability p ps is derived from the context State, in the
actual implementation ROM memories are directly
addressed by context State, so avoiding the geoeraft
the intermediat@_ps value.

In Figure 14, instead of allocating a single RONMmey
with pre-calculatedR-p_ps product values, the context
State is used to address the four small ROMS Md@3o
(64%9 bits), while the currer® value selects the correct
d ROM output through a multiplexer; this solution teet

" exploits the delayed arrival &, which is available one
cycle later than the context.

The CABAC coder is adaptive and therefore the ocdnte

6.1.1 CMD decoder

When receiving a new input symbol, three encoding
modes can be selected, according to the symboéxont
context basedeq_probor final mode. In thecontext
basedmode the context must be explicitly provided to
the encoding unit, see Figure 12(b), whereagthgrob
mode assumes symbol probabilities equal to 0.5tlaed
final mode allows encoding the last symbol before
termination.

The CABAC control unit receives the proper comman
the input symbol and the related context that aetuto
properly drive the data path and to produce thekgxhc

data. . .
Three main commands can be executed by the CABAC'S continuously updated by means of an FSM that
core: generates théNext context Stat®n the basis of the

« Init to initialize the probability interval and intetna received ;ymbol (LPS or MPS) and the f:urr@rmtext
FSMs. State In Figure 14, two small ROMs (88 bits) are used



to adaptively generatblext MPS Stateand Next LPS Registers and adders shown in Figure 15 allow upglat
State depending on the input symbol. the two pointers while packet data are receivedeivh
The range update unit in Figure 14 simply computesthe 32 bit register is full, it is written into theutput
either R ps or Ryps according to Equation (2); moreover buffer. A counter allows signaling to the command
this unit also updatdew value. decoder that the output buffer is full. The arattiee
In the data output unit, thew value is used to update works at full throughput if a new input symbol is
the output bit according to the flow chart depiciad  available every clock cycle. In this case every o@nd
Figure 12 (b). Whefow is greater than half the interval is executed in 3 clock cycles. If full throughpst ot
width (0x0200) a ‘1’ is output. Similarly whelow is granted, the core requires one additional clockecya
lower than a quarter of the interval width (0x01@0p’ verify when a new input symbol is ready.

is generated. Otherwise no coded bits can be peaduc

in this case, the generated output is not valid tied 6.2 FIFO Sizing

follow counter is incremented; the next valid generated )
output bit will be accompanied by the number of The number of clock cycles needed to process sygnibol

occurred increments, stored as thellow content.  affected by the sizing ofollow register. In fact if a
Performed simulations on different sequences staw t  Sufficiently high value cannot be represented) stailes
the number of increments in counfeliow is lower than ~ @re introduced and more than 3 clock cycles areired
64 and 6 bits are enough [9]. Therefore the dataupy [0 complete the current compression step. Sizinthef
by the CABAC data path is a packet composed byethre follow register also impacts on the size of the FIFO.
parts:output bit output validandfollow value. Extensive

simulations show that, depending on tbe value, no _ | __FIFO | _
more than seven packets per input bit can be pestibg e = pae BASKE Y.
the CABAC data path. Tetlaw bit | valid
i MNext i
Probability update L;’é stots| ROM Range update |
contex In LPS
[Mext 1
contex Init MPS State] ROM ptr
| I MPS = reg reg - -
B
é%?;ecfoftate Mext contex State e A A n::_ oded bits
£
4

contex State

: ' ﬂ“ pir,
reg
ROM _’\{ Data output ol |l e —
i T | e O A £
ROM buffer full
M1 Rip s E)glct)avgtor ggector N
ROM | |
e | Fig. 15 De-packetizer block scheme
ROM isliod] lect & addt
- compare, seledl a ree |y . -
M3 —— The relation between the FIFO data width andfetiew
R-p, ps Update m2de | packed data register size is expressed in (3):
. i < it.
Fig.14 CABAC data path block scheme npackets |:qnbltfollow + 2) = ncycles Dhbltflfo @)

Within the values described in the previous pagmga
we can set-Uipacket=7, NDitiolow=6 andncyces=3, that leads

. . to nbitio = 19. Even if the FIFO data width is minimized
Since the data path requires three clock cycl@sdduce : i ) o
I P qul yclpsacl whennbitik=19, this choice has a negative impact on the

a new set of packed data, a de-packetizer is red)uir d Keti hitect In fact withitee19
the CABAC coprocessor (see Figure 13) to obtain the 2S Packelizer architecture. n fact wilibito=13, a non
coded bit-stream. Figure 15 details the architattur integer number of packets can be accommodatedein th

block diagram of the de-packetizer. This processing FIFO data. In order to simplify the architectured o

. accommodate an integer number of packets, we aacept
block receives packets from the C’.A‘BAC data P ath increase in the FIFO data width. With a 24 bit wiEO,
through a FIFO and performs two simple operations.

LTS - . 7 packets can be transferred in 3 clock cycl@s. the
First it ghecks _theoutput validbit to ve_r|fy whether a . other hand, sizing the FIFO depth depends on buth t
packet is significant or not. Then, if the packst i

ionif 32 bi . ‘< loaded with hetout bi distribution of follow values and on the distribution of
significant, a It register '? ,oa (? ,W't Aput bit valid packets. If the number of free positionshia 82 bit
followed by a sequence of ‘0’ or ‘1’ according toet

X ; register is larger than followjee = follow+1, then 2
value of output bit the sequence length is set by the clock cycles are required to process a packetnoibe 3
value of thefollow field of the packet. In order to

or 4 clock cycles are required depending on ftilew
correctly load the bits into the 32 bit registerstart Y a P g

. d d Doi red value. Adding two 32 bit shadow registers, the de-
pointer ptr) and an end pointerpife) are required. packetizer can always process a packet in 2 clgcles.

6.1.3 De-packetizer



However, even if 6 bits for representing foblow value is

a conservative sizing, our simulations show folkdw has

a low probability of achieving values greater tiB2nAs a
consequence, instead of using three 32 bit regigter
shadow registers), only two 32 bit registers can be
employed (1 shadow register); the effecfalow values
greater than 32 can be absorbed by the FIFO. tndiace
the follow most probable values are in the [0,31] range,
most packets are processed in 2 clock cycles, dew af
them in 3 clock cycles. As a significant examptel-igure

16 the distribution of thdollow register content for 3
frames of the Foreman sequence is shown. It ishwort
pointing out that the distribution of valid packdtas a
stronger impact on the FIFO depth. In particuléie t
distance between consecutive valid packets iscafiti
When several consecutive valid packets are gemgrate
deeper FIFO is required. On the other hand eveavén
consecutive valid packets are generated, but they a
followed by a reduced number of valid packets, few
registers can act as a buffer. Unfortunately tretadce
between consecutive valid packets can be deternoinigd
from the statistical analysis of real sequencesufitions

on several sequences show that less than 1024acells
required for buffering the packets in the worstegalss a
consequence a 25 kbits FIFO (1824) can be employed
to achieve high throughput. In Figure 17, the grawof
the required FIFO for 3 frames of the Foreman secgiés
shown as a significant example. As it can be oleskbim
this case the maximum number of required cells2i3 8
and they can be accommodated in the 1024 cells.FIFO

x10°

18

occurrence

10
follow value

Fig. 16 Distribution of the follow value for the feznan sequence: the
greatest value is 10 but with a very small proligbil

It is worth pointing out that the FIFO sizing allsva
complexity/performance trade-off. Reducing the FIFO
size the architecture complexity is decreased at th
expense of reduced performance. In fact reducirg th
FIFO size can cause a stall in the CABAC data path
the de-packetizer.

As a consequence the number of clock cycles redjtire

complete the arithmetic coding operation increases,

reducing the architecture throughput.

FIFO cells

05 1

15 2
consecutive valid packets

25 3

x 10°

Fig. 17 Required number of cells for packet buffgriuring the
elaboration of 3 frames from the Foreman sequence

6.3 CMOS Implementation Results

The VHDL model developed for the proposed CABAC
processor has been synthesized on the afores&dut 1
and 65 nm CMOS standard-cells technologies.
According to post synthesis results, up to 333 Mdzk
frequency is achieved for both technologies, with a
occupation of about 4.5 kgates for the logic anthwi
about 25 kbits for the FIFO. Thus the proposed
architecture is able to sustain an incoming rateto
111 Mbits/s. Down-scaling the clock frequency td@15
MHz, a data-rate of 50 Mbits/s can be sustainedt wit
power consumption of about 22 mwW and 3 mW in 0.18
um and 65 nm technologies respectively. It is worth
pointing out that an uncompressed ¥280 video
sequence at 30 frames/s produces from 83 to 12&Mbi
(8 bits gray scale or YUV 4:2:0). Thus, on the &rg
application (728480 at 30 frames/s), the proposed
CABAC architecture can sustain also very low
compression ratios (~2:1), granting high qualitdeo
compression.

Compared to the solutions described in [8, 9, 88,20,
36] the proposed architecture shows some common
points and some differences. In particular, sinc¢lB]
FPGA implementation is considered, a fair compariso
not possible, even if an ASIC complexity of roughD
kgates is estimated. This value appears compatiltte
our architecture complexity. On the other hand wa c
compare the proposed architecture with [8, 9, 1®, 2
36]. The architecture described in [8] is similarthe
one proposed in this work, however in [8] the gizof
the FIFO is not investigated. Moreover, in [8] 8Dum
standard cell technology is employed leading tionitdd
clock frequency (186 MHz) and throughput. Sincg8h
also binarization is taken into account a fair ctaxipy
comparison is not possible.

To the best of our knowledge the architecture dlesdr

in [9] is one of the highest performance implemgote
available in the literature. Comparing the archiiees
described in [9, 20, 36] that are all implemented o



0.18um technology, we can observe that [9] has a higherschemes with appropriate NI towards the AMBA AHB

complexity and can run at 263 MHz sustaining 87
Mbits/s, whereas [20] achieves 4 Mbits/s with acklo
frequency of 190 MHz. The solution in [36] is based
fully pipelining all the encoding process and auk® a
throughput of an encoded symbol per clock cycléhat
expense of 14 kgates for the logic and 15 kbitR/AMM.

In Table 6 we compare the proposed architecture [®it
19, 36]. For a fair comparison the proposed archite
results are shown only for the 0.18n standard cell
technology. As it can be inferred the proposed
architecture has a lower critical path with nea same
complexity of [9]. The comparison with [19] is not
completely fair as our single-symbol architectuse i
compared to [19] which is a multi-symbol encodeneT
proposed architecture is smaller than [19], with a
reduced critical path. However, since the proposed
architecture requires three clock cycles to elaieoean
input symbol, the number of processed symbols peec

is lower than [19]. Finally, compared with [36] the

IP bus. So Spidergon STNoC building blocks need to
just implement basic functionality to guaranteacefht
parallel communication between cores and memory
spaces. The NI converts protocols, data size and
frequency between the IP domain and the NoC domain.
Once the NI injects packets on the network, 4-port
Routers (R) apply routing schemes across the nkfwor
whose topology is the same as the Ring one exbapt t
one more port connects opposing routers (Figure 18)
The architecture of the NI we have designed is ripgal

in two main modules, see Figure 19. The first dhe,
Shell, implements protocol handshaking with the
connected IP and abstracts the transport and retwor
layers. The second one, the Kernel, manages packet
assembling and, depending on the configuratiomp als
frequency and data size conversion. A NI Shellbeen
designed to adapt the AHB bus interface of the two
H.264/AVC blocks to the Kernel module. The whole NI
has been then configured in two ways dependinghen t

proposed architecture requires less logic but morewished interconnect capabilities, as reported bl &.

memory, in fact [36] requires 14 kgates for theidcand

15 kbits for the memory respectively, whereas the
proposed architecture features 4.5 kgates for algyec |
and 25 kbits for the memory

0.18um area Critical Symbols
[kgate] [mm7] path [ns] | per cycle
[9] - 0.423 3.8 1/3
[19] 32.1 - 5.2 3.32
[36] 15 - 3.2 1
Our 4.5 0.513 3 1/3

Table 6 — CABAC architectures comparison

7. IP Interface for NoC Parallel Computing

As proved in literature [27, 32] since the H.26dnstard

is computing intensive the requirements of realetim
performance can be met not only through complexity
reduced new algorithms but also through parallel
hardware configuration by means of innovative
communication infrastructures such as NoC. Motion
Estimation operations are suitable to follow a pakra
operation flow since many kind of searches (e.g.:
searches for different partitions or different MBgn be
done independently and thus parallelized. As prawved
[27], which analyzes an MPEG encoder architecture
varying the number of ME processors used, a NoC
communication approach outperforms classic point-to
point and hierarchical bus interconnections in teiwh
scalability for area, power and throughput.

Therefore is important an evaluation of the comipyexf

a Network Interface (NI) able to connect the praubs
CABAC and ME IPs to a NoC. Among the several NoC
topologies proposed in literature here we referthe
Spidergon STNoC topology [26, 33]. In our case gtud
application of NoC solutions on video encoders,Nlo€
capabilities can be reduced to basic networkingifigu

Then it was synthesized in a standard cells CMO8r65
1.1V and CMOS 180nm 1.8V processes. The parameters
that have been configured are:

- The number of retiming stages in the pipeline,
determining the clock latency.

- Frequency conversion scheme, patent filed [38%ed
on hi-synchronous FIFOs with Gray coded pointers an
brute force synchronizers to transmit payload agadier
data through separate clock domains.

- The data width at AHB and NoC interfaces.

- The amount of internal buffering for payload and
header data.

Feature Config 1 Config 2
Latency 0 clock cycles 1 clock cycle
Frequer)cy off on
conversion
Header FIFO no 240 bits
Payload FIFO no 288 bits
NoC data width 32 bits 64 bits
AMBA AHB 32 hits 32 hits

Table 7 — NI synthesis configurations for videoiogdcomputations

A 0 clock cycle NI with Configuration 1 in Tablecan
work up to 500 MHz clock frequencies in 65 nm fgsi

a low-leakage library version), which is well abotbe
working frequencies of the proposed CABAC and ME
H.264/AVC building blocks. Therefore frequency
conversion is not strictly necessary and a sinlglekclP-
NoC design can be done. In case of Configuratian 2
FIFO-based frequency conversion is enabled in #se c
the NoC works at maximum speed. The complexity in
terms of kgates is roughly 1.5 for Configuratiomrid 3
kgates for Configuration 2 with leakage power
consumption of few tens ofiW. Configuration 2
performs also a size conversion packing 32 bit Adéita
into 64 bit payload data carried by the networle @mall
FIFOs are realized using Flip-Flops and hence no
embedded RAM is needed).



Comparing such data with the complexity of ME and communication infrastructures, NoC, used in MPSocC f
CABAC cores it can be seen that the overhead of,a N video encoding.

particularly configuration 1 in Table 7, is minimalhe
maximum achievable bandwidth, if the NoC is clocked
500 MHz, is 15 Ghits/s; such value is much higtnemt

the one needed by the ME engine to transfer pizéd d
from background frame memories to the local buffers

(~3.8 Ghits/s, see Section 4.1). The NoC bandwadkb

sustains CABAC throughput which is roughly 0.11
throughput
requirement is then 3.9 Gbits/s and can be sustaine
clocking the NoC at 125 MHz, a target frequency

Gbits/s (see Section 6). The whole

achievable also in 180 nm 1.8 V technology.

2

=

Fig. 18 — Spidergon STNoC topology

KERNEL Rzmef
(IP protocol g'ae
independent) :

NoC packet

assembly &
frequency/size " o
conversion packet

Fig. 19 — NI subdivision in Shell and Kernel

8. Conclusions

In this paper two optimized hardware co-processors
real-time and high-quality H.264/AVC video codingea

proposed. Stemming from complexity and profiling

This work has been supported by NEWCOM++ NoOE.
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