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ABSTRACT

In this paper we propose a lossless compression algorithm for hyperspectral images based on distributed source coding;
this algorithm represents a significant improvement over our prior work on the same topic, and has been developed during
a project funded by ESA-ESTEC. In particular, the algorithm achieves good compression performance with very low
complexity; moreover, it also features a very good degree of error resilience.

These features are obtained taking inspiration from distributed source coding, and particularly employing coset codes
and CRC-based decoding. As the CRC can be used to decode blocks using a reference different from that used to compress
the image, this yields error resilience. In particular, if a block is lost, decoding using the closest collocated block in the
second previous band is successful about 70% of the times.

Keywords: Hyperspectral compression; lossless compression; distributed source coding; error resilience.

1. INTRODUCTION

Compression of multispectral and hyperspectral images has recently received a lot of attention. New sensors are generating
increasing amounts of data, especially in the spectral dimension, as scenes are imaged at a very fine wavelength resolution.
This is particularly useful in terms of potential applications, as spectral features allow to extract important information
from the data. However, it also makes the size of the acquired images extremely high. Since many sensors, especially
spaceborne ones, cannot store all the data but need to transmit them to a ground station, there is a problem of reducing the
data size in order to download all the acquired data.

Image compression techniques can be employed to mitigate this problem, allowing to transmit more scenes in the same
amount of time. Several types of compression are possible. In lossless compression, the reconstructed image is identical
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to the original. In near-lossless compression, the maximum absolute difference between the reconstructed and original
image does not exceed a user-defined value. In lossy compression, the reconstructed image is as similar as possible to
the original “on average”, i.e., typically in mean-squared error sense, given a target bit-rate. Lossless compression is
highly desired to preserve all the information contained in the image; unfortunately, the best algorithms provide limited
compression ratios. For example,® 2 achieve a compression ratio of about 3.5:1 on 16 bpp AVIRIS data. Near-lossless
and lossless techniques yield larger size reductions, at the expense of some information loss. E.g., in? it is shown that
bit-rates of 0.5 and 0.1 bpp can be achieved with little or no impact on image classification performance.

While compression is becoming an increasingly important part of on-board processing, it should be noted that its role
is not only that of reducing the data size. In particular, the following functionalities are of interest.

e Compression with low encoder complexity Algorithms should reduce the data size as much as possible; this is the
traditional and core functionality of any image compression scheme. For on-board compression, it is of paramount
importance that the encoder has low-complexity, in order to match the low computational capabilities and the high
sensor data rate.

e Error-resilience Algorithms should be capable of dealing with “errors”. This requirement is important because
of the way the data are processed and transmitted to the ground segment. Until a few years ago it was custom-
ary to employ radiation-hardened digital signal processors to perform on-board processing, including compression.
Radiation-hardened components have the same functionality of an equivalent standard processor, but they are de-
signed to be insensitive to ionization. Such processors are extremely expensive to design and manufacture; as a
result, the available processors do not have state-of-the-art computation capabilities. This has led to a recent trend
of employing off-the-shelf processors, as in.* Off-the-shelf processors are prone to the effect of radiations; e.g., a
typical effect is to occasionally flip some bits in the on-board memory. Moreover, when the data are transmitted to
the ground station, there is a small possibility that the data are corrupted. As a consequence, modern compression
algorithms should be able to manage the event of errors in the data. Traditional compression algorithms such as
those in? 5 will break down completely upon a single bit error in the data, preventing from decoding the remainder
of the scene after the error. Conversely, it is required that compression algorithms limit the scope of errors to a
small part of the data, or are able to correct errors to some extent. The importance of error-resilience is also wit-
nesses by its inclusion as a requirement for the next generation of lossless and lossy multispectral and hyperspectral
compression standards developed by the CCSDS (consultative committee for space data systems).

In this paper we propose a lossless compression algorithm that provides the two functionalities described above,
namely low-complexity compression and error-resilience. The algorithm is inspired by recent ideas in the field of dis-
tributed source coding (DSC).% It builds on our previous algorithm presented in,”*8 improving it in many aspects, and
particularly significantly boosting the compression performance, decreasing complexity, and providing error-resilience.
This algorithm has been proposed at the spring 2008 meeting of the CCSDS multispectral and hyperspectral data com-
pression group as candidate for standardization.

This paper is organized as follows. In Sect. 2 we provide some background on DSC. In Sect. 3 we describe the
proposed algorithm. In Sect. 4 we report experimental results, while in Sect. 5 we draw some conclusions.

2. BACKGROUND

Inrecent years, DSC has received an increasing attention from the signal processing community. DSC considers a situation
in which two (or more) statistically dependent data sources must be encoded by separate encoders that are not allowed
to talk to each other. Performing separate lossless compression may seem less efficient than joint encoding. However,
DSC theory proves that, under certain assumptions, separate encoding is optimal, provided that the sources are decoded
jointly.® For example, with two sources it is possible to perform “standard” encoding of the first source Y (called side
information) at a rate equal to its entropy, and “conditional” encoding of the second source X at a rate lower than its
entropy, with no information about the first source available at the second encoder.

DSC theory also encompasses lossy compression'?; it has been shown that, under certain conditions, there is no
performance loss in using DSC,1% 11 and that possible losses are bounded below 0.5 bit per sample (bps) for quadratic
distortion metric.'? In practice, lossy DSC is typically implemented using a quantizer followed by lossless DSC. Lossless
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and lossy DSC have several potential applications, e.g., coding for non co-located sources such as sensor networks,
distributed video coding,'® layered video coding,'#'> and remote sensing image compression,”>'6 just to mention a
few.

For remote sensing image compression, which is addressed in this paper, the idea is to consider each band X ; of a
multispectral or hyperspectral image as an individual source. Adjacent bands are correlated, and this raises the problem
of exploiting their correlation. Classical algorithms do so by employing interband prediction, i.e., performing modeling at
the encoder. On the contrary, DSC techniques perform little or no modeling at the encoder, achieving lower encoder com-
plexity and error-resilience, and achieving ideally the same bit-rate as a classical joint encoder, with vanishing probability
of not being able to successfully decode the image. Indeed, in DSC it is the decoder that is burdened with the modeling
task; however, in remote sensing applications this is not an issue as the computation constraints at the ground segment are
not nearly as tight as on-board.

In particular, DSC is applied to remote sensing images as in,”># by encoding each band X; using DSC techniques,
and using the previous band X;_;, which has already been decoded, as side information. Thus, the encoder compresses
band X; at rate approximately equal to H (X ;|X;_1), and the decoder reconstructs X ; using X;_, as side information.
An example of this process will be shown later in this section.

Traditional entropy coding of an information source can be performed using one out of many available methods, the
most popular being arithmetic coding and Huffman coding. “Conditional” (i.e., DSC) coders are typically implemented
using channel codes, by representing the source using the syndrome or the parity bits of a suitable channel code of
given rate. The syndrome identifies sets of codewords (“cosets”) with maximum distance properties, so that decoding
an ambiguous description of a source at a rate less than its entropy (given the side information) incurs minimum error
probability. If the correlation between X and Y can be modeled as a “virtual” channel described as X = Y + W, with
W an additive noise process, a good channel code for that transmission problem is also expected to be a good S-W source
code.'™ In practice, trellis channel codes,'” turbo codes'® and low-density parity-check (LDPC) codes'® have been used;
distributed arithmetic codes have also been proposed. 2°

Since the codes above still have a relatively high encoder complexity, in this paper we employ a scalar coset code,
which exhibits lower coding performance but significantly smaller complexity. We describe the scalar coset code referring
to Fig. 1 by means of an example. We assume that the samples of each band are represented on three bits, assuming values
from 0 to 7. We divide the eight values into four cosets, identified by triangle-up, square, circle and triangle-right. Each
coset contains two values taken at maximum distance between each other. Compression operates as follows. Let us say
for example that we want to encode the current sample X, which happens to have value equal to 2. If we did not use
the previous band, we would need 3 bpp to specify all possible values of X. Instead, we label each coset and send to
the decoder only the label of the coset that X belongs to. In this example we have four cosets, hence we need two bits;
compared with the three bits of the previous case, the rate has been reduced by one third. The decoder receives the coset
label for X, which tells her that the X is in {2,6}. It employs the correlated side information, i.e., the co-located sample
Y in the previous band, to disambiguate between these two values, by choosing for X the value that is closest to Y. For
example, if Y = 3, then the decoder will reconstruct X = 2. Intuitively, if Y is correlated with X, the probability of
error, i.e. that Y is closer to another element of the coset other than the true value of X, is vanishingly small.

This simple example allows to highlight a few important aspects of DSC. One of them is the relation between the
number and size of the cosets. In the example above, instead of taking four cosets with two elements in each, we could
have taken two cosets with four elements in each, transmitting only one bit as label for X. The optimal number of coset
actually depende on how much correlated X and Y are. The larger the number of cosets, the larger the minimum distance
between two elements of the same cosets. Therefore, if X and Y are only mildly correlated, we need a large minimum
distance to make sure that the decoder will be able to disambiguate X, and hence we will need more bits for the label.
Viceversa, if X and Y are very strongly correlated, we can create less cosets and use less bits. A typical choice is to take
the number of cosets as a power of two, i.e., 2%. This choice makes it easy to derive the label for any X, as the label are
simply the K least significant bits of X.

Another important aspect regards error resilience. The reason why existing algorithms are not error resilient is that
the predictor of the current sample X is a specific value that can be computed in a causal way only if all previous pixels
of the image have been decoded without errors. With DSC, this is not the case. In fact, any side information Y that is
sufficiently close to X will allow the decoder to decode correctly. Let us suppose that the co-located pixel Y = 3 in the
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Figure 1. DSC using scalar coset codes.

previous band has been corrupted, and that wrong value Y/ = 1 is available. As long as Y is closer to X than to any
other element of the same coset, the decoder will provide the correct value of X.

3. DESCRIPTION OF THE PROPOSED ALGORITHM
3.1. Encoding

The structure of the algorithm is described in two steps. In the first step, a modified version of the DSC algorithm in 7 is
introduced, then some changes are introduced to provide error resilience.

Let z,, ,; denote the pixel of an hyperspectral image X in m — th line, n — th column, and i — ¢th band. Suppose

that each band is partitioned into non-overlapping blocks of size 16 x 16, and that each pixel « ,,_,, ; can be recovered from
the pixel of previous band X, ,, ;—1 with a linear model

Tm,n,i = f(mm,n,ifl) + Um,n (1)

where v, , a noise process describing the correlation. The value of pixels in X is coded by retaining only the least
significant bits (LSBs) of ., . ;, Where the selected value of LSBs depends on the amount of correlation between the
current and the previous band. In” the number of LSBs is fixed for all pixels within the block, and the MSBs are recovered
on the basis of the side information x,, » ;—1. The number of LSBs is selected in such a way as to guarantee that the
decoder will be able to exactly reconstruct X .

To compress ., ., the following steps are applied.

1. Inorderto make z, ;1 as similar as possible to z,, ., ; in a Minimum Mean-Squared Error sense, a Least-Squares
estimator is computed as follows

Zm,n(mm,n,i—l — i—1) - (mmmﬂ» — i)

: 2)
Em,n(xm,n,i—l - Hi—l) ' (xm,n,i—l - ui—1)

A1) =

where p; and p; 1 are the average value of corresponding blocks of bands i and i — 1.

2. A quantized version of a_4; is generated with a uniform scalar quantizer with 200 levels starting from 0 to 1.99.
The predicted values within the block will be

i:m,n,i = Wi + a[fl][mm,n,i—l - Hi—l]; (3)

3. The error vector can be calculated in each block as

e'{n:}n]z = "I:mvnyk - 5myn7k (4)
and the maximum error is used to set the number of LSBs to be retained as

b1y = | loga(llel o) | +2; (5)

Proc. of SPIE Vol. 7109 71090V-4

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 17 Mar 2021
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



4. The k;_;) — 1 LSBs are transmitted and for the k_,; least significant bit-plane the following map is computed

0 |ehon| < 2kt-n=2
M_, = m.n 6
=1 { 1 otherwise ©)

where the maximum absolute error in the block is 2¥-1~1, The map M;_y), as well as the k;_,-th LSB of those
pixe;s for which M[_;; = 1, need to be written in the compressed file.

We expect that, on average, the error will be smaller than 2*-1u—2, so that most samples of M _yy will be zero.
This means that M|_, is a highly compressible signal. To take advantage of this, we decide to transmit only the
positions of the bits of A7;_;; that are equal to one; these positions are coded using a differential Huffman coding
scheme, and then written in the compressed file. In the decoding process, the pixel value of the current band will
be recovered from k;_;; — 1 LSBs when the prediction error is lower than 2k-1=2 or from k;_1; LSBs when
M;_yyis equal to 1. In particular, each pixel is decoded by taking the element of the coset that is closest to the side
information in Euclidean sense.

5. For each block, the compressed bitstream contains also k_j value, as well as 32 parity-check bits obtained by
applying a CRC code to the values of the pixels in the block. The CRC code must have good error detection
properties, in order to not hinder the decoding process, and must be fast. For example, fast non-CRC error detection
codes such as the Internet checksum are not adequate because of small minimum distance. We have used a 32-bit
CRC with polynomial d(z) = 3% + 23! + 2® + 1,,21 whose complexity is about 5.75 instructions per input byte.

Error resilience is achieved noting the following. The main limitation of the proposed algorithm is that all parameters
have been calculated in order to recover the current band with z ., , ;1 as side information. However, if z,, ;1 has
been corrupted by errors, it cannot be used as side information. This means that all co-located block in the subsequent
bands would be lost, as the decoder would be unable to reconstruct them. In this paper we overcome this issue by using
Tm n,i—2 as an additional side information, and modifying the procedure described above in order to retrieve the current
band from either z,, ;1 O 21 n,i—2, If there exists a sufficiently strong correlation.

First, aj_y), eﬁﬁl, ki_s) and M;_,; are calculated between z, ; and z, 2, repeating the same operations de-
scribed above. Then, three different conditions are evaluated:

o Kz <kp-y;
o K-z = K(-1;
o Ki—2) > k1.

When k[_j is lower than k[_,}, k[_o) LSBs are enough to recover the current band values. Indeed, in this case the second
previous band is more correlated with the current band than the previous band. On the contrary, the reconstruction of
T ,n,i 1S NOt guaranteed if k_5 > k;_;;. However, as band i — 2 is typically close to band ¢ — 1, most of the times the
decoder should be able to reconstruct the current band using k[_2) LSBs and x, ;2 as side information.

To make this possible, we define a new A[_;; map through the following equation
Mi_yy = Mi_q)| M. ()

when k;_;) = kj_. The symbol “|” denotes the logical “OR” operator. The new map allows to recover z , ,, ; from
Tmn,i—1 aNd T o, because kj_y) LSBs are transmitted when e%}l or e%}%} are grater than 2*-1-2, In addition to
k;_1)—1 LSBs the new bitstream contains the compressed ]‘7[71] errors positions and the corresponding k_;; LSBs. From

o~

(7) it can be seen that M|_,) contains a smaller percentage of zeros than either M[_;; or M|_»; as a consequence, it is
slightly less compressible. This is the price to be paid for error resilience.
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3.2. Decoding

To exploit the side information and to recover the MSBs of z ,,, , ;, the decoder needs to know a model to predict the values
of the current band by the side information, such that the prediction error is not larger than the maximum prediction error
estimated by the encoder. A linear predictor is used by the decoder, but the estimation of the average of the current block
and the quantized Least-Squares estimation value of eq.(2) is required. The . ; average is estimated by resorting to the
pixels of spatially contiguous blocks already decoded and to those belonging to the side information. Let us denote as
Miw) and p;) the average values of the blocks above and on the left of the current block, and s ;1 () and ;1) the
corresponding values of the side information. The average value can be estimated by the following equation

A large number of predictors is built by perturbing the estimated values of p ;, and for each ji; a set of 200 uniform levels
from 0 to 1.99 is defined to estimate a;_y;. All the candidate predicted values obtained by applying all predictors to the
side information are combined with the LSBs. The reconstruction is validated checking the following two conditions:

e for all pixels of the block, |2 .n,i — Tm p.i| < 2F-171
¢ the CRC obtained from the reconstructed pixels is identical to the received CRC.

If the previous band z,, , ;1 is not available as side information, e.g. because it has been corrupted by errors, the
decoding process is performed using x ,,, ,i—2; the process will be successful if k_) < k;_;). On average, we have seen
that the decoding process based on z,,, ,, ;2 is successful about 70% of the times.

4. EXPERIMENTAL RESULTS

The compression performance of the proposed scheme has been compared with that of JPEG-LS, 22 2D-CALIC?? and
3D-CALIC.> The results on AVIRIS scenes are reported in Tab. 1. As can be seen, 2D-CALIC performs better than
JPEG-LS, and 3D-CALIC obtains the best performance overall. The proposed scheme outperforms JPEG-LS by about
1.7 bpp, and 2D-CALIC by more than 1.5 bpp. However, the performance gap with respect to 3D-CALIC is about 0.5
bpp, which is the price to be paid for using a simple scalar M -ary S-W coder.

Table 1. Coding efficiency (bit-rate) of the proposed algorithm on AVIRIS scenes, compared to that of conventional 2D and 3D schemes.
algorithm | Cuprite | Moffett | Jasper | Average
JPEG-LS 6.90 7.65 7.61 7.39

2D-CALIC 6.76 7.56 7.49 7.27

3D-CALIC 5.13 5.23 5.14 5.17
Proposed 5.59 5.83 5.71 5.71

We also tested the proposed algorithm on five raw (as opposed to calibrated) scenes. The first four scenes (Sc0, Sc3,
Scl10 and Scl1) are on 16 bpp, while the “Hawaii” scene is on 12 bpp. The results are shown in Tab. 2. As can be seen,
the bit-rates achieved on the 16 bpp raw scenes are larger than on the calibrated scenes, as the raw scenes contain more
information. On the other hand, the bit-rate achieved on the “hawaii” scene is significantly smaller, as this raw scene is
represented on only 12 bits.

The encoder complexity, measured as sunning time on a Linux workstation, is about 1.85 times larger than JPEG-LS,
and much lower than 3D-CALIC.

As for error resilience, as has been said, the proposed algorithm is able to reconstruct the current band exactly, using
the second previous band, about 70% of the times, prividing a high degree of robustness.

5. CONCLUSIONS

We have proposed a compression algorithm for hypersectral images featuring good coding efficiency, low encoder com-
plexity, and error resilience. This algorithm performs significantly better than JPEG-LS and 2D-CALIC, with much
smaller complexity. Therefore, it is a viable option for on-board real-time image compression.
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Table 2. Coding efficiency (bit-rate) of the proposed algorithm on raw AVIRIS scenes.

Scene | Bit-rate
Sc0 7.03
Sc3 6.88
Sc10 6.18
Scll 6.62
Hawaii 3.62
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