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Abstract: The development of new interaction payawi requires a natural interaction. This meansgbaple should
be able to interact with technology with the sammdeis used to interact with everyday real life t isa
through gestures, expressions, voice. Following ithéa, in this paper we propose a non intrusigemi
based tracking system able to capture hand motidrsinple hand gestures. The proposed device atlows
use the hand as a “natural” 3D mouse, where thedifger tip or the palm centre are used to ideratifyD
marker and the hand gesture can be used to similatenouse buttons. The approach is based on a
monoscopic tracking algorithm which is computatibndast and robust against noise and cluttered
backgrounds. Two image streams are processed allgdagxploiting multi-core architectures, and thei
results are combined to obtain a constrained steopic problem. The system has been implemented and
thoroughly tested in an experimental environmenenetthe 3D hand mouse has been used to interdct wit
objects in a virtual reality application. We alsmyide results about the performances of the traakeich
demonstrate precision and robustness of the prdmystem.

1. INTRODUCTION

In the recent years there has been a growing sttémethe scientific and industrial communitiesdevelop
innovative devices allowing a natural interactioithvmachines, and recent products, like the Ninbekidi
console and the Microsoft Surface, try to introduosel habits for computer users. From this pofrtiew,
one of the most natural ways to interact with otgjés using our bare hands. In real world, we ugehands to
touch, grasp and move the objects and we typicedy our fingers to point at something. Acting ia #ame
way on the objects, allows people to transfer dlyescquired abilities to the interaction with trergputer and
to expand possibilities and complexities in humaszémputer communication.

Several commercial gesture based devices exiseaépt. They usually require extraneous wearabtiwzae,
such as markers or sensing gloves. These solysravide high quality results but they are expensingusive
and they could disturb the movements of the user.

On the contrary, vision based techniques couldr atfeimple, expressive, and meaningful manner teraet
with the computer. These techniques are cost-éffe@nd non invasive, and they have been used imyma
contexts.

In this paper, we propose a simple, fast and roaustl tracking system that can be used to devetoptaral”
3D mouse. The output of the tracker is the positiba 3D marker and an indication of the actuaky@sof the
hand, which can be used to mimic the click of treuse buttons. Our system uses two video camerathand
proposed approach separates the elaboration tivtheanage streams, refining the results in a mergiage at



the end of the process. In more details, for eadge stream, we evaluate the perceived hand pastdréhe
2D position, on the image plane, of the referermiatpThe results are then combined in order tduata the
final 3D marker position and hand posture.

Experimental results demonstrate that the propsgstem is fast, robust and computationally mandgeatn
medium level computers. The paper is organizedlié®afs. In Section 2, we describe our approachti&ed
evaluates the experimental results. Concluding riesrare reported in Section 4.

1.1 Related works

The general approach to vision based hand traaksoglly requires three main processes: hand segtiamt
hand tracking and gesture estimation. Colour isnlest common image clue for feature extraction Bka
(1998), Chen, Fu and Huang (2003), Pantrigo, Moatem and Sanchez (2005)). Other visual cues, like
motion, edges and shading have been proposed &r ¢twdreduce influences of varying illumination and
cluttered background (Cui and Weng (2000), Liu died(2004)). Recent results in integrating différeisual
information offer more robust solutions (Akyol aAtvarado (2001), Shan Lu et al (2003)).

Several approaches have been applied to the tagkioblem: a review of the most popular algorithisis
presented in Mahmoudi and Parviz (2006). The CANtSihgorithm (Bradski, 1998) is a robust nonparaimet
technique derived form Mean Shift (Cheng, 1995prowements of CAMShift algorithm can be found imLi
et al. (2003), Zhai et al. (2005). The Condensasilgorithm (Isard and Blake, 1998) is a powestalchastic
approach based on Monte Carlo method that has &gelied to several challenging environments, sug&h a
wearable computers (Liu and Jia (2004)) and reaétihumanoid interaction (Gumpp et al, 2006).
Improvements of Condensation are Icondesationdlaad Blake, 1998), particle filtering (Weiser adwebwn
(1995), Shan et al (2004)), smart particle filtgrii@ray, Koller-Meier and Van Gool, 2004) and loselrch
particle filter (Pantrigo, Montemayor and SanchH&205). Articulated and deformable 3D hand modelairi
techniques have also been proposed by Stenger,dvieadnd Cipolla (2001), Heap and Hogg (1996).

As for the gesture estimation problem, a good suorethe subject is Erol et al. (2007). We can hpasial
pose approaches (Oka, Sato and Koike (2002), lietesssd Berard (2004)), which are usually basedomgh
models of the hand and cannot reconstruct all #graks of freedom (DOF) of the hand, and full DOF
approaches, usually exploiting complex 3D modelsu(Bmond and Cipolla (2002)), and performing single
frame pose estimation offering the advantage dfisilalizing and re-initializing algorithms, capke of
handling fast hand motion where time coherencenisiseless clue (Stenger et al, (2004), TomasipPetnd
Sastry, (2003)).

2. THE MULTIPLE CAMERA APPROACH TO HAND TRACKING

The goal of our work is to develop a simple anceéffe input device which allows a “natural” way of
interacting with the computer using the bare hahtdsur scenario, a single user sitting at a dgsktteracts
with a VR application picking 3D points, selectingd moving objects in the environment or changhmg t
view on the simulated world. To perform these tasike 3D counterpart of a desktop mouse, thatdevice
capable of moving a 3D marker in the environmemt @nissue commands by pushing some buttons, dmuld
sufficient. From the point of view of the user, wihiis immersed in a virtual environment where thgats are
floating in front of his eyes, the most natural wayselect an object would be by touching it, tarale its
position by moving it with the hand, and pickindogation by pointing it. To select a different wieof the
scene, a commonly used approach is the virtuakliec paradigm: the objects are enclosed in a dgbadls
which can be rotated around its centre to changewtbrld view. Again, a natural way to perform this
operation would be to touch the glass ball andteatavith the hand. Therefore, the position of fbeefinger
tip can be used as a “natural” 3D marker that @andntrolled moving the hand (Figure 1a-b). A sienphy to
simulate the click of the mouse could be to as$edle event to a specific, and comfortable, havstyse. For
instance, when the forefinger is extended, sucbstupe could be the one where also the thumbetchied out
(Figure 1c-d). Thumb-index enslaving is not a peoblfor ergonomy, since Olafsdottir (2005) shows tha
indices of digit interaction does not depend whethe thumb is one of the involved digits.



a) Pointing b) Moving

'

c) Selecting d) Dragging

Figure 1: interaction with the virtual environment

The click of a second button, e.g. the right buttoould then be mimicked with another posture. We
experienced that extending another finger is notfodtable for the user, while it is much easierclkose the
hand. Using this posture, the forefinger tip carmoused anymore as 3D marker, and another refepint,
for instance the centre of the palm, can be chosen.

The proposed hand tracking system uses two can@n&gonstruct the (x,y,z) position of the marked @f
the hand posture. The two cameras are locatedeosidis of the desktop where the user sits anpasitoned
and oriented in order to observe a common areadtiee area, where the user can move its hand.

Our approach works in two phases. First, the infidiifom about 2D marker position and perceived hawdyre
are extracted from each image stream separategn, these data are combined in order to obtainge&D
information. The rationale of this approach is tttet 2D information can be obtained in a fast agldlle
way, and that processing separately the two imagarss allows the two threads to be executed iallphon
multi-cpu or multi-core based architecture, guazaing a substantial improvement of the executioeesi

The result is a simple and computationally fastteays which is very robust against noise and clatter
backgrounds. The outline of the proposed hand imgckystem is the following.

After initializing some of the parameters used hg system, the two image streams are processerhsdpa
This step involves three processes:

1. detection/tracking: identifies in the incoming ineathe user hands and tracks it along the video
sequence

2. segmentation: extracts the silhouettes of the lframd the incoming image

3. recognition: identifies the posture of the hand the&d2D marker position

Finally, stereoscopy is used to combine 2D inforamaind to obtain the required 3D marker postuik zand
gesture. In the following, the single componenttheke processes will be described in details.

2.1 Initialization

Initialization is an offline process that involvesveral system’s parameters.

First, the camera needs to be calibrated. Thisgzoestablishes a relation between the image ptnds
cameras and a fixed reference system in the 3Ddwlrlthis work we used the approach describederGpen
Computer Vision Library (n.d.).

Second, since the tracking algorithm uses a prdéibabistribution image of the chromatic componeafshe
objects to be tracked, a reference colour modetil:idée be initialized. In this case, we are intexésin
detecting skin-like pixels. It has been demonstrgtradski, 1998) that different skin colour modate not
needed for different races of people. This fadved! building a priori a skin model that can be usedientify
the hand. This is modelled with a simple chromgtibistogram, created interactively by selectirpat of the
image corresponding to the hand. The RGB valuab®pixels of the selected region are converted ting
Hue Saturation Value (HSV) colour system, allowtogcreate a simple colour model taking 1D histogram
from the hue channel.



2.2 Single-stream processing

Single stream processing is based on the approademqed by Bottino and Laurentini (2007). It comelsi
several computer vision algorithms, in order toleitgheir strengths and to minimize their weakness

2.2.1 Detection/tracking

The detection/tracking module is a state machirteyse state diagram is shown in Figure 2. In thedatiein
state, the input image is processed until a hatet®the image. Then, in the tracking state, the hs tracked
until it exits the image.

[object detected] [object lost]

Figure 2: detection/tracking module

This module uses two different algorithms: MeanftsfiCheng, 1995) for object detection and CAMShift
(Bradski, 1998) for object tracking

The input of both algorithms is a probability imagéhere pixels more likely to belong to the seadcbbject
have a higher value. This probability image is of#td by back projecting on the image the chromstici
histogram evaluated during the initialization st@e probability image is then filtered, as sugeédsby
Bradski (1998), in order to ignore pixels whose kakie is not reliable. An example of an image feaand its
corresponding probability image is shown in FigBaeand Figure 3b.

Mean shift uses a search window, whose size iglfiwich is iteratively moved along the image “dbimg”
the probability distribution until the optimum igached. At each step, the centre of mass of thetsea
windows is evaluated and the search window is edntn it. In our implementation, in order to avoid
systematic errors, the initial position of the shawindow is randomly set in several positions e tmage.
The final location giving the best score is choséfigure 3c and Figure 3d). To find when an object
detected, the percent of object-like pixels ingkarch window is compared with a pre-defined ttolesh
CAMSNhift is a generalization of the Mean shift. \l¢hiMean shift is designed for static distributions,
CAMSHhift is designed for dynamically changing distitions, such as those occurring in video sequence
where the tracked object moves, so that size agatitn of the probability distribution change imé&. Hence,
at every iteration, also the size of the searchdoivs is adapted to the incoming distribution. Agamfind
when an object is lost, the percent of object-fikeels in the search window is compared with a ¢geéned
threshold.

The output of this module is a flag indicating liletobject has been detected and the region R whéere
located.



c) d)
Figure 3: @) An incoming image and b) the corresioa histogram back projection. ¢) The initial deten region. d) The
Mean Shift moves the R region to the optimum.

2.2.2 Segmentation

The segmentation module, given position and dinmensif R, extracts the silhouette of the hand frdwm t
probability image. First, the probability image tisresholded in order to obtain a binary image. Then
morphological operators are applied to remove spsripixels and holes are removed with a flood fill
algorithm. Finally, the bounding box of the mainnoected component contained in the search window is
evaluated. Any further processing on the imagektakle place only on this Region of Interest (R@&ducing

the computational burden. Other disturbing conrtectemponents, not belonging to the hand, are dischar
(Figure 4).

c) d)
Figure 4: segmentation process. a) source imagprdbability image and R region, c¢) thresholded iead) the main
connected component in R and the correspondng ROI.

2.2.3 Recognition

The input of this process is the silhouette oftfaving object and the R and ROI regions. The oupthie 2D
position of the marker and the posture of the hand.

A simple 3D model of the hand is used to reconstitue desired information. It is composed by oné¢htee
ellipsoids, depending on the gesture to repre&ath ellipsoid is represented in matrix form asx'@here x’
=[xy z land Q is a coefficient matrix. Using this repmesgion, every transformation (translation, rotatio
scaling) can be applied to the model with a sinmpégrix multiplication. The model has 7 degreesreééiom,
3 for the position, 3 for the orientation and 1 foe posture, which determines also the numbetlipkeids
composing the model. The posture can assume tliseeett values: 0, hand closed 1, hand closed thih



forefinger extended, and 2, hand closed with thamtb forefinger extended. The three postures, thpeshof
the corresponding models and the assigned valeeshawn in Figure 5. The projections of the elligsmn a
plane are quadrics and can be obtained, again,aréiimple multiplication between matrices. Themwkimg

the projection matrix obtained from calibratiorsidficient to project the model on the image plane.
Posture Model Value

9
D
2o .

Figure 5: the three hand postures identifiable ctireesponding model shape and the assigned value.

b)

c)

The state of the model is reconstructed using @endlensation algorithm (Liu and Jia, 2004), whishai
combination of the statistical technique of impooa sampling with the Condensation algorithm (Isand
Blake, 1998). Basically, it tries to approximate tmknown statistic distribution of the state giracess with a
discrete set of samples and associated weights Jéti evolves iteratively from an initial set ohdam
samples, and at each step t their weights are egpd&rom these weights, it is possible to predet t
probability distribution over the search spacemaett+1. Thus, samples with higher probability arere likely
to be propagated over time. The process is iteffated predefined number of steps, and the firgtkss given
by the weighted sum of the final samples. In owe¢c@ach sample represents a model state and itfjletinvg
function is defined from the projection of the mbde the image plane. Gively the result of the exor of
model projection and silhouette of the hand, thighteof the sample s is given by:

1
w, = ()
1+ Z(ny)ms I S (X1 y)

The initial set is created from random samplethénneighborhood of an initial guess of the haatestThis is
obtained from an analysis of the incoming silhagjetthich works as follows. From the segmentaticocess
we have the R and ROI regions (Figure 6). The pafithe hand as a high probability to fall into Rhile
finger pixels are mainly in the area (ROI-R). THere, R can be used to extract 2D position anchtait@n of
the palm.

The first order moments of R give a reasonablecatibn of the centre of the palm, while dimensiom a
orientation of the ellipse corresponding to thenpaln be deduced from the covariance ellipse builthe
second order moments. From these parameters, webtaim, given the dimension of the user hand,ugho
approximation of the distance from the camera drthe orientation of the ellipsoid correspondingttie 3D
palm. An initial indication of the hand gesture das obtained analyzing the moments of the ROI redio
particular, the third order moments give us andation of the asymmetry of the image along its@pal axes.
A significant asymmetry along the major axis isteorsg indication of the forefinger presence, while

significant asymmetry along the minor axis is adiéation of the thumb presence.
ROI

r“

-

R
Figure 6: ROI, external rectangle, and R, inner regita



Figure 7: Marker identification. a) Input data: nebdeft) and silhouette (right). b) The model sed to mask
the palm. c) Curvature evaluation of boundary i) The marker is located on the point with maxim
curvature.

The output of Icondensation is then used to idgmrEcisely the 2D position of the marker. If thesfure is 0
(closed hand), the marker is given by the centrthefprojection of the 3D palm. Otherwise, we idfgrthe

fingertip projecting the palm on the image and gsinto mask the region corresponding to the foigdr. In
case the posture is 2, the connected componenttafest is the one overlapping the projection ef 3D

ellipsoid corresponding to the forefinger. Idemntfiion of the marker position is based on the aislgf the
local curvature of the boundary of the obtainedaegThe farthermost point at maximal curvature yafvam

the centre of the projection of the palm, is takesrthe 2D position of the fingertip. An example tanseen in
Figure 7.

2.2.4 Merging

The merging process involves two steps:
* areconstruction step, where the 3D position ofrtfagker and the hand posture are reconstructed on
the base of the information evaluated from thedeft right images
* adata filtering step, where a Kalman filter isdis® smooth the noise in the extracted data
Regarding the first step, the hand posture is etatlby means of the following voting scheme:

Table 1: the voting scheme used to evaluate the pasture.
Left Camera Pose

0 1 2

Right 0 0 1 2
Camera 1 1 1 2
Pose 2 2 2 2

As a matter of facts, one or more fingers can loeldm in one image, but visible in the other. If gusture
number indicates the number of extended fingersyoting scheme will choose the maximal value idisua

for left and right posture.

When the posture is O or when the forefinger isblgsin both images, the 3D marker position is aastd
intersecting the lines back projection in 3D therkea positions on the image planes from the coordmg

optical centres. The line equation is evaluatedpbgudo inverting the projection matrix. Due to tiase
introduced by the previous reconstruction processeslines unlikely intersect each other. So weosle as
intersection the point at minimal distance fromhblirtes.

When a reference point, such as the fingertip in @ample, is visible in only one image, the marker
position can be reconstructed in the following whiyst, we assume that the forefinger tip lies loa principal
plane of symmetry of the hand. Then we extractotfientation of this plane, P, from the model cqomsling
to the image where the forefinger is visible. Finalve take the plane P’ parallel to P and pas#imgugh the
3D position of the palm centre and we intersesitit the line back projecting the visible forefimga.



3. SYSTEM EVALUATION

The proposed hand tracking device has been imphetemnd tested on a PC with an Intel DualCore E6600
CPU, 1GB of RAM. The frame grabber used for imagptaring is a cost-effective PCI capture board and
guarantees an overall 240 color frames per secbne.system includes two color cameras, with maximal
frame rate of 50 fps, and 752x582 color images.ofaiag to the literature on the subject and refgrtio the
available commercial products, the device can laduated according to a set of desirable charatiteyis

3.1 Robustness

For robustness we mean the quality of being ableofe well with variations in the operating enviment
with minimal loss of functionality.

Initialization and re-initialization

Since the hand is continuously entering and exiting active area, the system must guarantee atrobus
identification of the hand presence. In a singleage stream, when the hand is tracked, the CAMShift
algorithm provides useful information on the obj&tntified in order to understand when it exite tmage.

At the same time, Mean shift can recover very gffily the object as soon as it enters again thegenm
Distributing casually the search window over thadgm allows easily to “hook” the object and therdentify

its position. Therefore, we can state that theesgsprovides robust initialization and re-initiakiwan of the
tracking components at thread level, which is cdfld into the robustness of the two integratedchetse

Cluttered backgrounds

The system is not sensible to non uniform backgiswr moving objects, unless their chromatic distibn is

not similar to the one of the tracked object. ExE®an be seen in Figure 3 and Figure 4, whe@mlex
background is present. Some small groups of pixeldelonging to the hand can be present in thbagtritity
image, but they are discarded during segmentakon.skin-like objects entering the image, sucheadher
tissues, we stress that the CAMShift algorithmagyrobust against distracters. Once CAMShift gkénl onto

the mode of a colour distribution, it will tendignore other nearby but non-connected distributions

It is true, however, that some problems can be ezhughen the disturbing object and the hand form a
connected component or when a disturbing objectsetarea is bigger then the identification thredhis
detected in the image when no hand is present.prbduces false hand identification.

Independence from illumination

The system is guaranteed to work for a wide rarigeudations of illumination intensity since thegseentation
process is theoretically independent from the ilhation conditions. However, if the global illumiian falls

below a certain threshold, the segmentation algoritloes not give good results anymore. The samagmo
happens when the global level of illumination is tugh, for instance for direct sunlight hittingetivorking

area, since the camera saturates.

3.2 Computational manageability

The machine used during the test can be consideed medium cost processing unit (the completesyst
including capture board and camera has a cost ltaer 1.500€). Processing the image streams ateefrate
of 25 frames/sec, the mean latency is 20ms, and siagle CPU is used at 30% of its capacity. Theimal
mean update rate of 50 updates/sec. A faster catimol unit guarantees to run the system reliabl$0
Hertz, which is adequate to the frequencies of mbgastures in human-computer interaction.



a b Figure 8: a) The test application. b) selecting amaVing
3D objects

We developed, for test purpose, a simple VR apfdicashown in Figure 8. The user can move the point
(represented by a sphere), select and drag olgectsd the virtual world and change the user’'s visee
Figure 1 for a schematic representation). WherviReapplication is running another 25% of a singbee is
used. This demonstrates that there are resouredalae for other tasks, and that the system cagffeetively
used as an input device for other applications.

3.3 Performances of the HT system

Ground truth data was used to derive a quantitatigasure of tracker’'s accuracy. Taken a grid aftgsovhose
3D position is known, the accuracy can be evaluatedugh the difference between the 3D positions
reconstructed from the 2D projections of the rafeeepoints and the ground truth data. Since tharacyg is
not constant, the reference points must be locdismlighout the active area, in order to evaluataean
accuracy value. As a result, we obtain an accupddy40 mm RMS.

The resolution is the minimal difference between & positions detectable as different from thekea, that
is when their projections on the image planes #ferdnt, the minimal distance being one pixel. iidiere the
resolution is given by the ray of the sphere enotpsall the 3D points obtained by back projectirig ilnage
points at one pixel distance point with the refeeeprojection. Also the resolution is not uniformthe active
area and the punctual resolution is computed andcaged over the set of reference points. The aidainean
resolution is 0.79 mm RMS.

Jitter and drift can be computed by placing theefioger in a fixed position and computing the staad
deviation of the reference position. The resuliiittgr is 0.46 mm RMS, and the drift is null. Thest result
comes from the fact that none of the algorithmslustroduce any drift in its output. It should Heaoutlined
the fact that the jitter is lower then the tractesolution, producing a stable output.

The characteristics of the tracker are summarine@able 2. These results show that the trackerigesva
sufficient precision for many applications.

Table 2: Summary of tracker characteristics

Tracker spatial position (3) JJitter 0.4 mm RMS
data hand posture (1) [Drift none
Accuracy 1.4 mm RMS Latency 20 ms
Resolution 0.8 mm RMS Update Rate >25 Hz

4. CONCLUSIONS

In this paper we have proposed a novel hand trgcyistem that can be used as object manipulatierface

to use the bare hand for navigation, selectionmadipulation tasks in virtual environments. Theteysis non
intrusive, and reconstructs the position of a 30rk@aand simple hand postures using two separadgem
streams. Each stream is processed separately wiitnascopic algorithm, which is very robust agaimgise
and cluttered backgrounds. This allows reducing mating times parallelizing the processing of theo tw
streams on multi-core or multi-cpu machines. Infation from the two image planes are then combimed i
order to reconstruct the required 3D data.

The system has been implemented, and the testsndénaes that it can run in real time (up to 50 @asper
second) on today’s desktop computer using off-tielfdhardware components. Moreover, the device asbs



the 30% of the computing resources, allowing thecakion on the same machine of other applicatidasfor
precision, the results are satisfactory, showinge@uracy of 1.4mm, a resolution of 0.8mm andterjibf 0.4
mm.

At present, the system requires that only one limpdesent in the active area. As future work, veeganning
to expand the system in order to use both handstienaction.
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