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Abstract

Traffic Load Estimation (TLE) is increasingly adopted in public road infras-
tructures to regulate the access and limit heavy vehicles circulation. Standard
approaches to TLE are based either on installing dedicated sensors such as
intelligent cameras or infrared sensors or using existing smartphone sensors.
However, both approaches have severe limitations, as often dedicated sensors
are power-hungry and expensive to install and maintain, whereas smartphone-
based approaches critically rely massively on users collaboration. More recently,
researchers have started investigating TLE approaches using networks of ac-
celerometers that are often already installed on critical road elements such as
viaducts and bridges for Structural Health Monitoring (SHM) purposes. Specif-
ically, in previous solutions, the detection and counting of vehicles was based
on unsupervised anomaly detection and did not use any labelled data. While
this simplifies the system’s setup, it also makes full validation impossible.

In this work, we investigate the TLE problem using a supervised learning
approach for SHM-sensor-based TLE for the first time. In particular, we use a
relatively short recording session from a smart camera to label acceleration data
with the corresponding number (and type) of passing vehicles. Labelled data are
then fed to a Machine Learning (ML) model trained as a regressor to estimate
the vehicle count corresponding to each input sample. We perform an extensive
comparison among different types of ML models, both classic and deep. Our
experiments find that the highest accuracy is achieved by a Support Vector
Regressor (SVR) combined with simple feature extraction, which can reach a
Mean Absolute Error (MAE) of 0.47 light vehicles and 0.21 heavy vehicles.
This corresponds to a 9.8× and 8.1× error reduction compared to previous
unsupervised solutions, respectively. Lastly, we show that our approach lends
itself to an energy-efficient implementation on a real SHM gateway.
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Learning

1. Introduction

Automatic Traffic Load Estimation (TLE) consists of detecting, counting
and (possibly) classifying the passing vehicles on essential nodes of the road in-
frastructure, such as highways or large junctions. The information extracted by
automatic TLE systems can improve several aspects linked to the economic and
environmental sustainability of urban and suburban transportation infrastruc-
tures, for instance, the scheduling of road maintenance work or the regulation
of traffic to reduce air pollution [1, 2]. As for many other tasks, the Internet of
Things (IoT) paradigm, which envisions billions of communicating sensors, has
spurred the increasing diffusion of TLE systems worldwide. On the other hand,
finding the IoT-based TLE implementation that maximizes the vehicle track-
ing accuracy while minimizing the sensors’ energy consumption and installation
costs, among the many variants proposed in literature, is still an open issue.

Sensor Accuracy Energy Instal. Cost
Dedicated
Sens.

High High High

Mobile Sens. High High Low
SHM Sens. Low Low Low

Table 1: Advantages and disadvatanges of different classes of TLE solutions. Abbreviations:
Instal. Cost: installation cost, Sens. sensor,

In most instances, TLE is implemented with one of two main approaches.
A first family of solutions relies on the installation of dedicated sensors on
monitored road sections such as smart cameras or infrared sensors [3, 4, 5].
This typically yields high counting and classification accuracy but incurs high
costs for installing and maintaining the sensor nodes. Moreover, many of these
sensors, such as smart cameras, are often energy-hungry [6], thus complicating
the implementation of TLE with battery-operated nodes for road portions not
easily reached by the electrical network and causing concerns for data security
and privacy.
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Alternatively, many solutions use the information extracted from sensors al-
ready available in drivers’ smartphones [7, 8]. While these approaches reduce
the hardware cost of TLE to zero, they incur other limitations. Their effective-
ness fundamentally relies on the collaboration of many users willing to share
their data. Moreover, they only work well for use cases where the same group
of drivers’, who subscribe to the collaborative service, regularly travel in the
same area (e.g., the citizens of a small town). They are much less effective, for
instance, on suburban highways.

Recently, a third alternative has emerged, which consists of implementing
TLE using the Sensor Networks (SNs) that are already present in critical por-
tions of the road infrastructure for Structural Health Monitoring (SHM) pur-
poses [9]. In general, SHM refers to the automatic monitoring of large structures
such as masonry buildings [10], tunnels [11], or bridges [12], aimed at identi-
fying unusual behaviour that might be a sign of wear out and prevent criti-
cal accidents. When applied to bridges and viaducts, SHM is typically based
on measures of acceleration (vibration). Therefore, despite not being installed
specifically for that reason, SHM sensors can also be used for TLE, exploiting
the fact that bridges vibrate in response to crossing vehicles, proportionally to
their mass and speed.

This form of TLE typically achieves lower accuracy, but it has the advan-
tage of leveraging existing and always-on SNs, thus not incurring any additional
hardware cost. Moreover, accelerometers are low-cost and energy-efficient de-
vices, and, differently from a smartphone-based solution, this approach does not
rely on drivers’ collaboration. Finally, this approach eases confidentiality and
data security, given the absence of visual recording and not relying on personal
data. Table 1 summarizes benefits and drawbacks of each of the three main
categories of TLE implementations.

In previous work [9], TLE based on SHM sensors was framed as an anomaly
detection problem, where vibration patterns that deviated from a periodically
updated baseline were associated with the passage of a vehicle. The main mo-
tivation for selecting an unsupervised approach was that it did not require an
initial gathering of labelled data, i.e., an association between acceleration pat-
terns and the ground truth number and type of passing vehicles. On the other
hand, the overall performance of this solution is not high enough in high traffic
conditions.

In this paper, we show that, at the cost of a (short) initial data labelling
phase, which can be performed leveraging a temporary installation of a camera
on the targeted section of the road, an approach based on supervised learning can
lead to superior TLE accuracy, while maintaining all the advantages intrinsic
to SHM sensors based TLE (i.e., low energy and low installation cost, see Table
1). Specifically, the following are the main contributions of this work:

• We collect a labelled dataset on a real viaduct in Italy, in conditions of
typical daytime traffic. We do so using a single recording of 31 minutes,
for a total of 297 vehicles recorded, performed with a smart camera, whose
output is then used to automatically associate ground truth vehicle counts
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to acceleration samples obtained from SHM-sensors.

• We feed these labelled data to supervised Machine Learning (ML) mod-
els and train them to perform regression on different vehicle categories
(namely light and heavy vehicles). To the best of our knowledge, we are
the first to frame the problem of TLE based on accelerometers for SHM
in a supervised way. Furthermore, we perform an extensive comparison
among different types of ML models while also exploring various hyper-
parameters settings for each model.

• Through our experiments, we show that the additional (once-for-all) cost
of data labelling is paid off by a significant increase in the estimation
accuracy. Specifically, with a Support Vector Regressor (SVR), i.e., the
best model found in our analysis, we obtain a Mean Absolute Error (MAE)
of just 0.47 light vehicles and 0.21 heavy vehicles on a 60s window, that
is the 7.45% and 6.71%, respectively, of the average traffic load. This
corresponds to a 9.8× and 8.1× error reduction, respectively, compared
to the application of a previous unsupervised pipeline [9] to the same data.
Deployed on a SHM gateway, the model consumes just 44 mJ per inference
with a latency of 2.53 ms. The fact that regression can be implemented at
the edge, in turn, enables a continuous TLE, which would not be possible
otherwise due to storage and transmission bandwidth limitations.

The rest of the paper is organized as follows. Section 2 provides an overview of
the literature, describing in detail the different approaches to TLE. Section 3
describes the target viaduct and the interconnected network of accelerometers
for SHM before describing the data acquisition and labelling process. Section 4
details the supervised learning pipeline used in this work and the different re-
gressors considered. Section 5 describes our experimental results and Section 6
and Section 7 conclude the paper.

2. Related Works

TLE is beneficial for a broad spectrum of tasks associated with the improve-
ment of sustainability in urban and suburban road infrastructures. Use cases
reported in recent work include the scheduling of maintenance interventions [9],
the monitoring and reduction of air pollution [2], and the prediction of the
economic impact of travel delays due to traffic congestion [1].

Many different types of input data have been considered for TLE. This is
due to the variability of the possible application scenarios and of the corre-
sponding requirements, which include not only a high estimation accuracy but
also concern non-functional requirements, such as low power consumption of the
sensors. Table 2 summarizes some of the most relevant recent studies in this
domain. Overall, five different data sources are employed for three categories of
deployment scenarios, namely cities, bridges/viaducts, and freeway exits. The
table also reports other factors that differentiate the previous works, namely the
dataset size (in number of vehicles), the type of algorithm and the main results.

4



Work Sensors Task Location Algorithm Vehicles Main Results

Kamkar et al. [4], 2016 1 Camera TLE Bridge
Active Basis Model,

Random Forest
1179

Sens.: 74.82-92.11%,

FP: 0.004-0.3

Odat et al. [5], 2017
3 Ultrasonic

Infrared
TLE City Bayesian Networks 187 Sens.: 99%

Wang et al. [13], 2017 3 Magnetometers TLE City Adaptive Threshold 81 Sens.: 97.5%

Dong et al. [14], 2018 1 Magnetometer TLE
Freeway

Exit
Classification Tree 4507

Acc.: 99.8% (Single class)

Acc.: 80.5% (Multi class)

Liu et al. [15], 2019 1 Microphone TLE City

Wavelet Denoising,

Thresholding,

SVM

106
MAE: 9.52-22.44%,

Acc.: 71%

Ye et al. [16], 2020 20 Accelerometers TLE City

Cross Correlation,

ANN,

K-means

687 Sens.: 87.5%

Burrello et al [9], 2019
90 MEMS

Accelerometers1
SHM Viaduct Adaptive Threshold 297

MAE: 72.8% (Light V.)

MAE: 53.2% (Heavy V.)
*

Our Work
7 MEMS

Accelerometers1
SHM Viaduct

Supervised

ML models
297

MAE: 7.45% (Light V.)

MAE: 6.71% (Heavy V.)

* Data produced in our work with the algorithm of [9]. 1 Sensors belonging to a pre-existing SHM installation.

Table 2: Recent works on TLE, categorized in terms of input data type, deployment scenario,
algorithms, and results. The “Task” column highlights the initial goal of the sensor network
installation. Abbreviations: ANN: Artificial Neural Network, SVM: Support Vector Machine,
V. vehicles, MAE: Mean Absolute Erros, Sens.: sensitivity, FP: False Positives

Algorithms performance are measured differently depending on how the TLE
problem is framed. Some works address it as a binary classification, where
the goal is to detect, for each input sample, the presence/absence of a vehicle.
Then, performance is measured in terms of accuracy, sensitivity, number of false
positives, etc. In contrast, other works frame TLE as a regression, where the
goal is to predict the count of vehicles (possibly of a particular class) crossing
the monitored section in a time interval. In this case, performance is measured
as the Mean Absolute Error (MAE) between the ground truth and predicted
counts, often normalized to a percentage of the average true value. In the rest
of the section, we overview the current state-of-the-art in urban and suburban
TLE.

2.1. Urban TLE

Intelligent Transportation Systems (ITS) play a fundamental role in modern
cities. TLE is a key component of ITSs, as it allows the monitoring and avoid-
ance of traffic congestion in different city areas [13, 1]. Noteworthy, in most
urban scenarios, TLE is implemented with dedicated sensors, which are there-
fore positioned optimally to maximize performance. As an example, Odat et
al. [5], and Liu et al. [15] reach good performance combining ultrasonic waves,
acoustic waves, and infrared sensors for urban TLE. On a small dataset of 187
vehicles, [5] reaches a sensitivity of 99% combining the prediction of three dual
infrared and ultrasonic sensors. Liu et al. [15] employ wavelet denoising pre-
processing together with a double threshold algorithm on a single sensor fiber
optic strip. The system achieves 9.52%-22.44% mean absolute error (MAE) on
the estimation of traffic with a total of 106 vehicles. The authors of [17] use
the same sensors and improve the prediction performance using empirical mode
decomposition (EMD) and STFT feature extraction. In [13], magnetic sensors
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are employed together with a detection algorithm based on Adaptive thresholds,
reaching up to 97.5% sensitivity, depending on the type of traffic analyzed. Ye
et al [16] proposed the use of acceleration signals for TLE on a low traffic urban
road. Noteworthy, they placed the sensor under the asphalt, collecting a very
high-quality signal, which leads to a high detection sensitivity of 87.5%. Despite
their very high performance, all aforementioned installations are explicitly dedi-
cated to TLE, and require precise sensors positioning to obtain good predictions
and a dedicated installation procedure.

Another research trend in TLE involves the detection of vehicles through
the vibration data gathered from smartphone accelerometers [7, 8]. Although
these methods can be highly accurate, they suffer from two key problems. First,
they need a high consensus in population to share the personal smartphone data.
Second, they are applicable only to urban regions, where it can be expected that
the same group of subscribers to the collaborative service drive in the monitored
area every day.

2.2. Suburban TLE

In suburban environments, one of the possible approaches for TLE is based
on computer vision [4, 18]. For example, in [4], the authors exploit a smart
camera installed on top of a bridge, coupled with an Active Basis Model for
object detection and a random forest to perform vehicle detection and classifi-
cation. While this algorithm reaches very high accuracy in high traffic situations
(up to 92.11%), the performance is strongly influenced by the light conditions
of the bridge, decreasing to as much as 74.82%. This behaviour shows one of
the most critical drawbacks of employing images instead of ultrasounds, accel-
eration or magnetic fields, which are not influenced by weather-related factors
or lighting conditions. Moreover, as anticipated in Section 1, intelligent cam-
eras are expensive and power-hungry sensors, especially if compared to low-cost
MEMS-accelerometers used in SHM installations, making them incompatible
with energy-efficient TLE installations.

In [14], the authors apply a classification tree to data coming from a mag-
netic sensor to obtain a very high TLE accuracy (99.9%). However, this high
performance is mainly attributable to the particular position monitored, namely
a freeway exit, with a maximum of a single-vehicle crossing at low speed at any
time.

Lastly, the work of [9] presents a framework to estimate traffic using ac-
celerometers installed on pre-stressed cables of a viaduct for SHM purposes,
coupled with anomaly detection techniques. This has the advantage of not re-
quiring additional installations, as in most other approaches, nor collaboration
from users, as in [19, 20]. One clear limitation of SHM-based TLE is that
of being only applicable to specific structural road elements such as bridges,
viaducts, overpasses etc. However, a national road system may include tens of
thousands of such structures, an increasing percentage of which is equipped with
SHM sensors, in an effort to improve their security and avoid tragic accidents.
Furthermore, large viaducts and bridges are typically parts of critical highway
backbones, making their TLE particularly critical. Compared to the work of [9],
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which is based on the same installation and sensors as this one, but used un-
supervised data analysis techniques, we propose a different approach leveraging
supervised learning based on a short-term and inexpensive video data collection
phase, which does not require infrastructure work. While several other liter-
ature works considered supervised models for dedicated TLE installations, we
are the first, to the best of our knowledge, to assess their effectiveness for traffic
monitoring based on pre-existing SHM installations.

As shown in Section 5, this approach allows us to achieve good performance
even though our estimation is based on sensors that are not explicitly dedicated
to TLE, and therefore are installed in sub-optimal locations, namely on the
pre-stressed viaduct tendons, rather than directly on the road.

3. Structural Health Monitoring Installation

Figure 1: Aerial view of the viaduct under analysis.

In this study, we consider a concrete viaduct located in Italy, which has
been monitored with a SHM sensor network since 2017. An aerial view of the
viaduct is given in Fig. 1. The viaduct is a composite box girder, sustained
by five concrete pillars; the total length of the viaduct (∼580 m) is divided in
five hyperstatic spans of length 67 m-112 m and one isostatic span (∼43 m long)
for a total of 6 spans. Each span is formed by a steel caisson inside which
there are 12 prestressing cables. The height of the cross section of the main
beam varies from 6.0 m (at the bearings) to 3.0 m (at the center-line of each
span). Figure 2 shows the whole structure, together with the real-time SHM
sensors system. After the construction, a series of unbound tendons (27 strands
each) have been placed, prestressed, and anchored to the abutments. Several
deviators are placed throughout the length of the viaduct. Their mechanical
properties allow the structure to absorb greater stresses.
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Figure 2: Synthetic overview of the viaduct. For TLE, we analysed the Section 10, where the
video has been recorded. The input features are gathered from 7 wired sensors whose data
are stored on a private cloud.

Figure 3: Internal installation of the sensors on the prestressed tendons.

The structural safety of a prestressed bridge is highly dependent on the
durability of its cables. However, the steel tendons can breaks under the pres-
ence of corrosion by aggressive water-based agents. Indeed, in recent years,
the structure under test suffered the failure of a tendon, highlighting the need
to monitor the state of health of the prestressed elements. For this reason, a
continuous monitoring system composed of 90 sensor-nodes has been installed
between June and September 2017 for real-time data acquisition. Specifically,
the sensors are installed on the tendons as shown in Figure 3, and monitor their
natural vibration frequency, in response to external excitation. Drifting of this
frequency from the ideal value computed for a cable without flexural stiffness,
as well as unexpected high amplitude peaks, are considered signs of structural
degradation, and trigger alarms sent to the viaduct maintainers.

3.1. Sensor Network

The 90 sensors which make up the SHM installation, fully active and gath-
ering data since September 2017, are evenly distributed on the ten sections
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Figure 4: Dataset structure with both supervised and unsupervised data.

of the viaduct shown in Figure 2. At the time of installation, the sensors were
positioned in the upper part of the cables, near the pillars, as shown in Figure 3.

In this study, we exploit the data of a single section, specifically section 10,
which corresponds to the area of the road that was framed with the camera
used for the labeling process, which provides the ground truth reference for
TLE. This section comprises 7 sensors, mounted on different tendons.

Each node of the sensor network is an intelligent edge-platform, which com-
prises:

• A STM32F405RG microcontroller (MCU), which takes care of pipelining
the data gathering, the filtering operations on the raw input data, and data
transmission. The STM32F405RG includes an ARM 32-bit Cortex-M4
processor with FPU as main computational unit. Moreover, it is equipped
with 1 MB of Flash for storing constants and code, and 192 kB of SRAM
for temporary data. The maximum operating frequency is 168 MHz.

• A LIS344ALH [21] 3-axial Micro Electro-Mechanical Systems (MEMS)
analog accelerometer, with a full-scale range of ±2/± 6g, to gather vibra-
tion data.

• A HTS221 [22] humidity and temperature sensor, whose outputs are not
used in this work.

The LIS344ALH accelerometers gather linear acceleration in the three di-
rections, x, y, z, with an angle of 90◦ ± 2% between each other. The data are
initially sampled from the MCU at a frequency of 25.6 KHz. They are then
filtered using a 6-state FIR filter, and downsampled by means of averaging to
reach a frequency of 100 Hz, reducing each window of 256 values to a single
measurement. This averaging increases the precision of measurements with re-
spect to direct sampling at 100Hz, while producing a manageable amount of
output data [23]. The sensor outputs are then sent to one of the two gateways
installed on the viaduct (one for each side) through a CAN-BUS connection.
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The gateway, which is based on a Raspberry Pi v3 module [24], stores the data
from the sensors and forwards them to the cloud. Precisely, the data are sent
through a 5GHz point-to-point Wi-Fi link to a ”Ubiquity Nano M5” station
located near pillar P2, approximately in the middle of the viaduct, which in
turn uses a 4g cellular link to transmit to a cloud server.

At the time of installation, the scope of this sensor network was the mon-
itoring of the prestressed cables to control deterioration and prevent further
breakages of one or more tendons, which would impair the structural integrity
of the bridge. Therefore, contrary to the sensor installations found in the liter-
ature analyzed in Section 2, we underline that in this work we exploit a pure
SHM installation, which was never intended for TLE. Therefore the number and
placement of sensors is not optimal for measuring vibrations due to passing ve-
hicles, compared for instance to a solution based on sensors positioned directly
at the road level, as in [16].

Another issue caused by the fact that the installation is aimed at SHM, and
not TLE, is that the system parameters are not sized to continuously transmit
data to the cloud. In contrast, due to transmission costs and storage limitations,
only 15 minutes of data can be transmitted every 4 hours. This is not a problem
for SHM, which monitors long-term degradation effects, but is critical for TLE,
as the traffic load can vary significantly in a few hours. Therefore, our goal in
this work is: i) to demonstrate that ML algorithms can still provide accurate
traffic load estimates using indirect vibration data gathered from prestressed
tendons, while eliminating all additional hardware costs for TLE and ii) that
such algorithms can be executed directly on the edge gateway, thus allowing the
direct transmission of traffic load estimates (a single value), rather than of the
raw input data, which in turn enables real-time and continuous TLE.

3.2. Dataset

The dataset used in our study consists of 31 minutes of recording of acceler-
ation data from the 7 sensors positioned in section 10 of the viaduct described
above. In order to frame the problem as a supervised learning one, we also
recorded (in sync with the acceleration) a video of the road portion correspond-
ing to section 10 of the viaduct to obtain the ground truth traffic load. The
data collection was performed in the morning, between 8.00 a.m. and 9.00
a.m, which represents a good example of a difficult timeslot for TLE, given the
slightly higher traffic compared to the other day hours. The video was recorded
at 10 FPS, and was then processed with an object detection algorithm, to have
an initial estimation of the presence of vehicles. A human operator later checked
the entire video to correct object detection errors. This semi-automatic labeling
process significantly reduced the human effort for obtaining ground truth labels.

Based on the video, we generated a label variable relative to passing vehi-
cles. Specifically, the label assumed value 1 for each frame corresponding to
a light vehicle crossing an ideal vertical line placed above the pillar of section
10, and value 2 for each crossing by a heavy vehicle. Value 0 was associated to
frames without crossing vehicles. Since the viaduct has two carriageways, two
consecutive frames have been labeled as described above in case of two vehicles
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crossing the vertical line almost simultaneously. Importantly, having multiple
carriageways complicates SHM-based TLE since, for example, the vibration in-
duced by two lightweight vehicles crossing the monitored section simultaneously
might be confused by the ML algorithms with the vibration induced by a single
heavy vehicle.

Acceleration data and labels were then synchronized in time, to form a single
multi-variate time series with 100× 1860s rows and 22 columns (7 · 3 accelera-
tions + 1 label). Since the frame rate of the video and the acceleration sampling
frequency are in a 1:10 relation (10 fps vs 100Hz), slices of 10 consecutive ac-
celeration samples received the same label. As detailed in Section 4.1, these
raw labels have been converted into the actual target variable for TLE, i.e., a
vehicle count number, in a pre-processing step. Fig. 4 summarizes our dataset
composition and construction.

Note that the dimension of the labelled dataset is quite small since we did
not have the possibility to install a permanent camera on the viaduct. Thus,
while our work provides a first important demonstration of the effectiveness of
supervised ML for SHM-based TLE, larger labelled datasets are key to assess
the generality of this approach in a variety of scenarios (e.g., different daytimes,
traffic loads, drivers behaviours, etc). Among other goals, we hope that our
results will showcase the importance of labeled data for this task, and spark
new interest on road infrastructure stakeholders in collecting them. For the
specific viaduct considered, a new data gathering session to expand the dataset
is already planned in the future.

4. Methods

Windowing and 
Aggregation

Target Variable 
Generation

Feature 
Extraction

Feature Selection 
(Optional)Train/Test Split Supervised 

Training

Traffic Load 
Estimation

Dataset

Train

Test

Pre-processing

Trained
Model

Figure 5: Proposed supervised learning pipeline for supervised learning-based traffic load
estimation using SHM sensors.

Figure 5 shows our proposed supervised learning pipeline. The novelty of
our work does not reside in any of the individual steps of the pipeline, which
are standard for similar tasks [25, 26], but in applying them for the first time
to the problem of traffic load estimation based on SHM sensors. In the rest
of this section, we detail the techniques and algorithms that we selected for
implementing each step of Figure 5. Specifically, Section 4.1 details the data
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pre-processing (orange boxes in the figure), whereas Section 4.2 describes the
ML algorithms that we trained and evaluated for TLE (red boxes).

We framed TLE as a regression problem, where the goal is to estimate the
count of vehicles passing through the viaduct in a given time interval. However,
we trained ML regressors to estimate separtely the count of light vehicles (e.g.,
cars) and heavy vehicles (e.g., trucks). This choice is motivated by the fact that
heavy vehicles typically obey different laws and regulations compared to normal
cars. Moreover, estimating the two types of traffic separately could also provide
more useful and fine-grain indirect information, e.g., on commercial activity, air
pollution, etc.

4.1. Data Preprocessing

This section describes the pre-processing pipeline that we implemented be-
fore feeding our data to the selected ML regressors. All pre-processing pa-
rameters have been set identically for training and validation data and for all
considered classifiers, except where explicitly stated.

4.1.1. Windowing and Aggregation

We initially divided the data into sliding windows of variable length Twin ∈
{10, 20, 30, 40, 50, 60}s. The stride between two consecutive windows has been
set to 2s. As detailed in Section 5, we found that longer time windows generally
yield superior TLE accuracy. However, we could not use windows longer than
60s due to the memory limitations of each SHM sensor. We then gathered
and aligned sliding windows coming from each of the 7 3-axial SHM sensors,
obtaining a final matrix of (T, 21) raw acceleration samples at 100Hz, where
T = 100× Twin is the number of samples in each window.

4.1.2. Target Variable Generation

Since the automatic labeling process described in Section 3.2 was performed
at 10fps, groups of 10 consecutive acceleration samples at 100Hz received the
same label. Therefore, after forming the input windows, the corresponding
target traffic load values for regression (y) have been set to:

y =

∑T
t=1(lt = k)

10
(1)

where k = 1 for light vehicles and k = 2 for heavy vehicles, and
∑

(lt = k)
indicates the number of samples that have label k in that window. Notice
that y can also be a fractional number, when the beginning/end of the window
includes only a subset of a group of 10 consecutive samples sharing the same
label.

4.1.3. Feature Extraction

For each window, we extracted independent features relative to the ac-
celerometer axis of each of the sensors. Specifically, we computed a set of 12
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Name Description

mean Mean acceleration
std Acceleration standard deviation
min Minimum acceleration sample
max Maximum acceleration sample
med Acceleration median
kurt Kurtosis coefficient
skew Skewness index
rms Root Mean Square value
sabs Sum of the absolute values
eom Count of elements larger than the mean
ener Acceleration energy
mad Median Absolute Deviation

Table 3: Acceleration features extracted for each axis of the 7 SHM sensors.

simple statistical features, reported in Table 3. These are well known and com-
monly used for other supervised machine learning tasks dealing with acceleration
data. Therefore, a detailed description is out of the scope of this paper, and we
refer the reader to the complete discussion of [27, 28, 25]. After feature extrac-
tion, each sliding window reduces to a vector of of n = 21 · 12 = 252 variables.

4.1.4. Feature Selection

We further applied a feature selection step aimed at reducing the complexity
of our models by considering only the important variables among those extracted
in Section 4.1.3. For this, we used a correlation-based filter method based on
the F-test [29, 25], which measures the correlation between each feature and
the target variable, and then selects a user-defined number of most correlated
features. While this method is less powerful than wrapper approaches, such as
Recursive Feature Elimination (RFE) [30], it has the significant advantage of
selecting features independently from the underlying regressor. For our study,
this is beneficial because it allows to: i) apply feature selection also to regressors
that do not have a natural way to measure feature importance, such as k-Nearest
Neighbors and ii) use the exact same feature subsets for all regressors, in order
to obtain a fair comparison among different models.

We considered 14 different settings in terms of number of features, with the
following scheme: n = 252, 225, 200, ..., 50, 25, 20, 15, 10, 5. Feature selection has
been performed based only on the training data. For each setting, we then
repeated the training of all ML models from scratch.

4.2. Regression Algorithms

This section details the machine learning regressors that we considered as
possible candidates for TLE based on SHM sensors. We do not aim at providing
a complete theoretical discussion on each algorithm, but rather we mostly detail
the settings we used for each type of regressor, and the hyper-parameters we
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explored. For a more comprehensive discussion, we refer readers to machine and
deep learning books such as [31, 32, 33].

As a general consideration valid for all algorithms, we found that training
two separate regressors for estimating ylight and yheavy, i.e., the traffic load of
light and heavy vehicles respectively, achieved superior results with respect to
training a single model to produce an output vector (ylight, yheavy). Therefore,
we trained all models listed below twice and independently as scalar regressors,
once for each target output.

Linear Regressor (LR). The simplest algorithm that we considered is a
linear regressor, which also serves as a baseline for more complex models. The
LR estimates the traffic load as a linear combination of the input features, and
its parameters have been trained to minimize the sum of squared errors between
predicted and observed targets.

Random Forest (RF). We trained a Random Forest of Decision Tree
(DT) regressors for TLE using the variance reduction criterion proposed in [34]
to determine the best split variables and threshold values at each node. The
forest has been trained using bootstrap aggregation, extracting random samples
from the training dataset at each new tree. Predicted values ŷ at each leaf node
have been obtained as the average of the true y values of all samples assigned
to that node during training. The final RF prediction is then the average of
all trees’ predictions in the forest. We experimented with different values of
the DT depth and number of trees, i.e., the main hyper-parameters that affect
the prediction performance and bias/variance trade-off of a RF. We considered
trees’ depths ranging in 10-400 and a number of trees between 5 and 50, and
selected the combination that minimized the validation error.

K-Nearest Neighbors (k-NN). We considered a k-NN regressor as an
example of instance-based ML algorithm [31]. Given that all input features of
Table 3 are numerical, we measured similarity between samples as the inverse of
the Euclidean distance. Moreover, we computed the prediction ŷ simply as the
average of the y values of the k neighbours. The main hyper-parameter that we
explored for this algorithm is the number of neighbors k, which we varied from
a minimum of k = 1 to a maximum of k = 11.

Support Vector Regressor (SVR). The last classical ML algorithm that
we considered is a SVR, i.e., the equivalent of a Support Vector Machine (SVM)
for regression problems. Similarly to SVMs for classification, the SVR can use
both linear or non-linear kernels [31]. The hyper-parameters that we explored
in our experiments are therefore the kernel function (Linear or Radial Basis
Function - RBF) and the regularization parameter C, for which we considered
values ranging from C = 0.1 to C = 10.

Multi-Layer Perceptron (MLP). As a first representative deep learning
model [33], we experimented the MLP. We trained all MLP versions using the
Adam gradient-based optimizer, a learning rate of 10−3 and a mini-batch size of
200. We used the Mean Squared Error (MSE) as a loss function and Rectified
Linear Unit (ReLU) activation functions in all layers. In our experiments, we
explored architectures including an input layer, an output layer (both with fixed
sizes, imposed by the data) and either 2 or 3 hidden layers, all with identical
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Figure 6: Performance of all the tested algorithms in terms of AE and AE% distribution for
heavy (a) and light (b) vehicles. Middle black lines represent the 50th percentile, i.e., the
median, while colored boxes span the range from the 1st to the 3rd quartile.

hidden sizes; the latter have been varied from a minimum of 10 neurons to a
maximum of 200, with an interval of 10. Forty architectures have been tested,
the smallest with 2 layers and 10 neurons per layer and the largest with 3 layers
and 200 neurons per layer. Although deep learning models can, in general,
extract complex features starting from raw data, MLPs do not deal naturally
with time-series. Therefore, in this work we fed MLPs with the same manually-
extracted features used for classical algorithms (see Section 4.1.3).

Convolutional Neural Network (LeNet5). We also trained a LeNet5
[35] Convolutional Neural Network (CNN), as a representative of a more ad-
vanced deep learning model. The training parameters employed for this network
are identical to the ones used for the MLP. Moreover, as for the MLP, we found
that the best performances with LeNet5 are achieved when the network is fed
with the same extracted features used for classic ML models. When using raw
data directly, the obtained results were significantly worse due to over-fitting.
Therefore, we organized the input data as a 12x21 multi-channel 1D array, where
each channel corresponds to one of the 3 axes of the 7 sensors, and is composed
of the 12 extracted features for that axis. To deal with such input shape, we
then transformed all 2D convolutional filters of the original network proposed
in [35] into 1D convolutional filters.

Noteworthy, we also tested more complex deep neural networks such as
Gated Recurrent Unit and Long-Short Term Memory Recurrent Neural Net-
works, as well as larger 1D CNNs. However, we do not report their performance
in Section 5 since we found that, given their high complexity, these models
over-fitted the small training dataset available for our task, resulting in poor
generalization.

5. Results

In this section, we report the results that we obtained applying all the algo-
rithms presented in Section 4 to our labelled TLE dataset based on SHM sensors
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Heavy Vehicles Light Vehicles Optimal Hyperparameters
MAE MAE% MAE MAE%

Baseline
Peak Detection [9] 1.7 53.2 4.6 72.8 -
Our work - ML
LR 0.24 7.37 0.74 11.84 -
RF 0.27 8.56 0.58 9.20 Max Depth = 200, Trees = 30
k-NN 0.3 9.47 0.73 11.72 k = 7
MLP 0.26 7.89 0.59 9.92 Layers = 3, Neurons = 100
SVR 0.21 6.71 0.47 7.45 Kernel = RBF, C = 10.0
LeNet5 0.74 23.60 2.06 31.36 Default of [35]

Table 4: Comparison between the unsupervised baseline algorithm [9] and the supervised
approaches proposed in our work. The comparison is done using all the extracted features
and a window of 60 seconds.

measurements. We compare these algorithms with each other, as well as with
the unsupervised solution introduced in [9]. Note that this is the only previous
work that used SHM sensors for TLE; therefore, it serves as our primary com-
parison baseline. After that, we perform a detailed ablation study changing the
input window dimension and the number of features passed as inputs to each
model, using the feature selection procedure described in Section 4.1.4. Finally,
we analyze the latency and energy consumption of all algorithms when deployed
directly on the viaduct gateway, which is based on a Raspberry Pi v3 Model B
(see Section 3). With this experiment, we show that an edge computing imple-
mentation of TLE is feasible and can provide benefits in terms of scalability by
transmitting to the cloud only the aggregated traffic load prediction (a single
number) instead of the raw data. This, in turn, could enable continuous TLE,
surpassing the data storage and transmission limitations discussed in Section 3.

We compare the performance of different algorithms in terms of Absolute
Error, i.e., of the difference between the predicted and true vehicle counts on
each window:

AE = |y − ŷ|

Depending on the experiment, we report either the mean AE over all windows
(i.e., the MAE) or the quartile values as aggregated error measures. Moreover,
we also report the Percentage AE/MAE (denoted as AE% and MAE% respec-
tively), which are obtained normalizing the absolute values by the average true
traffic load over all windows (y). Lastly, we also compute the R2 score:

R2 =

∑n
i=1(ŷ − y)2∑n
i=1(y − y)2

which is a standard a-dimensional coefficient representing the fraction of the
variance explained by the model and varies between -1 and 1, where 1 is the
value obtained by an ideal regressor.

We split our dataset randomly into train and test sets with a 70/30% pro-
portion, and all results are reported on the test set. Model hyper-parameters
have been optimized on a further 30% split of the training set left out and used
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Figure 7: Real values versus predicted values on heavy and light vehicles. Colored areas
represent 99% confidence intervals.

as validation set. All algorithms have been implemented using the scikit-learn
Python package. All vehicles with four wheels (196 in total in the dataset) have
been considered light vehicles for labelling, while all vehicles with 6 or more
wheels (101) as heavy vehicles. The average number of heavy vehicles in each
window of 60 seconds in our test set is 3.26 (min-max, 0.0-9.0). Light vehicles
are 6.36 per window (0.0-17.0). Clearly, the average number of vehicles per
window decreases when considering smaller windows.

5.1. Algorithm Comparison and Hyperparameters Exploration

Figure 6 shows the performance of all tested regressors for both light and
heavy vehicles traffic estimation. The reported results refer to a window of
60s. As can be observed, the best models are the RF and the SVR. The best
median AE and AE% on heavy vehicles are achieved by the RF, which reaches
an impressive ∼ 0.10 median AE on heavy vehicles, by inferring perfectly the
vehicles count for almost 50% of the testing windows. On light vehicles, the same
method achieves a 0.44 median AE and 6.9% median AE%. The SVR achieves
the best average performance, with a MAE/MAE% as low as 0.21/6.71% for
heavy vehicles and 0.47/7.45% for light ones (see Table 5).

On the other hand, as expected, the linear regressor yields the worse median
AE and AE% among ML models. Nonetheless, its median percentage error is
still acceptable (< 10%), and its performance is interestingly comparable to
those of much more complex algorithms, such as the MLP or LeNet5. This is
due to the fact that the benefits of a deep learning model are typically obtained
with large datasets. In contrast, the small amount of data available for our task
tends to favour simpler models, less prone to over-fitting. This is proven by the
significantly worse performance obtained by the tested CNN, LeNet5, compared
to all other algorithms. LeNet5 achieves a MAE of 0.74 and 2.06 on heavy and
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light vehicles, respectively, being more than 3× worse than the best regressor
(i.e., the SVR).

Overall, all regressors except LeNet5 achieve less than 10% median AE% on
heavy and light vehicle traffic estimation, thus confirming the effectiveness of a
supervised learning approach for SHM-based TLE.

Figure 7 shows scatter plots of the real (y) and predicted (ŷ) traffic labels
for all regressors. The black diagonal line is the ideal regressor (y = ŷ), whereas
light-coloured areas represent the 99% confidence intervals of ŷ. These plots
visually show that, with features extracted from a 60s window of acceleration
data, all algorithms can estimate the traffic load well. Among the tested algo-
rithms, the LeNet5 and the k-NN are the ones that experience a more significant
number of outliers, which could be a problem if the goal of the TLE system is
to trigger alarms above a certain traffic load threshold.

Table 5 summarizes the MAE and MAE% of all tested regressors and com-
pares them to the unsupervised baseline of [9]. Moreover, the hyper-parameters
of each algorithm that minimize the validation error are also reported.

For a fair comparison, we applied the baseline algorithm to the same data as
our models, coming from the 7 sensors of section 10 of the viaduct. Note that
these are different data compared to the ones considered in [9], which were taken
solely during low traffic periods (i.e., during the night). In the baseline, traffic
estimation is obtained by predicting the transit of a vehicle when at least 4/7 of
the sensors recognize an anomaly in a non-overlapping window of 100 ms (10
samples). The total traffic is then computed as the sum of the vehicles predicted
in the same 60s windows used as inputs for the supervised methods. As we can
observe, all machine learning algorithms strongly outperform the baseline. The
most accurate model, the SVR, reaches a 8.1×-9.8× lower MAE% on light and
heavy vehicles respectively. We can therefore conclude that, compared to an
unsupervised method based on peak detection, using a labelled dataset to train
a supervised classifier strongly improves the TLE performance, by learning not
only the “anomalies” compared to the natural viaduct vibrations, but also the
specific features of the signal generated in correspondence of heavy or light
vehicles crossing the viaduct. Clearly, the reported results refer to a relatively
small dataset. Consequently, the performance of the models could be negatively
affected by unseen and anomalous data, e.g., caused by unconventional driver
behaviours. Analyzing and possibly correcting these kinds of corner cases would
require a larger and more comprehensive dataset, not currently available to
us (nor publicly), but whose collection is already planned in our future work.
Nonetheless, it is important to underline that the current results are already
obtained in quite challenging conditions, given that we predict daily traffic on
a two carriageways viaduct, where vehicles overcome each other, complicating
the TLE.

5.2. Ablation Study

5.2.1. Window Size

This section explores the dependency between the algorithms’ performance
and the dimension of the data window used as input. Since changing the window
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Figure 8: Window size versus performance for the tested regressors.

size also modifies the average traffic load, i.e., y, we only use relative metrics
(MAE% and R2) for this experiment. Moreover, we maintain the same opti-
mal hyperparameters settings found in Section 5.1 for each regressor. Figure 8
reports the results of the experiment. As anticipated in Section 4, since each
sensor has to acquire its data window before sending them to the gateway, we
did not test with windows longer than 60s due to the memory constraint of the
sensor nodes.

As the figure shows, all ML algorithms’ performance are positively correlated
with the window size. We also observe that, as expected, the performance
degradation caused by a smaller input window is more contained for the (easier)
task of predicting heavy vehicles traffic. In this case, all algorithms except
LeNet5 obtain a MAE% lower than 20% and a R2 > 0.8 even using just a 30s
window. On the other hand, since TLE is more challenging for light vehicles,
due to the higher number of these vehicles, and to the weaker vibration that
each of them induces on the viaduct, we need at least a window of 50s to achieve
the same performance, with classic ML models.

The window size has a limited impact on the total inference time of each
algorithm since it only impacts the feature extraction phase, and not the actual
ML model execution. Furthermore, a latency of 60s in traffic prediction is
acceptable for most applications based on TLE, such as queue monitoring or
overall load estimation of the viaduct. Therefore, we conclude that a window
of 60s, or in general the longest window that fits the tight memory constraints
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of sensor nodes MCUs, is the best choice for this task.

5.2.2. Features Selection

Figure 9: Performance variation with different number of selected features.

As anticipated in Section 4.1.4, we tested the ML algorithms with different
numbers of input features to try to reduce their complexity without impairing
the accuracy of TLE. Figure 9 reports the R2 and the MAE% obtained in this
experiment. As before, we keep the hyperparameters of each algorithm to the
best values found in Section 5.1.

First, we notice that using 50 features, i.e. 1/5 of the total 252, does not
impair the results of most of the tested algorithms, allowing them to reach
almost identical performance compared to the full features set. The Linear
Regressor and the CNN are the only algorithms whose performance decreases
significantly with the number of features, especially in the case of light vehicles
TLE. Further, reducing the features to as low as 10-20 still results, for most
of the classic ML methods in a MAE% lower than 15%, despite the relevant
complexity reduction.

We also analyze the highest-ranked features obtained with the method de-
scribed in Section 4.1.4. Among the first ten features ranked, seven belong to
the same sensor. Since the signal quality depends on the position and on the
sensor-node mounting, we conclude that this sensor receives the greatest solic-
itation when vehicles cross the viaduct, due to a better vibration transmission
to the MEMS accelerometer. In terms of type, the most selected feature is the
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All Features Feature Selection
Latency Energy Latency Energy

LR 0.32 ms 4.0 mJ 0.31 ms 3.88 mJ
RF 12 ms 150 mJ 11.88 ms 146.3 mJ
k-NN 8.12 ms 101.5 mJ 3.17 ms 39.63 mJ
MLP 1.24 ms 15.5 mJ 0.88 ms 11.0 mJ
SVR 3.52 ms 44 mJ 0.95 ms 11.88 mJ
LeNet5 3.03 ms 37.98 mJ - -

Table 5: Latency and energy of all the algorithms measured on a Raspberry Pi v3 Model B.

median absolute deviation mad (see Table 3), appearing 7 times in the top-30
features. This is reasonable as a larger mad value correlates with wider vibra-
tion peaks caused by passing vehicles. However, 11/12 of the features of Table 3
appear at least once in the top-30 list (the only one missing is min), confirming
the goodness of our feature set.

5.3. Algorithm Deployment

Table 5.3 shows the latency and energy results obtained deploying all re-
gressors on the Raspberry Pi v3 Model B used as viaduct gateway node. The
gateways is equipped with a Broadcom BCM2837 chipset operating at 1.2GHz
and 1GB of RAM, and runs a Linux operating system. Latency results are
averaged over 10000 executions of each algorithm, whereas energy results are
obtained with the conservative assumption that the gateway board is consuming
its peak power (12.5W) throughout the execution. The table reports the results
both for models trained on the full 252 features set and on a subset of highest-
ranked features. Specifically, we selected the minimum number of features for
each algorithm that yielded a MAE% < 15% for both light and heavy vehicles
TLE. This number is 150 for LR, 10 for RF, 15 for k-NN, 20 for MLP, 15 for
SVR, and 252 (i.e., all) for LeNet5. Note that LR and CNN require many more
features to obtain the same performance of the other algorithms.

Globally, we demonstrate that implementing the TLE at the edge is feasible.
As a consequence, we eliminate the limitations of a centralized cloud approach,
described in Section 3, enabling continuous traffic monitoring. Among the dif-
ferent algorithms, k-NN and RF are by far the most costly to run. Overall, the
choice among the tested regressors boils down to a cost/performance trade-off:
if a 15% error is acceptable, using a Linear Regressor would lead to low latency
(0.31ms) and energy consumption (3.8mJ). In contrast, if the goal is to achieve
the lowest possible mean error, the SVR becomes the best choice, with a MAE%
of just 6-7% using the complete feature set (see Table 5), at a still acceptable
cost of 3.52ms/44mJ per inference.

6. Limitations

In this section, we summarize the limitations of our work which are indi-
vidually underlined in the previous sections. First, although we are the first to
demonstrate the feasibility of TLE exploiting only acceleration data gathered
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from pre-installed SHM sensors, the benchmark dataset is limited to 31 minutes
with a total of 196 light vehicles and 101 heavy vehicles. Therefore, further
studies are demanded that extend this work to a more extended dataset or even
to data coming from different types of roads (not only viaducts but also other
types of bridges or suburban streets).

As an immediate consequence of having a reduced training dataset, we only
explored classical machine learning solutions and shallow neural networks in
this first study. While the error range resulting from some of these algorithms
(such as the SVR) is acceptable for the viaduct used in our experiments, it
must be underlined that, given more data, exploring state-of-the-art deep neural
networks would probably allow for more precise traffic estimation.

7. Conclusions

We have presented the first application of supervised learning to the problem
of traffic load estimation based on a native installation of accelerometers for
SHM purposes. We have compared five different classifiers in terms of both
performance and execution cost, analyzing the impact of feature extraction and
selection, and deploying them on a real SHM gateway node.

From our experiments, we found out that the SVR achieves the best perfor-
mance on both light and heavy traffic estimation, achieving a MAE of 0.47 light
and 0.21 heavy vehicles. Compared to the state of the art [9], this corresponds
to a performance improvement of 9.8× and 8.1× respectively. When deployed
on the SHM gateway, the SVR consumes just 44 mJ with a latency of 3.52ms
when fed with all the 252 extracted features.

Our future work will include the collection of a larger and more varied labeled
dataset for SHM-based TLE, thanks to which we will assess the generality of our
proposed approach. Moreover, we will also study the possibility of combining
multiple TLE solutions to further improve the overall accuracy. For instance,
the proposed approach could be complementary to a camera-based installation,
forming a hybrid system that exploits the excellent accuracy of the latter in good
visibility conditions, while falling back to the SHM-based strategy at night or
when visibility is low. Lastly, other crucial aspects to be considered in future
works on TLE are those related to security and reliability, both from the point
of view of the whole system (i.e., devices and communication channels) and of
the ML algorithms. Concerning the latter, important elements to be analyzed
include the resilience of the different supervised ML algorithms proposed in this
work to malicious/adversarial data alterations, as well as the use of dedicated
techniques to implement trustworthiness checks [36], and consequently improve
the reliability of TLE estimates.
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