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Foreword

Coinciding with the European Union (EU)’s Digital Services
Act (DSA)’s publication in the Official Journal of the Euro-
pean Union on 27 October 2022, the University of Amsterdam’s
DSA Observatory and Verfassungsblog hosted an online sym-
posium, on “Putting the DSA into Practice: Enforcement, Ac-
cess to Justice, and Global Implications”. The contributions
are collected in this publication.

The DSA is intended as the EU’s landmark piece of legisla-
tion for addressing illegal and harmful content and activity on-
line. Its official publication marks the end of a years-long draft-
ing and negotiation process and opens a new chapter: that of
its enforcement, practicable access to justice, and potential to
set global standards. This symposium critically interrogates
the DSA’s portrayal as Europe’s new “Digital Constitution”, in-
tended to affirm the primacy of democratic rulemaking over
the private transnational ordering mechanisms of Big Tech.
While it extends the e-Commerce Directive’s core principles
for the regulation of online services that handle third-party
content and codifies existing self-regulatory practices initiated
by online platforms, it also introduces significant legal innova-
tions: a tiered system of due diligence obligations for interme-
diary services, the regulation of content moderation through
terms of service enforcement, systemic risk assessment obliga-
tions for the most widely used platforms and search engines,
and access to data for researchers. In sum, with the DSA, the
EU aims once again to set a global standard in the regulation
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of the digital environment. But will the DSA be able to live up
to its expectations, and under what conditions?

Throughout this publication, you will encounter leading ex-
perts’ answers to these and related questions and will be left
with even more. If there was a central theme throughout the
contributions, it would be that the DSA is only the beginning
of what will be an uphill battle. The contributions focus on the
predicted outcome of the DSA in three main themes: (i) the im-
plementation and enforcement of the DSA; (ii) access to justice
in relation to content moderation processes; and (iii) interna-
tional impact and what standards the DSA may be furthering
globally.

Implementation and enforcement of the DSA

A crucial aspect of the success of the DSA relates to the ap-
plication of its due diligence requirements in practice and the
effective implementation of its enforcement framework. The
enforcement framework includes a combination of new regu-
latory authorities at the national (Digital Services Coordina-
tors) and EU level (as part of the European Commission). As
underlined by many experts (particularly civil society and aca-
demics), these elements will be decisive as to whether the DSA
will deliver on its goals, and whether its rules will be capable of
meaningfully protecting fundamental rights. In the long run,
the question of legitimacy will be particularly important. Will
the national authorities in charge of overseeing the regulation
of content moderation processes, an area perhaps even more



contested than online privacy, be broadly accepted by market
players and the general public?

As shown by the General Data Protection Regulation (GD-
PR), ambitious substantive rules are nothing but a “paper
tiger” without effective enforcement. Serious failures in the
GDPR’s enforcement have clearly influenced the debate arou-
nd the DSA’s enforcement chapter. In effect, the DSA opts for
more centralized enforcement against the most powerful pl-
atforms by the European Commission and includes strict dead-
lines for Digital Services Coordinators and the Commission to
act.

At the national level, the EU member states must decide how
to position and equip their national regulators. Dealing with
this hot potato of regulatory competence will not be easy, as
the DSA cuts across media law, telecommunications regula-
tions, consumer protection, data protection, intellectual prop-
erty and criminal law. Some countries may decide to create
new regulatory agencies in the process, while others may allo-
cate the relevant oversight tasks to (a possible combination of)
existing agencies. Pragmatism, path dependency and national
particularities may open a plethora of institutional approaches
to putting the DSA into action.

Given the profound fundamental rights implications of the
DSA, the choice of further developing the European Commis-
sion into the most important regulatory authority for online
content governance deserves continued debate and scrutiny.
In the area of platform regulation, the Commission is not an
independent regulatory authority, but the executive branch of



the EU, which put forward the DSA proposal and played an ac-
tive role in its negotiation and finalization. As the Commis-
sion might be assigned enforcement functions in future pieces
of legislation, the DSA’s supervision and enforcement archi-
tecture raises constitutional issues relating to independence
and the separation of powers, which are also highly relevant
beyond the DSA debate.

Other stakeholders (users, researchers and civil society orga-
nizations) are also given a significant role to play in the DSA en-
forcement architecture. Vetted researchers, for instance, will
be able to gain access to platform data to investigate relevant
harms and dynamics connected to platforms’ operations. One
of the most relevant questions concerns whether the DSA pro-
vides these actors with adequate tools to contribute meaning-
fully and effectively to the enforcement of its rules, particu-
larly from a fundamental rights perspective.

Finally, the DSA also regulates content moderation prac-
tices based on terms of service and requires intermediaries
to moderate transparently, proportionately, and with due re-
gard to the fundamental rights and interests of users and other
stakeholders. The precise interpretation of this new provision,
which builds on the horizontal effect of fundamental rights be-
tween users and online services, will involve complex balanc-
ing requirements and an interplay between national constitu-
tional safeguards and the EU.1



Access to justice and content moderation

One of the main policy goals of the DSA is to create a safer on-
line environment. It is one thing for the DSA to provide new
mechanisms to address online harms, it is another for those to
deliver on their promise in practice. Whether this goal is met
will depend on whether the DSA succeeds in offering adequate
access to justice to people confronted with online harm. In this
regard, codification of the notice and takedown and complaint
mechanisms can be seen as a step forward. However, it is an
open question to what extent this offers sufficient remedies,
given the breadth of online harms the DSA addresses. For ex-
ample, whether the DSA can provide individual or collective
opportunities to contest terms and conditions remains to be
seen. The matter is further complicated by the fact that sub-
stantial barriers to justice often prevent meaningful access to
complaint and redress mechanisms or remedies. Ultimately,
effective remedies against online harm and abuse will remain
dependent on the platform’s implementation of the DSA re-
quirements, and on national particularities of procedural law
more generally.

Even though it is clear that the impact of online harms is
spread unevenly, it is still insufficiently understood what on-
line harms are faced by different (marginalized) groups, how
these harms differ and intersect, and where access to justice
and opportunities for the contestation of platform practices
are needed. In particular, various types of unlawful content
(such as harassment or racism), as well as over-removals or



bans, disproportionately harm marginalised communities. For
the DSA to succeed in contributing to a healthy digital envi-
ronment for all, it will be essential to understand these dif-
ferent needs, and involve civil society organisations represent-
ing these interests in the implementation and enforcement de-
bate.

International implications of the DSA

Finally, EU regulation has an undeniable impact beyond Euro-
pean borders. The so-called “Brussels effect” – the ability of
the EU to shape global standards by exercising its regulatory
power – has been a distinctive feature of earlier EU law, partic-
ularly of the GDPR. Since its announcement, discussions about
the DSA proposal have been accompanied by the awareness
that the DSA may have a profound regulatory resonance on a
global level. US-based platform regulation experts and poli-
cymakers have thus followed the DSA debate closely, perhaps
not least because the largest platforms more heavily regulated
under the DSA mostly originate from Silicon Valley.

The same issues and societal risks that the DSA seeks to
address are affecting – perhaps even more significantly, and
with additional complexities – countries outside the EU bor-
ders. The possible adoption of DSA standards outside the EU
raises the question of whether these rules, if implemented,
could help advance the platform regulation efforts elsewhere,
as well as promote fundamental rights and other democratic
values. At the same time, the DSA’s approach could pose risks



in less democratic countries, particularly in light of the civil
society critiques of some aspects of the DSA, including the cen-
tralization of certain enforcement powers.

The line between the safeguarding of fundamental freedoms
and democratic values online versus regulatory competition
with other regions is thin. A question which thus accompanies
discussions on the DSA’s extraterritorial effects is, fundamen-
tally, why the EU is attempting to set international standards,
and whether it does so mindful of possible collateral effects.

A preview

In the days after the DSA was officially published, the neces-
sity and urgency of its rules became abundantly clear. Among
other events, Elon Musk bought Twitter, raising questions
about the implications of platform ownership and discretion
in governance. Against this backdrop, more than a dozen
expert authors spanning policy, academia, and civil society
across five continents critically addressed some of the ques-
tions sketched out above, while raising many more. Martin
Husovec lays the foundations: he foregrounds that the DSA’s
success depends primarily on societal structures that the law
can only foresee and incentivize but cannot build; only peo-
ple can. Husovec explores how people – from consumer pro-
tection groups to research communities – can be supported in
building bottom-up enforcement structures. Conversely, Folk-
ert Wilman looks at the DSA through the lens of the Court
of Justice of the European Union (CJEU)’s top-down jurispru-
dence on the e-Commerce Directive. It may appear as if the
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DSA had simply preserved and codified the status quo made
by case law. However, in terms of the intermediary liability
framework, a notable evolution has taken place. Despite such
evolution, Sebastian Becker Castellaro and Jan Penfrat contend
that the DSA misses the bigger picture: not even the most care-
fully designed content moderation policy will protect us from
harmful online content, as long as we do not address the domi-
nant, incredibly damaging surveillance business model of most
large tech firms. As such, they argue, the DSA is useful but falls
short of its stated goal. Alexandra Geese disagrees. She simi-
larly identifies the business models of dominant social media
platforms as drivers of the rise of authoritarian regimes world-
wide – algorithmically amplified into visibility and success –
but is optimistic that the DSA tackles the information asym-
metry which allows platforms to polarize and for online harms
to spread. The crucial legal tools she highlights are audits, risk
assessments and researcher access to data. The European Com-
mission’s role as a central enforcement authority, meanwhile,
is cause for concern.

Ilaria Buri shows that while the DSA’s design clearly learned
from the experience with enforcing the GDPR, this role by the
Commission - already dealing with conflicting policy objec-
tives - raises fundamental questions about the institutional
separation of powers. In this context, Julian Jaursch shows
why it is crucial that member states get their design choices for
strong Digital Services Coordinators right, and what they must
take into account. With a strong Digital Services Coordinator,
Jaursch shows, the DSA’s enforcement – hence its overall suc-
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cess – stands and falls. Alessandro Mantelero scrutinises the
fundamental rights impact assessments foreseen by the DSA;
the risk-based approach adopted is not supported by adequate
models, and existing frameworks from human rights impact as-
sessments contexts are limited when extended to the digital
context. In her contribution, Asha Allen invokes intersection-
ality in the risk assessment context. Although the DSA high-
lights the risk of online gender-based violence, however, its
approach to addressing such risks must adopt an intersectional
methodology, without which mitigation measures and access
to remedies will fail to provide the necessary mechanisms for
those most acutely impacted by these rights violations.

“Now what?“ asks Catalina Goanta; how shall we approach
the DSA’s omissions? She explores native advertising in the
influencer economy on digital platforms and highlights how it
currently falls in a grey area, between the DSA and sectoral reg-
ulation. Pietro Ortolani explores the DSA’s “Procedure Before
Substance“ approach to content moderation. Rather than pur-
suing any major harmonization of the substantive law applica-
ble in this very broad and porous area, the DSA concentrates on
proceduralising access to justice on and off digital platforms.
Whether this approach will pay off is unknown. Aleksandra
Kuczerawy turns to a central lesson the DSA has learnt from
the e-Commerce Directive. The Regulation codifies three av-
enues for access to justice in the case of unwarranted content
restrictions, to be used in sequence or separately: internal
complaint-handling mechanisms, out-of-court dispute settle-
ment and judicial redress. While they appear comprehensive

https://verfassungsblog.de/dsa-impact-assessment/
https://verfassungsblog.de/dsa-intersectional/
https://verfassungsblog.de/dsa-now-what/
https://verfassungsblog.de/dsa-build-it/
https://verfassungsblog.de/remedying-overremoval/
https://verfassungsblog.de/remedying-overremoval/


on paper, the practice may be another story. Tomiwa Ilori
looks at the DSA from a pan-African perspective and treats it
with cautious optimism. Although the DSA’s precedents may
have a Brussels Effect in Africa, it will only be positive insofar
as local contexts are foregrounded in the transposition. Re-
latedly, Nayanatara Ranganathan shows that while the DSA
has set its sights on recommender systems and “influence”,
it sidesteps the crucial operative question that characterizes
online advertising: how and why advertisements reach who
they reach. Nicolo Zingales looks at the DSA’s meta-regulatory
approach to regulate self-regulation among very large online
platforms. Even though this shift should be welcomed for en-
abling reflexive and adaptive regulation, we must also be weary
of its risk of collapsing in the absence of well-resourced and in-
dependent institutions. Finally, Daphne Keller considers “the
good”, “the bad” and “the future” of how the DSA will be re-
ceived outside of the EU. While the procedural turn may set
positive impulses, the rest of the world should see the DSA as
no more than a starting point.

Together, these contributions provide a much-needed first
critical reflection on the core aspects of the DSA, the centre-
piece of EU platform regulation, that is bound to play a crucial
role in the governance of online content moderation and fun-
damental rights in years to come.

The editors
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Will the DSA Work?

On Money and Effort

 

 

https://verfassungsblog.de/dsa-money-effort/




Martin Husovec

T he Digital Services Act (DSA) is an ambitious project. It
constrains private power to protect the freedom of indi-

viduals. Arguably, it is based on ordoliberal thinking that if
competition does not discipline private power enough to facili-
tate individual freedoms, the state must intervene to prescribe
basic rules of the game to constrain it; competition can do the
rest. Wisely, the DSA shifts away from the unproductive de-
bate about liability for third-party content as the only policy
lever to achieve change. Instead, it moves the conversation
to accountability for how systems enabling risks are being de-
signed.

The DSA has many components but, in its essence, it is a
digital due process regulation bundled with risk-managem-
ent tools. It creates universal due process guarantees, invites
transparency to private decision-making and institutionalizes
constant risk management by larger players. Europeans gain
enforceable procedural rights owed to them by private par-
ties operating the digital ecosystem. Regulators gain tools to
hold such providers accountable for what science tells us goes
wrong with their designs. Victims, NGOs, and industries gain
tools to better enforce their rights at scale.

But will these tools work?

The rulebook is there. It is a tremendous achievement. But set-
ting the rules of the game does not mean we also master its out-
comes. The real struggle begins now. My main concern about
the DSA resides also in its strength – it relies on societal struc-
tures that the law can only foresee and incentivize but cannot

21



Will the DSA Work?

build; only people can. These structures, such as local organ-
isations analysing threats, consumer groups helping content
creators, and communities of researchers, are the only ones to
give life to the DSA’s tools. They need to be built bottom-up
and sometimes locally in each Member State. If their creation
fails, the regulatory promises might turn out to be a glorious
aspiration. How to avoid that?

Here is my to-do list.

We need a vibrant community of specialized trusted flag-
gers, consumer associations, dispute resolution bodies, con-
tent moderation professionals and content creators. We need
their joint efforts to standardize what makes sense. We need to
educate Europeans about their new rights and scientists about
their newly gained tools to conduct research. We need to invest
money and energy. And finally, we need a mixture of private
and public enforcement to make the DSA a success story. Let
me address each of these points one by one.

Local trusted organisations

Why are local organizations key? Let me illustrate this with the
example of trusted flaggers (Article 22). The DSA grants them
preferential treatment when they notify problematic content  –
but only if they have a track record of quality – that is precision
in targeting what is illegal.

The unique European challenge for the DSA is that such or-
ganizations must almost always be local. Excellent German
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Martin Husovec

consumer organisations are unlikely to help Spanish-speaking
consumers. Devoted Dutch anti hate speech groups will not
have the skills to find and notify Romanian content. Skilled
Estonian groups fighting against hybrid threats will not help
in Slovakia. Thus, the capacity needs to be built up across all
Member States to fight all the unique challenges of today, rang-
ing across various forms of extremism, terrorism, war propa-
ganda, hate speech and beyond.

For quality and predictability to emerge from chaos, local or-
ganisations are indispensable. Without trusted flaggers, there
will be fewer trusted notices and fewer good decisions. But
we should also be honest. To achieve quality in the enforce-
ment through such local players, they cannot operate on a
shoestring budget. Various actors must help facilitate their
work: service providers by providing them with the right in-
terfaces and help with standardization of how notices are ex-
changed (Articles 16(1), 44(1)); local authorities and citizens
by investing and supporting their work; researchers by provid-
ing them with the right tools and insights.

It should be in everyone’s interest to help such organisations
in their efforts to improve and grow. No one was helped by the
wasteful practices of the past when the low quality of notices
was a crime without punishment. The DSA is a chance to re-
ward betterment: helpful notifiers get carrots, bad actors get
sticks (Article 21(5), Article 22(1), Article 44(1) versus Articles
23(2), Article 22(6), Article 21(5)).

It is not enough to invest in regulators. Member States and
citizens must also invest in their local civil society. The legis-
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Will the DSA Work?

lators were warned very early about this. We cannot look away
from the problem of funding and simply hope for the best.

Individuals must actively use the tools

This brings me to the role of individuals. I do not expect that all
Europeans will read the DSA provisions before going to sleep  –
though, as the famous GDPR app shows, it can be therapeutic.

But it is inescapable that only those Europeans who are
aware of their rights can properly enforce them. The DSA as-
sumes active individuals. The DSA gives recipients of some
services a right to understand how content moderation deci-
sions are made, obtain an explanation of each decision, appeal
it internally within the service and get a second opinion from
experts (Articles 17, 20, 21). Users and notifiers can also ask for
help from consumer associations and other non-profit groups
(Article 86). They gain various tools of transparency to demys-
tify how impactful digital services operate and make content
moderation decisions. For instance, they can browse through
explanations given to those whose content is removed (Article
17(5)) and view aggregate statistics (Articles 15, 24, 42); for
VLOPs, parents will be able to read the reports about how they
mitigate risks posed to their children (Article 42(4)). Granted,
average parents will not read such reports. But many devoted
journalists (and perhaps some academics) can read it for them.

The DSA tries to overcome the prototypical problem of user
apathy by empowering users to defend themselves by two
means. First, it grants them a fast, cheap, and much more
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credible remedy than just internal re-assessment. Second, it
invites consumer associations to assist them when seeking re-
dress.

If the internal content moderation processes fail, the af-
fected users or notifiers can obtain a second expert opinion
issued by out-of-court dispute settlement bodies (Article 21).
Where some people see “de facto courts”,1 I see a second ex-
ternal expert opinion. On the micro level, the dispute settle-
ment bodies give users a fast and cheap remedy to seek re-
dress by asking external experts. On the macro level, due to its
payment structure, this regime incentivizes providers to make
fewer mistakes because each mistake costs them money and
reputation. When these small costs pile up, they might become
significant to force changes in providers’ systems and rules.

And let’s be clear. The DSA does not take away all the power
from platforms. It does mostly not limit what legal content can
be prohibited by providers under their community guidelines –
that is a power that providers retain. Thus, if providers do not
like how out-of-court bodies read their rules, they can change
them and make them clearer. But once they put the rules in
black and white, they cannot claim to be orange without actu-
ally changing them. The DSA limits only some grossly unfair
policies (Article 14). Thus, if vague clauses serve only to en-
force grossly unfair outcomes, there is now a stick that can be
relied upon by individuals.

All the talk about out-of-court bodies as de facto courts in
my view clouds the most important point of their existence.
If regulators do a good job in monitoring and certifying these

25



Will the DSA Work?

bodies – which is undoubtedly crucial, the DSA can constrain a
private power in a significant way without limiting a platform’s
rulemaking. It promises individuals to get an interpretation of
these rules by someone who has not written them and has no
clear stake in individual outcomes. Impenetrable jargon in the
terms and conditions will not be the provider’s advantage any-
more (Article 14). Moreover, the DSA embeds consumer asso-
ciations in such processes (Article 86). It thereby allows more
expertise to enter the conversation in the open, and even gives
organisations tools to defend individuals who lack means and
expertise – whether as notifiers or content creators (Articles
86 and 90).

To be sure, the goal of this tool is not to eradicate mistakes –
to disagree is part of human nature. Even if it works it can only
minimize mistakes, reduce their arbitrariness, and improve the
legitimacy of the underlying decision. But for activities on
such an industrial scale, this is probably the best outcome we
can hope for.

Without active individuals who invoke their rights, none of
this will work. Consumers and other groups can do a lot to
empower individuals by making them aware of their rights.

The DSA’s heroes: Researchers

The success of the DSA’s risk management rulebook for very
large online platforms (VLOPs) and very large online search en-
gines (VLOSEs) is probably the most open-ended. But instead
of emphasizing how amazing the regulators must be – which
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is surely true – I want to put the spotlight on my DSA heroes:
the researchers.

While regulators are crucial, they will do little if they do not
have sparring partners among researchers who help them to
distinguish yellow press headlines from real causes of prob-
lems.

The DSA tries to create a tool to manage all kinds of risks.
Systemic risks stemming from content moderation, recom-
mender systems, advertising and other parts of the design of
services must be reviewed for how they de-risk the distribu-
tion of illegal content, impact fundamental rights and some
other protected interests (Article 34). By trying to be future-
proof, the risk management mechanism remains very broad
and gives out little detail about methods by which to investi-
gate systemic risks. Moreover, unlike in other narrow sectors,
here the relevant risks are to an individual, communities and
society at large – so basically everything we cherish.

Starting from scratch can overwhelm and disorientate regu-
lators as to what the enforcement priorities should be and how
to deal with them. And this is where researchers are key.

Researchers can help to identify what counts as a risk (Arti-
cle 40(4)). In effect, they help to shape the agenda2 for reg-
ulators and providers of digital services. They also monitor
and assess those risks, their causes and contributing factors,
and suggest methods and tools to mitigate them. Their sug-
gestions have direct relevance to providers’ compliance with
the DSA. To be able to do so, they require special access to any
data held by providers on a project basis (Article 40(8)). Such
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access cannot be easily refused by providers or regulators (Ar-
ticle 40).

The DSA thus changes the norm:3 now researchers pick their
projects and platforms, not the other way around. And once
the research shows some risks, their causes, or suggests a way
forward, it cannot be ignored by providers or regulators (Arti-
cles 40(4)).

But this tool’s Achilles heel lies also in funding. The re-
searchers engaging in such data-intensive projects need mo-
ney to be able to conduct them properly and independently. If
the only funding available to do research comes from the in-
dustry, even if remotely, we have a problem.

European academia needs specific grants for researchers
who want to make use of the data opened up by the DSA. How-
ever, the financial support must be equally independent of the
authorities that act as regulators. Researchers cannot act as
a check on the abuse of state power exercised by regulators if
they also need funding from the same authorities.

If the funding to conduct the risk-mitigation research is in-
dispensable, controlling the funding means controlling the ac-
cess to data. Thus, if the only funding comes from regulators
or the industry, we risk again that someone will set research
priorities for us.
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DSA as a baseline, not the only standard

When celebrating the due process rights in the DSA, we should
not forget about its blind spots too. Infrastructure providers
are subject to only very light due diligence obligations. Supe-
rusers, such as influencers, and trusted content creators, such
as journalists, academics, and others, are not offered stronger
rights although they might need them. But this per se is not
an issue as long as the DSA’s due diligence obligations are not
perceived as the final world – the golden standard that may
not be exceeded. Many, not all, blind spots can be overcome
by DSA-plus agreements or practices. To the extent that they
are not anti-competitive, they should be encouraged.

Let me offer an example. To individual users acting as con-
tent creators, such as influencers, artists, bloggers, and hobby-
ists, the DSA grants rights to defend their life’s work. Such
content will be soon protected by due process requirements
against allegations made by others.

Until now, the incentives were mostly lined up in the oppo-
site direction4 – that is to remove their content whenever there
is a potential legal risk. The DSA prescribes the steps and pro-
cesses for platforms to follow. If a notice is received, it must
be examined, decided, and explained with care (Articles 14, 17,
20). This does not necessarily always mean by humans, but
with an eye on the accuracy of the aggregate decisions. But
the DSA still assumes that most of the content is equally im-
portant and that all mistakes are equally problematic. For the
universal due process obligations, this stance is understand-
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able. However, it should not imply that content creators might
not be afforded stronger procedural rights. Why shouldn’t in-
vestigative journalists in war zones be better protected against
abuse or takedown?

While the DSA does not explicitly provide incentives for con-
tent creators to team up, if they set up organizations, they can
collectively negotiate to gain extra procedural rights for their
content as trusted sources.5 The DSA provides a place for such
agreements in the Codes of Conduct, which have regulatory
relevance (Articles 45, 37(1), 35(1), and even Article 14).

The DSA should be a (baseline) standard, not the only stan-
dard. It should be a trigger for co-regulation and competition
on top of the basic rules.

Private and public enforcement

Finally, and importantly, enforcement will not happen over-
night. Public authorities need resources, and the European
Commission needs strong partners in the Member States.
There will always be too few officials chasing too many prob-
lems. But coordination among member States can help to pool
resources and avoid needless duplication. For instance, the
Russian war propaganda, using the same techniques across the
continent, is surely better fought together, even though the lo-
cal threats can slightly differ. The regulatory initiatives around
the GDPR suggest that the cooperation of national authorities
in the digital space is possible. There is no reason to doubt that
the same can happen around the DSA. However, the vastness of
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challenges covered by the DSA should not be underestimated.
The DSA offers baseline expectations, toolkits, and vocabulary
– but it will take many experts with different skills to construct
a healthy digital public sphere.

That being said, I still think that without private enforce-
ment, the DSA risks, at least in some areas, causing similar
dissatisfaction as GDPR enforcement. The DSA has undoubt-
edly learnt from the GDPR’s shortcomings in many ways, such
as its institutional design and stronger risk-auditing systems.
However, if I am right that there will always be too few officials
chasing too many problems, the only way to complement the
limited public enforcement is by going to the courts as plain-
tiffs. The DSA facilitates only some private enforcement ac-
tions, such as those against unfair interfaces (Article 25 DSA),
or by non-profit groups (Article 90). The good news is that it
does not fully pre-empt private enforcement on the national
level. In my view, due diligence obligations thus can give rise
to the corresponding rights of individuals on the national level,
and often they should. There is an important role left for the na-
tional parliaments which can introduce explicit private claims
making various due diligence obligations directly actionable.
The DSA mostly deals with public enforcement of due diligence
obligations and is less concerned with how to convert them
into legally enforceable claims of individuals. The care is owed
to individuals, but it is less clear how individuals, not regula-
tors, can enforce the DSA’s promises. For instance, if a user’s
account is terminated against all the rules, the DSA only for-
mulates expectations of care, but not a private claim through
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which the concerned individual can go to court. Sometimes the
legal vehicle to do this already exists in the national law, such
as contracts and torts; in other cases, they must be created.

Conclusion

I know that there is a lot of hope that the DSA can serve as
a model abroad. But I think we first need to prove that it can
work where it was drafted. This brief essay shows that there are
many points where the DSA can fail – trusted flaggers, out-of-
court settlement bodies, consumer organisations, researchers,
national regulators, and obviously, the European Commission.
But every point of failure is also an opportunity that mostly did
not exist before the DSA. All these shiny tools have one thing
in common – without investing our time and money, they can
not work as intended.
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T he Digital Services Act (DSA)1 contains remarkable new
rules on matters like content moderation, risk assess-

ment and enforcement. Whilst such rules may be the most eye-
catching in current discourse, it should not be forgotten that
rules on liability remain a key feature of the DSA’s approach to
platform regulation.

Recital 16 explains that the DSA seeks to preserve the in-
termediary liability framework of the e-Commerce Directive
(ECD),2 but also to clarify certain elements, having regard to
the case law of the Court of Justice of the EU (CJEU). This es-
say examines the balance that the EU legislator sought to strike
between these two considerations, i.e. preservation and clarifi-
cation. It does so by focusing specifically on the effect given to
the CJEU’s case law regarding the ECD’s intermediary liability
framework.

When assessing the rules in question, it is evident that the
DSA’s emphasis has been on preservation. However, as this
essay will show, that does not mean that nothing at all has
changed. In fact, a closer look reveals that in some respects
a notable evolution has taken place. That holds true, in par-
ticular, in relation to the rules relating to the contested issues
of how active a service provider can be without disqualifying a
priori for the liability exemptions and of “Good Samaritan pro-
tection”.

Continuity, confirmations and innovations

Articles 4, 5 and 6 of the DSA contain almost literal copies of
the conditional liability exemptions found in Articles 12, 13
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and 14 ECD for “mere conduit”, “caching” and “hosting” ser-
vices respectively (jointly called “intermediary services” in the
DSA). This copy/paste approach is the clearest example of the
EU legislator seeking to ensure continuity when it comes to li-
ability rules.

In addition, the DSA contains various provisions that are
mainly confirmations of what was already known. Take for in-
stance Recital 17 DSA, which states that the DSA’s rules do not
offer a positive basis for liability. Thus, where the conditions of
the liability exemptions have not been met, the intermediary
service provider concerned is not necessarily liable. Rather,
whether such liability exists is to be assessed separately under
the applicable rules of EU or national law. This already fol-
lowed from the CJEU’s 2010 ruling in Google France3 (see para.
107).

Recital 17 also clarifies that the DSA’s liability exemptions
relate to any type of liability and to any type of illegal content.
In other words, they apply in principle regardless of the nature
(civil, criminal or administrative; direct or indirect), origin (EU
or Member State) and specific field (defamation, intellectual
property, hate speech, etc.) of the “underlying” law that makes
the content in question illegal and subject to liability. Whilst
only implicit in the CJEU’s case law available to date, this has
never been fundamentally contested (see F. Wilman, The Re-
sponsibility of Online Intermediaries for Illegal User Content
in the EU and the US, 2020, pp. 20-21; with further refer-
ences).4 Clarifications like the above ones are hardly spectac-
ular. Yet they are still helpful. Including them increases legal
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certainty and facilitates the practical application of the DSA.
They also help ensure continuity in the transition from the
ECD to the DSA.

At the other end of the spectrum, the DSA contains some
liability-related provisions that are largely new. One could
think, in particular, of the special rule of Article 6(3) DSA re-
garding the liability under consumer protection law of partic-
ular types of hosting service providers; namely, online plat-
forms that allow consumers to conclude distance contracts
with traders (simply put: B2C online marketplaces). Admit-
tedly, this rule takes account of prior CJEU case law, in partic-
ular Wathelet.5 However, that case did not deal with the ECD’s
liability exemptions. Thus, whilst Article 6(3) constitutes a no-
table innovation, it cannot be said to result from earlier case
law. Rather, the provision should be seen as an expression of
the EU legislator’s intention to better protect consumers (see
Recital 24 and Article 1(1) DSA).

Service providers’ active role

Neutrality as the core criterion

The first of the rules on which this essay concentrates relates
to the scope of the intermediary liability regime. The central
issue here is how active a service provider may be in provid-
ing its service for that service to still qualify as an intermedi-
ary service falling within the scope of that regime. The issue
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arises especially in relation to the liability exemption for host-
ing services, contained currently in Article 14 ECD and in the
near future in Article 6 DSA.

The CJEU has expressed itself quite extensively on the mat-
ter, most notably in Google France (para. 112-114),6 L’Oréal
v. eBay (para. 112-113)7 and YouTube (para. 105-106; note
that this latter judgement dates from after the adoption of the
DSA proposal).8 In this case law, the CJEU formulated the core
criterion: to qualify, service providers should take a neutral po-
sition in relation to their users’ content. That means that they
should not play an active role of such a kind as to give them
knowledge of or control over that content. This case law has
now been codified in Recital 18 DSA.

The CJEU’s case law is contested, however. It is based on
the application of Recital 42 of the ECD regarding the activity
in question being “of a mere technical, automatic and passive
nature” to hosting services. This is a reading that many con-
sider mistaken (e. g., Peguera, p. 682).9 Others argue that the
business models of many hosting service providers mean that
they are not neutral (e. g., Savin, p. 2).10 That being so, it is
unsurprising that not everybody is thrilled with this decision
to codify it (see e. g., Buiten, p. 371).11 Before concluding that
this decision was mistaken, it is however worth noting the fol-
lowing three points.

Subtle changes

First, there are a few subtle changes. Most notably, whilst the
DSA repeats many of the ECD’s recitals relating to the liability
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rules, it does not repeat Recital 42 ECD. Specifically, Recital 18
DSA mentions mere technical and automatic processing when
giving effect to the core criterion of neutrality, but it does not
refer to the controversial requirement of passivity. In other
words, the DSA follows the CJEU’s ruling in L’Oreal v. eBay,
which does not refer to Recital 42 ECD and passivity either,
rather than Google France (and YouTube), which do.

In addition, Recital 19 DSA emphasises the different nature
of mere conduit, caching and hosting activities. In doing so, it
followsMcFadden (para. 61-63).12 This indicates that the same
criterion may be used for all three types of services, but that it
should be applied taking account of the differences between
them. Furthermore, Recital 21 DSA about the service provider
being “in no way involved” with the user’s content remains ap-
plicable, like under Recital 43 ECD, only in relation to mere
conduit and caching. That suggests that a provider of hosting
services can be involved, to some extent, with that informa-
tion, without necessarily disqualifying itself from the liability
exemption.

All this confirms what could already be deduced from the
CJEU’s core criterion itself: intermediary service providers –
and especially hosting service providers – can play an active
role to some extent, provided the role is not such as to give
them knowledge of or control over the content that they trans-
mit or store for their users. Thus, passivity is not required and
it is inaccurate to cast the discussion about the scope of Arti-
cle 6 DSA in terms of “active or passive”.
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Application

Second, it is reasonable to assume that retaining the CJEU’s
core criterion also means retaining the elements of its case law
that few found problematic. That is, the statements dealing
with the actual application of the criterion. Think in particular
of the clarifications provided in L’Oréal v. eBay (para. 115-116)
that storing offers for sale, setting the terms of service, being
remunerated for the service and providing general information
to users do not make a hosting service provider (in the case
at hand, an online marketplace) “too active”. The ruling also
clarifies that this would be different, however, where a provider
optimises the presentation of the offers for sale or promotes
those offers.

In this regard, it is worth bearing in mind that introducing an
entirely new criterion – apart from the question of what that
criterion should be – might well have led to renewed uncer-
tainty about the application of existent case law. Neutrality
may have its shortcomings, such as that it offers little inherent
clarity. Yet it does not seem fundamentally unsuited for dis-
tinguishing intermediary service providers, which are subject
to the DSA’s special rules on liability, from content providers,
which are subject to the “ordinary” rules of liability for the con-
tent that they provide.

Different context and purpose

Third, the concept of “intermediary service provider” may well
change by virtue of its transposition from the ECD to the DSA.
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Under the ECD, being qualified as such only offers advantages
for service providers; especially the availability, in principle,
of the liability exemption.

Under the DSA that is different. Said advantages remain but
qualifying as an intermediary service provider also means be-
ing subject to a range of due diligence obligations, which are
set out in other parts of the DSA (namely, its Chapter III). It is
hard to imagine that a service provider could escape the appli-
cation of those obligations simply by making itself “too active”.

This difference may not only affect how keen service
providers are on qualifying as intermediary service providers,
but it could also alter the interpretation of the concept itself.
For it is settled case law that terms of EU law are to be inter-
preted in the light of not only their wording but also their con-
text and the objectives pursued. As the latter have changed
– see, for instance, the DSA’s aim of protecting fundamen-
tal rights, including consumer protection (Article 1(1) DSA)) –
this may well affect the CJEU’s interpretation of the concept in
future cases brought under the DSA, despite the concept hav-
ing been worded and explained similarly as under the ECD.

“Good Samaritan” protection

What’s not new...

The second rule to be considered here is the “Good Samaritan”
clause, laid down in Article 7 DSA. It holds, in short, that in-
termediary service providers are not to be deemed ineligible
for the liability exemptions of Articles 4, 5 and 6 DSA solely
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because they either take voluntary own-initiative measures to
tackle illegal content or take measures to comply with EU or
national law.

This rule is related to the previous topic: intermediary ser-
vice providers may be hesitant to take such voluntary measures
out of fear of being seen as too actively involved with their
users’ content, which, in turn, could mean that they are ex-
cluded from the scope of the DSA’s liability exemptions. Ar-
ticle 7 aims to clarify that such fear is unfounded, provided
however the intermediary service provider concerned acts in
good faith and diligently. As explained in Recital 26 DSA, in
this manner the clause seeks to remove a disincentive for the
taking of such voluntary measures.

As regards the taking of such voluntary measures, Arti-
cle 7 corresponds to what the CJEU stated in YouTube (para.
109). In that judgement, The CJEU held that the fact that
a service provider voluntarily implements technological mea-
sures aimed at detecting certain illegal (in the case at hand,
copyright-infringing) content among the content uploaded by
its users does not mean that it plays an active role giving it
knowledge of and control over the content within the meaning
of the above-mentioned case law. The European Commission
had earlier already made similar statements in non-binding
documents, such as its 2018 Recommendation on illegal con-
tent online (Recital 26).13

As regards the taking of measures to comply with the law,
this seems like little more than stating the obvious. That said,
some might still find it helpful to be reassured in this man-
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ner that compliance with, for instance, the DSA’s due diligence
obligations does not lead to the service provider in question be-
coming “too active”. That conclusion would also seem to fol-
low, by the way, from the statement in its Recital 41 that the
DSA’s due diligence obligations are independent of the ques-
tion of liability.

… and what is

However, some elements of Article 7 DSA are new; most no-
tably, the conditions of good faith and diligence. There are
good reasons for including these conditions. In particular, vol-
untary measures taken by intermediary service providers are
not socially beneficial per se. Even when sincerely meant to
tackle illegal content, they can cause considerable damage if
not enacted diligently. For instance, the large-scale removal
of content that is wrongly considered illegal comes to mind.

The conditions of good faith and diligence are clearly open
norms. That may be hard to avoid, considering the many dif-
ferent situations in which Article 7 could apply. Nonetheless,
the resulting flexibility comes at the expense of clarity. It will
be principally up to the CJEU to determine, in time, what these
conditions entail exactly.

Although therefore not entirely clear, it would be unfair to
say that Article 7 simply swaps the uncertainty as to whether
such voluntary measures can be taken for uncertainty as to how
those measures are to be taken. That is so, especially in view
of clarifications provided in Recital 26 DSA, for instance as re-
gards service providers taking reasonable measures to ensure
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that any automated tools used are as reliable as possible. In
essence, it seems that respecting the diligence requirements
found elsewhere in the DSA, combined with a dose of common
sense and reasonableness, should normally go a long way in
ensuring that the conditions are met. That holds true all the
more so given that setting the bar too high would imply the
risk that Article 7 will fail to achieve the above-mentioned ob-
jective.

Other criticisms

Other criticisms of Article 7 (see e. g., Kuczerawy, 2021)14

seem less well founded. For instance, there is no reason to con-
sider that the actual success of the voluntary measures taken
in tackling illegal content is relevant in this context. That is
to say, good faith and diligence quite clearly do not imply a re-
quirement that the measures must have been fully successful.
When it comes to tackling illegal content, 100% effectiveness
is neither realistic nor necessarily required (cf. UPC Telekabel
Wien, para. 58-63).15

Furthermore, it is true that Article 7 does not address the
possibility that an intermediary service provider may obtain
actual knowledge or awareness of illegal content, within the
meaning of Article 6 DSA, as a consequence of the voluntary
measures that it enacts. But that is for good reason and is
unlikely to act as a serious disincentive. For where that oc-
curs, the intermediary service provider has an obvious course
of action to avoid losing the benefit of the liability exemption.
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Namely, expeditiously removing the illegal content in ques-
tion. In this regard, it should be recalled that a hosting service
provider only risks losing said benefit if a specific item of illegal
content, of which it obtains knowledge but which it may have
failed to remove expeditiously, is clearly illegal, in the sense
that the illegality can be established without a detailed legal
examination (cf. YouTube, para. 111-116; these parts of the
judgement are relating to notices, but the same is likely to hold
true in relation to own-initiative investigations; see also Arti-
cle 14(3) DSA).

Conclusion

The DSA retains the key features of the ECD’s intermediary lia-
bility regime, but it also contains several clarifications. The
latter range from uncontroversial statements to largely new
rules, with an interesting group of provisions – notably those
on the service providers’ active role and “Good Samaritan” ac-
tions – somewhere in between. The clarifications tend to build
on existing CJEU case law and will, no doubt, over time gener-
ate new case law, fleshing out what they entail precisely. That
being so, whilst the DSA’s rules on matters like due diligence,
risk assessments and enforcement may be most eye-catching,
it would be a mistake to ignore the subtle yet noteworthy evo-
lution that the DSA brings about for liability-related matters.

This essay has been written in a personal capacity and none of the

statements made therein can be attributed to the author’s employer.
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T he Digital Services Act (DSA) adopted by the European
Parliament on 5 July 2022 was lauded by some as creating

a “constitution for the internet”1 and a European response to
the “digital wild west”.2

Together with many other civil society organisations, Euro-
pean Digital Rights (EDRi)3 has been working extensively with
the EU’s institutions to ensure that the new regulation not only
fulfils this promise but, by doing so, protects the fundamen-
tal rights of people and reaffirms the open internet as a public
good. To some extent, we have succeeded. But the DSA is far
from perfect and much will depend on how well the new regu-
lation is going to be implemented and enforced.

This essay argues that while the DSA has just been crafted
carefully enough to avoid major damage to digital rights in the
EU, it has focussed so much on who must delete what kind of
content within which time frame, that it missed the bigger pic-
ture: no content moderation policy in the world will protect
us from harmful online content as long as we do not address
the dominant, yet incredibly damaging surveillance business
model of most large tech firms.

This essay builds its legal and policy observations on EDRi’s
DSA research and advocacy work of the past three years.

Freedom of expression online and the role of online platforms

One of the main pillars of the DSA is the new content mod-
eration framework for online platforms such as Facebook,
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YouTube and Twitter. This framework consists of a condi-
tional liability regime that follows the logic of the EU’s Elec-
tronic Commerce Directive (ECD)4 and the jurisprudence5 of
the Court of Justice of the European Union. Just as under
the ECD, online platforms can only be held liable for user-
generated content if they have “actual knowledge” of the ille-
gality of that content, and – just as under the ECD – the DSA
continues to prohibit EU Member States to impose any obliga-
tion for platforms to generally monitor user content.

These principles aim to protect freedom of expression by en-
suring that online platforms are not incentivised to over-police
people’s online speech. Therefore, the EU’s decision to uphold
the conditional liability regime and combine it with a manda-
tory “notice-and-action” system that should enable users to
flag illegal content and complain about the platforms’ inac-
tion are considered by many civil society organisations to be
welcome steps in the right direction. This is particularly true
when compared to the various dangerous proposals that were
put forward by some EU member states and Members of the
European Parliament: from 24-hour removal deadlines from
the moment of flagging to mandatory and generalised content
surveillance by platform companies. Many of those dangerous
proposals would have almost entirely dismantled free expres-
sion rights of all platform users.

However, the DSA’s strong focus on the comprehensive reg-
ulation of user-generated online content has also somewhat
obstructed the view on the bigger questions: Why does harm-
ful or illegal content spread so expansively on social media in
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the first place? What responsibility do online platforms’ algo-
rithms play in the distribution and promotion of online con-
tent? And what are the commercial incentives that guide the
development of those algorithms?

These questions motivated EDRi’s digital rights advocacy
early on, aimed at understanding the commercial interests of
large online platform providers and at highlighting their role
in actively distributing and amplifying different kinds of online
content, including through and funded by surveillance-based
online advertising.

Big Tech is broken by design and by default

When online platforms moderate and recommend online con-
tent, they can do so based on various rules and factors. This
includes their own terms and conditions, applicable law in the
country where a given piece of content was posted from, as well
as what kind of content maximises the platform’s profits. The
larger the profits, the stronger the incentive to let them guide
content moderation and recommendation practices.

EDRi6 and many other organisations and researchers have7

shed light8 on how companies such as YouTube’s Alphabet Inc
(US$ 76 billion net income in 2021) and Facebook’s Meta Inc
(US$ 39 billion in 2021) continuously optimise their content
recommendation algorithms in view of maximising their prof-
its.

But it is not only the company’s size that matters.
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The business models of most of the largest tech firms are built
around what we call “surveillance-based advertising”9 - digital
ads that target people based on personal, often very sensitive
data that those firms extract from us all. It is “extracted” be-
cause while this data is sometimes explicitly provided by users,
it is most often information inferred from our observed be-
haviour online: every website we visit, every article we read,
apps we install, product we buy, our likes, our comments, con-
nections, and many more sources of metadata are being com-
bined into the largest commercial collection of individual pro-
files that humankind has ever seen.

All of this just to enable companies to fill our screens with
advertising micro-targeted at us, trying to convince us to buy
more stuff.

Deception as a service

In theory, under the EU’s General Data Protection Regulation
(GDPR),10 this type of data collection for marketing purposes is
only legal with people’s consent. Yet, many companies deploy
deceptive designs in their user interfaces. Those include, for
example, consent pop-ups that do not offer users meaningful
ways to reject tracking, that trick users into clicking “accept”,
or do not provide the necessary information about how per-
sonal data would be used for advertising.

These deceptive designs11 (or dark patterns) are currently
deployed on 97% of the 75 most popular websites and apps
according to a 2022 study.12 Hence, they continue to play a
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central role13 in the surveillance-driven advertising business.
Companies are of course fully aware of what they are doing: in
its 2018 annual report14, Facebook stated that the regulation
of deceptive design “could adversely affect [their] financial re-
sults”. Both Meta and Google have joined other tech firms in
firmly opposing any deceptive design regulation in the DSA.

Not least thanks to civil society’s advocacy, the final DSA
does recognise the negative impact that deceptive interface de-
signs have on users’ privacy rights, but heavy corporate lobby-
ing has led it to contain only very limited restrictions: While
Article 25 prohibits interface designs that “deceive or manip-
ulate the recipients of their service or in a way that otherwise
materially distorts or impairs the ability of the recipients of
their service to make free and informed decisions”, this pro-
hibition only applies to online platforms (such as Facebook,
Tiktok, Youtube, or Twitter), not to websites that embed, say,
Google ads. More crucially, the prohibition does not apply to
practices covered by GDPR and the Unfair Commercial Prac-
tices Directive (UCPD)15 – a limitation that will exclude all con-
sent pop-ups for personal data collection.

Tracking-free ads instead?

Knowing that the DSA was unlikely to solve these problems,
more than 20 Members of the European Parliament, 50+ civil
society organisations, and many ethical tech firms banded
together in the Tracking-Free Ads Coalition (EDRi is a sup-
porter)16, to achieve more substantive change: an end to
surveillance-based advertising altogether.
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This attempt sparked a colossal counter-lobbying cam-
paign17 that included full-page newspaper ads from Face-
book18, social media ads micro-targeted at MEPs, as well as
Brussels’ billboards and other ad spaces19 covered all with a sin-
gle message: European SMEs need surveillance-based online
advertising to reach customers. Without them, the EU econ-
omy basically falls apart.

As a result, the DSA addresses surveillance-based ads only
with half-baked restrictions in Article 26. It prohibits providers
of online platforms to “present advertisements to recipients of
the service based on profiling” as defined by GDPR, as well as
to use “special categories of personal data referred to in Article
9(1)” of the GDPR.

Just as with deceptive interface designs, those restrictions
only apply to online platforms as defined in the DSA, but not
to websites, apps or other intermediary services that embed
Google ads, for example. Worse, the DSA limits the prohibi-
tion to ads shown by platforms to their own users. Providers
are therefore free to micro-target such ads to anywhere else on
the web, if they offer this kind of service. This does not respond
to the actual and current ad tech ecosystem.20 In practice, the
prohibition in the DSA will not cover things like cookies and
tracking banners that appear as advertisements on most web-
pages thanks to Google ads services.

Even worse still, Article 26 does not address the use of proxy
data for sensitive characteristics. While a platform will not be
allowed to target ads based on the sensitive category “race”,
they can simply replace it with a generic proxy “interested in
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African-American culture” or “K-pop”. While targeting based
on health data, for example based on pregnancy, won’t be al-
lowed anymore, a platform can simply use a category based
around “interest in baby toys”. As long as those proxies can-
not be construed as “revealing” sensitive data (which would
be prohibited again), anything goes. As a result, this DSA pro-
vision is unlikely to protect people from the discrimination21

and abuse of personal data22 that the ad industry enables.

A semi-positive conclusion

Despite all the shortcomings touched upon above, EDRi holds
that the DSA is a positive step forward. That is because, while
not ambitious enough, it has – maybe for the first time in Eu-
rope – enabled politicians and the public to debate and under-
stand the harms inflicted by the data-driven advertising mod-
els that many of the largest tech firms would rather keep hid-
den from public view.

Now it is known that Google is not a search engine provider
and Facebook never was a social media company. They are
global commercial surveillance corporations.

The biggest contribution of all debates around the DSA is
that next time around, lawmakers and the public are already
aware.

59

https://edri.org/wp-content/uploads/2021/06/EDRi_Discrimination_Online.pdf
https://edri.org/wp-content/uploads/2021/03/Targeted-online-An-industry-broken-by-design-and-by-default.pdf


Still Useful

References

1. Alexandra Geese, “Europe Calling ‘DSA Deal: A constitution for the inter-
net!’” (Alexandrageese.eu, 29 April 2022) <https://en.alexandrageese.eu/v
ideo/europe-calling-dsa-deal/> accessed 27 October 2022.

2. EPP Group, “New sand strong rules for online platforms to end ‘digital
Wild West’ created by Silicon Valley.” (EPP Group, 19 January 2022) <https:
//www.eppgroup.eu/newsroom/news/new-rules-for-online-platforms-to-e
nd-digital-wild-west> accessed 27 October 2022.

3. European Digital Rights (EDRi) <edri.org> accessed 27 October 2022.

4. Directive 2000/31/EC of the European Parliament and of the Council of
8th June 2000 on certain legal aspects of information society services,
in particular electronic commerce, in the Internal Market (Directive on
electronic commerce) [2000] OJ L178/1.

5. Case C-682/18 and C-683/18 Frank Peterson v Google LLC & others [2021]
OJ 2021/503.

6. EDRi, “Targeted online: an industry broken by design and by default”
(March 2021) <https://edri.org/wp-content/uploads/2021/03/Targeted-o
nline-An-industry-broken-by-design-and-by-default.pdf> accessed 27
October 2022.

7. Article19, “EU: Regulation of recommender systems in the Digital Services
Act” (Article19, 14 May 2021) <https://www.article19.org/resources/eu-reg
ulation-of-recommender-systems-in-the-digital-services-act/> accessed
27 October 2022.

8. Access Now, “Who should decide what we see online” (Access Now, 20
February 2020) <https://www.accessnow.org/who-should-decide-what-w
e-see-online/> accessed 27 October 2022.

9. EDRi, “Targeted online: an industry broken by design and by default”
(EDRi, March 2021) <https://edri.org/wp-content/uploads/2021/03/Targete
d-online-An-industry-broken-by-design-and-by-default.pdf> accessed 27
October 2022.

10. Regulation (EU) 2016/679 of the European Parliament and of the Council
of 27 April 2016 on the protection of natural persons with regard to the
processing of personal data and on the free movement of such data, and
repealing Directive 95/46/EC (General Data Protection Regulation) [2016]
OJ L119/1

60

https://en.alexandrageese.eu/video/europe-calling-dsa-deal/
https://en.alexandrageese.eu/video/europe-calling-dsa-deal/
https://www.eppgroup.eu/newsroom/news/new-rules-for-online-platforms-to-end-digital-wild-west
https://www.eppgroup.eu/newsroom/news/new-rules-for-online-platforms-to-end-digital-wild-west
https://www.eppgroup.eu/newsroom/news/new-rules-for-online-platforms-to-end-digital-wild-west
https://edri.org/
https://edri.org/wp-content/uploads/2021/03/Targeted-online-An-industry-broken-by-design-and-by-default.pdf
https://edri.org/wp-content/uploads/2021/03/Targeted-online-An-industry-broken-by-design-and-by-default.pdf
https://www.article19.org/resources/eu-regulation-of-recommender-systems-in-the-digital-services-act/
https://www.article19.org/resources/eu-regulation-of-recommender-systems-in-the-digital-services-act/
https://www.accessnow.org/who-should-decide-what-we-see-online/
https://www.accessnow.org/who-should-decide-what-we-see-online/
https://edri.org/wp-content/uploads/2021/03/Targeted-online-An-industry-broken-by-design-and-by-default.pdf
https://edri.org/wp-content/uploads/2021/03/Targeted-online-An-industry-broken-by-design-and-by-default.pdf


Sebastian Becker and Jan Penfrat

11. Deceptive Design, “About this site” (deceptive.design) <https://www.decept
ive.design/about-us> accessed 28 October 2022.

12. Francisco Lupiáñez-Villanueva and others, Behavioural Study on Unfair
Commercial Practices in the digital environment: dark patterns and manipu-
lative personalization (Directorate-General for Justice and Consumers [Eu-
ropean Commission] 2022) <https://data.europa.eu/doi/10.2838/859030>
accessed 27 October 2022.

13. Catherine Armitage, Johnny Ryan and Ilaria Buri, “Online Advertising:
These Three Policy Ideas Could Stop Tech Amplifying Hate - DSA Observa-
tory” (DSA Observatory 5 July 2021) <https://dsa-observatory.eu/2021/07/
05/online-advertising-these-three-policy-ideas-could-stop-tech-amplify
ing-hate/> accessed 22 November 2022.

14. Facebook Inc., “ANNUAL REPORT PURSUANT TO SECTION 13 OR 15(d)
OF THE SECURITIES EXCHANGE ACT OF 1934 For the fiscal year ended
December 31, 2020” (January 2021) <https://d18rn0p25nwr6d.cloudfron
t.net/CIK-0001326801/4dd7fa7f-1a51-4ed9-b9df-7f42cc3321eb.pdf>
accessed 27 October 2022.

15. Directive 2005/29/EC of the European Parliament and of the Council of
11 may 2005 concerning unfair business-to-consumer commercial prac-
tices in the internal market and amending Council Directive 84/450/EEC,
Directives 97/7/EC, 98/27/EC and 2002/65/EC of the European Parliament
and of the Council and Regulation (EC) no 2006/2004 of the European Par-
liament and of the Council [2005] OJ L 149/22.

16. Tracking-free Ads Coalition <trackingfreeads.eu> accessed 27 October
2022.

17. Corporate Europe Observatory, “Big Tech’s last minute attempt to tame EU
tech rules” (Corporate Europe Observatory, 23 April 2022) <https://corporat
eeurope.org/en/2022/04/big-techs-last-minute-attempt-tame-eu-tech-r
ules> accessed 27 October 2022.

18. Frederik Zuiderveen Borgesius, “Sigh.” (Twitter, 21 November 2021) <http
s://twitter.com/fborgesius/status/1462518361619849222>, accessed 27
October 2022.

19. Jan Penfrat, “Example of how Facebook tries to influence policymakers
in Brussels via @POLITICOEurope with their not-so-subtle nonsense
advertising” (Twitter, 10 November 2021) <https://twitter.com/ilumium/st
atus/1458371612542218245> accessed 27 October 2022.

61

https://www.deceptive.design/about-us
https://www.deceptive.design/about-us
https://data.europa.eu/doi/10.2838/859030
https://dsa-observatory.eu/2021/07/05/online-advertising-these-three-policy-ideas-could-stop-tech-amplifying-hate/
https://dsa-observatory.eu/2021/07/05/online-advertising-these-three-policy-ideas-could-stop-tech-amplifying-hate/
https://dsa-observatory.eu/2021/07/05/online-advertising-these-three-policy-ideas-could-stop-tech-amplifying-hate/
https://d18rn0p25nwr6d.cloudfront.net/CIK-0001326801/4dd7fa7f-1a51-4ed9-b9df-7f42cc3321eb.pdf
https://d18rn0p25nwr6d.cloudfront.net/CIK-0001326801/4dd7fa7f-1a51-4ed9-b9df-7f42cc3321eb.pdf
https://trackingfreeads.eu/
https://corporateeurope.org/en/2022/04/big-techs-last-minute-attempt-tame-eu-tech-rules
https://corporateeurope.org/en/2022/04/big-techs-last-minute-attempt-tame-eu-tech-rules
https://corporateeurope.org/en/2022/04/big-techs-last-minute-attempt-tame-eu-tech-rules
https://twitter.com/fborgesius/status/1462518361619849222
https://twitter.com/fborgesius/status/1462518361619849222
https://twitter.com/ilumium/status/1458371612542218245
https://twitter.com/ilumium/status/1458371612542218245


Still Useful

20. Global Disinformation Index, “Follow the Money – How disinformation
has become a big business” (Global Disinformation Index, 2 April 2019)
<https://www.disinformationindex.org/blog/2019-4-2-follow-the-money
-how-disinformation-became-a-big-business/> accessed 28 October 2022.

21. Frederike Kaltheuner, “How online ads discriminate. Unequal harms of
online advertising in Europe” (Gail Rego ed, EDRi, June 2021) <https:
//edri.org/wp-content/uploads/2021/06/EDRi_Discrimination_Online.pdf>
accessed 27 October 2022.

22. EDRi, “Targeted online: an industry broken by design and by default”
(EDRi, March 2021) <https://edri.org/wp-content/uploads/2021/03/Targete
d-online-An-industry-broken-by-design-and-by-default.pdf> accessed 27
October 2022.

62

https://www.disinformationindex.org/blog/2019-4-2-follow-the-money-how-disinformation-became-a-big-business/
https://www.disinformationindex.org/blog/2019-4-2-follow-the-money-how-disinformation-became-a-big-business/
https://edri.org/wp-content/uploads/2021/06/EDRi_Discrimination_Online.pdf
https://edri.org/wp-content/uploads/2021/06/EDRi_Discrimination_Online.pdf
https://edri.org/wp-content/uploads/2021/03/Targeted-online-An-industry-broken-by-design-and-by-default.pdf
https://edri.org/wp-content/uploads/2021/03/Targeted-online-An-industry-broken-by-design-and-by-default.pdf


Alexandra Geese

Why the DSA Could Save Us From the Rise of Authoritarian
Regimes

 

 

https://verfassungsblog.de/dsa-authoritarianism/




Alexandra Geese

T he rise of extremist right-wing governments, as observed
recently in Italy, is closely linked to the business models

of large digital platforms such as Facebook and YouTube. Their
algorithms polarise debates and stir up emotions because that
enables them to keep people on their screens for longer and
show them advertising. Our time is their money. But what does
that mean for democracy?

The profit-making polarisation of debates favours angry con-
tent eliciting hate and fear.1 In political terms, those emo-
tions are usually targeted by right-wing extremist movements
and parties who thrive on spreading anger and fear. As a con-
sequence, messages shared on the internet by right-wing ex-
tremists go viral and then quickly enter the mainstream via
conservative media or politicians. A recent example is Ger-
man CDU leader Friedrich Merz calling Ukrainian refugees “so-
cial tourists”, picking up a typical right-wing extremist narra-
tive depicting war refugees as greedy people going after Ger-
man taxpayers’ money. People who consistently counter such
speech are often attacked with coordinated hate posts. A case
in point is the Austrian political scientist Natascha Strobl,2

who is regularly forced to leave Twitter to shield herself from
threats and insults. Such pile-ons also silence people in the
political centre.

The Swedish democracy researcher Staffan Lindberg and col-
leagues from the V-Dem Institute see a clear link between po-
larisation and the success of autocrats3 – something that three
years ago was considered a bold theory and has now become re-
ality. Nobel Peace Prize winners like Maria Ressa are calling for
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restrictions to be placed on tech companies’ destructive polar-
isation power with a 10-point plan;4 the UN Secretary-General
Antonio Guterres tweeted:5 “Social media platforms based on
a business model that monetises anger & negativity are caus-
ing untold damage to societies. Hate speech & misinformation
are proliferating. Our data is being bought & sold to influence
behaviour. We need regulatory frameworks to change this.”

The European Union’s Digital Services Act (“DSA”) is this
framework.

No more: “Too big to regulate”

The Act initiates a paradigm shift in the thinking about the
regulation of digital technology in general, and of social net-
works, in particular. The following considerations are inspired
by Shoshana Zuboff, emeritus Harvard professor and author
of the ground-breaking book “The Age of Surveillance Capital-
ism”.

The first fundamental change is that the DSA breaks with the
previous paradigm whereby tech companies shaped the world
largely unhindered. Their global nature, their financial might,
and their ability to reach billions of people and thereby influ-
ence public opinion seemed to make regulatory attempts im-
possible or ineffectual. The Act now puts an end to that futil-
ity. Democracy is alive and has the clear intention to set its
own rules that Big Tech companies also must abide by. This
is an important point because the previously prevailing opin-
ion in Brussels and Washington was that technological devel-
opments were unstoppable, and society had to adapt. The DSA
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differentiates between technology, business models, and con-
tent moderation rules, and questions whether surveillance cap-
italism really is unavoidable. “Too big to regulate” no longer
holds up.

Holding platforms accountable for what they do – not for their users’
opinions

The second paradigm shift is the systemic approach. Prior to
the DSA, liability and freedom of expression were considered
to be the main areas of action for platform regulation. But
regulation focusing primarily on platforms’ liability for user-
generated content is far too restrictive and leads to a dilemma.
Platforms are given a normative responsibility to decide on
users’ freedom of expression, thus gaining even more power in
a realm of information which, due to its own profit-oriented
mechanisms, is the reason why such masses of problematic
content are generated in the first place. Legislators and judi-
cial authorities would therefore relinquish even more power to
commercial stakeholders, precisely the opposite of what regu-
lation seeks to do. At the same time, large platforms cleverly
used the notion of freedom of expression as a main focus in
the public debate, thus singing from the same song sheet as
the defenders of freedom of expression and human rights, who
are quite rightly concerned about restrictions to freedom of ex-
pression online.

Especially in countries where the rule of law is not a given
and state actions are more feared than those of private enter-
prises, this fear is more than justified. However, by restricting
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the debate to the question of liability and freedom of expres-
sion, we turned a blind eye on what the platforms were actu-
ally doing. Freedom of expression is best guaranteed in an en-
vironment in which women and minorities are not systemati-
cally suppressed by hate speech and where extremist opinions
are not disproportionately reinforced by untransparent algo-
rithms. That is precisely what platforms promote and effect.
It is true in democratic states, but even more so in autocracies,
as demonstrated by the most recent research by Amnesty Inter-
national6 into Facebook’s role in the genocide of the Rohingya
in Myanmar. „Facebook’s algorithms were intensifying a storm
of hatred against the Rohingya which contributed to real-world
violence,” said Amnesty International Secretary General Agnès
Callamard.7

The DSA opens our eyes to the bigger picture in this respect.
Whilst honouring the hosting liability exemption privilege of
the E-Commerce Directive, it places the focus much more on
the platforms’ conduct through the regime of due diligence
obligations. Transparency provisions, clear notice-and-action
processes, internal complaint mechanisms, and independent
dispute settlement authorities ensure clarity in the modera-
tion of individual content and finally give rights to users whose
content is arbitrarily blocked or deleted.

Who knows what – Tackling information asymmetry

However, looking into the deeper workings of these very large
platforms is even more important. Thanks to the contribu-
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tions of Facebook whistle-blower Frances Haugen, the Coun-
cil and Parliament built upon the Commission’s hesitant ini-
tial proposal. The DSA now addresses some systemic issues.
Not with finished solutions but rather with a toolbox which
offers insight and concrete intervention options to the Euro-
pean Commission, national supervisory authorities, indepen-
dent researchers and, unfortunately to a lesser extent, NGOs
and thereby the public.

The systemic approach leads to the third paradigm shift
of the DSA. It tackles and hopefully reduces the information
asymmetry. So far, platforms knew everything about us due to
the extensive collection and analysis of our most private data.
We knew nothing. The little we could say with any kind of cer-
tainty came from whistle-blowers like Frances Haugen and oth-
ers.

The DSA now offers methods to obtain knowledge about how
platforms work. The very large platforms have to write risk
assessments in which “systemic risks stemming from the de-
sign, including algorithmic systems, functioning and use made
of their services in the Union” are identified, analysed and as-
sessed. It is therefore no longer just a question of abuse of the
systems by “malicious actors” but rather the intended work-
ings (“design”) of the social networks themselves. The list
of explicitly stated risk areas is extensive. It applies to basic
human rights in general and to human dignity and data pro-
tection, as well as to public opinion-forming, elections, vio-
lence against women, child protection, and public health. The
factors which must be considered explicitly in the risk assess-
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ments not only include rather obvious aspects, such as recom-
mendation systems, algorithms, content moderation systems
and terms and conditions, but also advertising and data prac-
tices.

All very large platforms are independently audited at least
once a year. Moreover, the Commission, Digital Services Co-
ordinators in the Member States, and vetted independent re-
searchers will be granted access to large platforms’ data. Civil
society organisations are at least allowed to use publicly avail-
able data freely. That finally enables quantitative analyses and
ensures that data access can no longer be used as a means
to reward friendly researchers and hinder critical minds from
digging deeper. These rules also afford valuable insight into
the platforms’ conduct. If supervisory authorities, researchers,
and NGOs can pose questions and answer them in an evidence-
based manner, it will be possible to use that knowledge to de-
sign platforms to promote democracy and freedom of expres-
sion, rather than hinder them.

The new Regulation also contains a new restriction on how
platforms can use our data, from which they derive so much
knowledge about our society. The DSA prohibits sensitive data
categories as per the GDPR from being incorporated into ad-
vertising profiles. Furthermore, data from people known to be
minors can no longer be used for advertising purposes. The
cautious wording reflects a weary struggle with two opposing
positions: keeping the status quo, i.e., using all personal data
for which consent was granted via questionable cookie ban-
ners in extensive profiles, versus a complete reform of the on-
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line advertising model, towards purely contextual advertising
without the use of personal data. Prohibiting the use of sensi-
tive data is especially relevant, given the leaked Facebook doc-
uments8 which show that Facebook (now Meta) is not struc-
turally able to distinguish certain data categories from others
and thereby fulfil its related obligations not only under the
GDPR but also the DSA/DMA.

It is precisely these extensive data profiles that make polar-
isation in social networks so dangerous. The algorithms pri-
oritise content which triggers negative emotions such as fear
and anger. Extensive user data profiles enable strong person-
alisation, meaning everyone sees exactly the information that
personally aggravates them. Polarisation is strongly person-
alised and keeps people at their screens. Platforms thereby
increase their profits, whilst democratic decision-making pro-
cesses, which require facts and objective discussions, draw the
short straw. The UN Secretary General warns: “Our data is
being bought and sold to influence behaviour.”9 Data protec-
tion should not only be about protecting an individual right but
rather about protecting whole societies from manipulation.

That is where the DSA comes in. It doesn’t just scratch the
surface; it takes a critical look at the actual causes of these
major threats to our democracy: hate, incitement, misinfor-
mation, and surveillance. Behind its abstract wording are dy-
namic instruments to put an end to the surveillance practices
of Google and Meta, in particular, which use data hoovers for
advertising purposes and polarisation, and to expose the algo-
rithms which push hate messages and false information to the
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top of the list, and thus completely blur public debate. It lays
the foundations for precise analyses which legislators and reg-
ulators need to enact evidence-based policies and precise pro-
visions for an internet where everyone’s voice is heard.

Enforcement and global impact

Will the DSA revolutionise the internet? One thing is clear:
it all depends on whether it is properly enforced. The enforce-
ment of the chapter dedicated to the very large platforms is cur-
rently the responsibility of the European Commission, which
is establishing a corresponding competence centre. Part of the
financing comes from the fees to be paid by the companies to
be supervised. That is good because highly qualified experts
can then be employed with that money. In the long term, how-
ever, the competence centre and the supervisory body should
be further developed into an independent European authority
to prevent political influence. That is even more urgent, given
the current developments in Europe. With Italy and Sweden
now joining Poland and Hungary, there are two further Mem-
ber States with extreme right-wing governments in power who
could send commissioners to Brussels in 2024, who might have
greater interest in maintaining polarising algorithms and ex-
tensive data collection than protecting democracy. The super-
visory authorities in the Member States also play an important
role. The rule that researchers must be accredited in the “mem-
ber state of establishment”, i.e., in the very country in which
the Big Tech companies can exercise the most influence, is dis-
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appointing. There is a good reason why the European Commis-
sion has the bulk of enforcement tasks regarding Big Tech.

Despite justified criticism, the DSA has the potential to be-
come a global standard. There has been huge interest from
around the world, especially from the USA, but also from coun-
tries such as Brazil, Pakistan, and Japan. As the first demo-
cratic continent to present a well-thought-out law, we have the
opportunity to set the course and save the internet from being
monopolised by surveillance companies. A powerful and con-
sistent enforcement at EU level and in the Member States will
be crucial for its success.
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T he Digital Services Act (DSA) has landed on an increased
centralisation of its enforcement powers in the hands

of the European Commission (EC). The Regulation grants the
Commission exclusive supervision and enforcement powers
vis-à-vis the biggest platforms and online search engines for
their most important due diligence obligations (such as the
ones on the assessment of systemic risks, access to research
data and crisis protocols). In addition, the Commission is also
competent – together with the Member States – to supervise
the same platforms for their compliance with rules which do
not apply exclusively to very large online platforms (VLOPs)
and very large online search engines (VLOSEs). However, the
national regulators (the Digital Services Coordinators, DSCs)
will only be competent to step in when the Commission has not
taken any initiative against the same suspected infringement.
The final text also introduces an annual supervisory fee, to be
paid by the VLOPs and VLOSEs, to cover the costs incurred by
the EC as a result of its supervisory tasks.

As observed in previous analysis,1 the rationale behind
EC centralised enforcement is understandable, particularly in
light of the experience with the General Data Protection Reg-
ulation’s (GDPR) enforcement. At the same time, this choice
also raises new issues that are worth discussing.

This analysis focuses on the implications, from a fundamen-
tal rights and democratic values perspective, of opting for the
EC as the body in charge of supervising and enforcing the DSA
against the most powerful online platforms. Given the impor-
tance and broader implications of the DSA, the policy choice of
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making the EC the most important enforcer in the DSA archi-
tecture needs to be scrutinised more, especially where the cen-
tralisation of enforcement powers around the EC may become
recurrent in future pieces of legislation. In particular, aspects
that deserve more attention relate to the difference between
the EC and a separate independent EU supervisory authority
and to the tensions inherent to the different policy objectives
pursued by the EC, which might impact the way it performs its
oversight tasks under the DSA.

The DSA regulators and their independence: The Digital Services
Coordinators and the European Commission

Article 50 of the final DSA text states that DSCs must carry out
their task in “an impartial, transparent and timely manner” and
that they must exercise their tasks and powers “with complete
independence, [...] free from any external influence, whether di-
rect or indirect, and [without taking] instructions from any other
public authority or any private party”. In this regard, this lan-
guage is identical to that of Article 52 GDPR on the indepen-
dence of supervisory authorities.

Under the GDPR, the independence and willingness of cer-
tain national supervisory authorities to enforce the law has
been questioned. This is particularly the case for the Irish Data
Protection Commission and its regulatory performance under
the one-stop-shop mechanism, which also led to a formal com-
plaint before the EU Ombudsman2 about the EC’s failure in en-
suring that the GDPR is adequately applied across the EU. In
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the context of the DSA debate, this situation contributed to
the legislative choice of granting the EC – which is presumed
to be more resilient to dynamics of regulatory capture than
national regulators – key functions in the oversight and en-
forcement of the DSA. Indeed, as recently admitted by the EC’s
Vice-President Vestager, “there was distrust”3 among member
states that Ireland could act as an effective regulator against
Big Tech. As the DSA’s rules and their enforcement will have a
clear and undeniable impact on fundamental rights and demo-
cratic values, the question arises of how the above-mentioned
requirements of independence play out when it comes to the
EC. Complex assessments involving fundamental rights such
as the freedom of expression, right to privacy, and any restric-
tions thereto are normally entrusted to independent bodies4

not vulnerable to direct political control.
The EC, however, is not an independent regulator, but the

main executive body of the EU. It is, starting from its very com-
position and appointment, a deeply political body, which is
entrusted with the power of legislative initiative and plays a
crucial role in the legislative negotiations. Through its many
legislative proposals and institutional tasks, the Commission
pursues and combines a variety of policy objectives, with sig-
nificant implications on fundamental rights.

The European Commission and its many (often conflicting) policy
objectives

The main policy objectives of the DSA are the promotion of
the digital single market, addressing online harms, in particu-
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lar illegal content, and ensuring the protection of fundamental
rights online. The coexistence between these policy objectives
is complex: it is marked by inevitable tensions, which require
policy choices and continuous balancing. Vis-à-vis these pol-
icy objectives, the position of the EC – both as the executive
body holding the monopoly of legislative initiative and as a
DSA enforcer – is also very complex. Different parts of the
EC (Directorate Generals, DGs) relate differently to different
policy objectives, which are often in tension with each other
(more often than not, promoting the single market and favour-
ing trade versus the protection of fundamental rights). As a
consequence, it would seem unlikely that the assessments and
initiatives carried out by the Commission as an enforcer under
the DSA will not be influenced by the agenda pursued by the
same institution in DSA-related domains and other policy ar-
eas.

Systemic risks in the DSA and the EC’s policies in the area of
data protection

One area where the EC’s action and initiatives might be in con-
flict with its role as DSA enforcer is EU data protection law
and its enforcement. Online platforms’ services (particularly
those of VLOPs) entail the processing of massive amounts of
personal data, and some of the most relevant systemic soci-
etal risks are connected to the adverse impact of these prac-
tices on the fundamental right to the protection of personal
data and privacy. It is in recognition of these issues, that the
final DSA text mentions privacy and data protection among the
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fundamental rights which might be impacted by systemic risks,
and expressly refers to targeted advertising systems and data-
related practices, in Articles 34 and 35 on systemic risks. In
general, the entire debate about the risks of tracking-based ads
shaped up as one of the most heated issues in the entire DSA
process. It included the idea of restricting the use of minors’
personal data and that of special categories of data for the pur-
poses of online ads (Article 26 and 28 of the DSA final text).
Overarchingly, these inclusions build upon the realisation of
the impact that business models relying on the systematic col-
lection of personal data have on fundamental rights and other
important societal values. Given the wealth of data protection
and privacy-related aspects in the DSA framework and their en-
forcement, the European Data Protection Board (EDPB) also
called on the co-legislators5 to ensure that the DSA foresees
cooperation in enforcement with data protection authorities.

Against this background, the EC’s role as the main enforcer
for VLOPs and VLOSEs might be difficult to reconcile with (i.
e., to keep uninfluenced by) the policy choices or legislative
proposals that the same institution is undertaking in the area
of data protection law or in other domains which are related
to it. In other words, it could be argued that the way the EC
perceives possible systemic risks connected to the fundamen-
tal right to data protection (and the adequacy of platforms’
measures to mitigate those) is heavily influenced by the pol-
icy choices that the same institution has taken or is pursuing
in that domain or connected ones.

In the area of international data transfers, for instance, the
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EC typically deals with different (and often conflicting) policy
objectives: international trade, on the one hand, and the pro-
tection of fundamental rights, on the other hand.6 With regard
to the EU-US international personal data transfers, the EC’s as-
sessment of how to balance these policy goals resulted in two
adequacy decisions, the EU-US Safe Harbour and the EU-US
Privacy Shield, both of which were invalidated by the CJEU, in
2015 and 2020, for failing to provide adequate protection to
the rights of EU citizens. A new framework for transatlantic
data flows,7 with great implications for the VLOPs, is currently
being negotiated by the EC and might be referred to the CJEU
again.

This example shows, first, that in a hypothetical scenario
where the EC is the central data protection regulator for big
platforms, conflicts of interest would be inescapable, and, sec-
ond, that some of these same tensions might easily charac-
terise the EC’s tasks in its DSA supervisory and enforcement
functions.

The EC’s proposal on child sexual abuse material

The controversial new proposal on combating child sexual
abuse material (CSAM),8 presented by the EC in May 2022, sim-
ilarly shows the conflicting policy objectives it has to deal with.
The draft regulation obliges providers to scan private commu-
nications to detect CSAM material. In reaction to the proposal,
civil society organisations have warned against the staggering
risks to privacy, security and integrity of private communica-
tions and other fundamental rights brought about by the draft
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regulation. The German Federal Commissioner for Data Pro-
tection has called the proposal incompatible with EU values
and data protection law, for deeply interfering with fundamen-
tal rights and democratic principles such as the confidentiality
of private communications.

As explained by the EC, the CSAM Regulation builds upon
the DSA’s horizontal framework, thus acting as lex specialis.
While the DSA provides a framework for addressing illegal con-
tent online in general, the CSAM Regulation introduces more
specific rules as regards the fight against a particular form of
illegal content. Providers would therefore be subject to a more
general systemic risk assessment obligation under the DSA and
a more specific one under the CSAM Regulation.

Thus, one could legitimately wonder whether and how risk
assessments and mitigation measure choices – undertaken by
platforms under the DSA and overseen by the Commission
– would be influenced by the CSAM framework (and similar
specific regulations adopted in the future). Could the assess-
ment of DSA systemic risks on illegal content and fundamental
rights, and the enforcement of such obligations, be impacted
in practice by (and assimilated to) CSAM obligations and stan-
dards? The Explanatory Memorandum to the proposal9 seems
to confirm this:

“Those providers can build on the more general risk
assessment in performing themore specific one, and
in turn, specific risks identified for children on their
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services pursuant to the specific risk assessment un-
der the [CSAM] proposal can inform more general
mitigating measures that also serve to address obli-
gations under the DSA.” (page 5 of the Explanatory
Memorandum)

Therefore, technologies implemented in the context of
CSAM compliance, which translate into extensive forms of
surveillance,10 could potentially also be used to comply with
DSA-related obligations.

In particular, conflating the operationalisation of DSA and
CSAM assessments and mitigation measures raises the ques-
tion of whether the Commission might be tempted to adopt
CSAM standards, and the underlying fundamental rights bal-
ancing (proposed by the same EC), when overseeing and en-
forcing VLOPs’ risk assessment and mitigation under the DSA.

All these problematic aspects are also clearly related to
the extensive surveillance risks inherent to the CSAM pro-
posal. While providers’ obligations under the DSA (and the
e-Commerce Directive) build upon the principle of “no general
monitoring or active fact finding”, the CSAM proposal revolves
around an overhaul of such prohibition of generalised monitor-
ing. In other words, with the CSAM regulation the EC opts for
a very different balancing of the (conflicting) rights which un-
derlie that prohibition.

All these issues raise concerns on how the EC, as a DSA en-
forcer caught between its many other legislative proposals, will
solve important and complex evaluations relating to a variety
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of fundamental rights and any tensions between those. Given
the interlinkages between the CSAM and the DSA proposals,
knowing how the EC intends to operationalise the DSA enforce-
ment in practice is more urgent than ever.

Freedom of expression and responses to the Ukraine war

Another important area where tensions might emerge, be-
tween the EC’s enforcement role under the DSA and its other
institutional initiatives, is in the protection of the right to free-
dom of expression. In this regard, it is worth stressing that con-
tent moderation is highly contested and politicised, and ques-
tions connected to the perceived legitimacy of the EC, across
Europe, in overseeing the regulation of these matters might
have been underestimated.

Further, the war in Ukraine has prompted a number of unan-
ticipated developments in the domain of content moderation
and platform regulation which are clearly of relevance for the
DSA discussion. The EC had a crucial role in some of them: at
the end of February, the EC announced a ban on the Russian
media outlets Russia Today and Sputnik, which was immedi-
ately followed by Council measures prohibiting the broadcast-
ing in the EU of media outlets which are considered essential
tools of Russian propaganda. While the measures have been
upheld by the General Court of the EU11 (in the proceedings
initiated by RT France), experts have raised doubts12 on the
proportionality of the ban and warned about its implications
on freedom of expression and access to information in the EU.
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During the third trilogue in March 2022, following the Rus-
sian invasion of Ukraine and related Russian disinformation
campaigns, the EC proposed to introduce a crisis management
mechanism13 for exceptional circumstances (Article 36 of the
final text), in order to supplement the anticipatory and volun-
tary crisis protocols already set out under Article 37 DSA pro-
posal. Thirty-eight civil society organizations14 active on digi-
tal rights warned that “decisions that affect freedom of expres-
sion and access to information, in particular in times of crisis,
cannot be legitimately taken through executive power alone”.
Thus, they urged the DSA negotiators to ensure that this new
crisis management system complies with human rights law
and includes safeguards against abuses (in particular, time lim-
its, ex-post scrutiny by the EP and a specific definition of cri-
sis).

Concluding remarks

The final DSA text confirms the EC’s central role in the DSA
supervision and enforcement architecture vis-à-vis VLOPs and
VLOSEs.

However, the implications of this legislative choice, from
a fundamental rights and democratic principles perspective,
have not yet been adequately discussed and explored.

The examples discussed in this analysis indicate that central
issues of the separation of powers should take centre stage in
the current conversation on platform regulation. Careful at-
tention should be paid to the independent design of the DSA’s
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oversight and enforcement actors, with a view to ensure a fun-
damental rights-supportive regulatory structure. In this re-
gard, it is essential to understand how the supervision of the
VLOPs and VLOSEs will be concretely operationalized within
the EC.
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Here is what a Strong Digital Services Coordinator Should Look
Like
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T he Digital Services Act requires EU member states to
name a “Digital Services Coordinator” (DSC) to coordi-

nate national regulators involved in platform oversight. But
the DSCs are more than just “coordinators”, as they have to
fulfil specific oversight tasks themselves. That is why member
states should resist the temptation to build a small-scale coor-
dinator and instead build a strong DSC with skills in data anal-
ysis, community management and flexible case-based work.

“[L]andmark rules adopted for a safer, open online environ-
ment”1, the European Parliament declared on its website in
the summer of 2022. Parliament had just concluded its ne-
gotiations with member states and the European Commission
on the Digital Services Act (DSA)2. The law provides for new,
EU-wide rules for platforms and online marketplaces, includ-
ing Amazon, Facebook, TikTok and YouTube. The DSA is in-
deed a big accomplishment. To be sure, there are still clear
weaknesses in the law, for example, the limited progress on
the problem of “deceptive platform design”3, or aspects of the
“crisis mechanism”4 introduced shortly before the end of ne-
gotiations. Nonetheless, it is at least a recognition that self-
regulation by the tech industry has often been insufficient to
protect fundamental rights, ensure consumer protection and
enable research.

But whether the DSA will actually create a “safer, open on-
line environment” is still completely open. The DSA’s success
depends on how well it is enforced. The best rules on paper
will not achieve much if regulators are not willing or able to en-
force them. An unfortunate example of this is the EU’s General
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Data Protection Regulation (GDPR), which has been suffering
from weak enforcement over the past5 several6 years7. For the
DSA, the EU clearly wanted to learn from the GDPR, which is
reflected in the DSA’s enforcement regime.

How the DSA is supposed to be enforced

The DSA distinguishes between different types of platforms
(for instance, hosting providers, search engines and online
marketplaces) and between platforms of different sizes. Plat-
forms with more than 45 million users per month in the EU are
considered “very large online platforms” (VLOPs). For them,
the DSA lists special due diligence requirements (Articles 33-
43). Compliance with these due diligence requirements is mon-
itored solely by the Commission (Articles 56, 65-78), with the
aim of ensuring a consistent, EU-wide application, contrary to
GDPR enforcement. Other rules for very large platforms are
also mainly the responsibility of the Commission. For smaller
intermediary service providers, national authorities in the re-
spective member states are responsible. Unlike the GDPR, the
DSA has clear timelines for cross-border cooperation between
national regulators (Articles 57-59).

In each member state, multiple authorities may be tasked
with enforcing the DSA (Article 49; Recital 113). This is likely
to be the case in many member states because the DSA touches
on issues as diverse as consumer protection, media regulation
and data protection, for which countries often have separate
authorities instead of one dedicated platform regulator. How-
ever, to coordinate these agencies and ensure exchange at the
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EU level, there must be a single body in each member state
acting as the DSC (Articles 49-51). In addition to this coordi-
nation role, the DSC must perform important oversight func-
tions itself: It is the complaints body for all users (Article 53),
it vets researchers seeking data access to platforms (Article 40)
and it can certify out-of-court dispute resolution bodies (Arti-
cle 21), among other things8. It is also part of the newly created
European Board for Digital Services (Articles 61-63), bringing
together all DSCs and the Commission. While this is mainly an
advisory body, the Board can also initiate proceedings against
platforms of all kinds (Articles 58, 60) and recommend actions
in crisis situations (Article 36).

Who will the DSCs be and what do they have to do exactly?

Legislators in the member states now face the decision of how
to set up their DSCs. Will it be an entirely new body? If so,
does it take over as the country’s single platform agency, merg-
ing other national regulators’ platform-related tasks into its
portfolio? Or is set up merely as a secretariat, forwarding most
tasks to existing regulators? If no new body is created, what na-
tional regulator will additionally take on the role of the DSC?
At least in the months after the conclusion of the DSA, it did
not seem as if member states were keen on building the DSC
as a centralized, all-in-one platform regulator. Rather, an ex-
isting regulator will take on the additional DSC role, allow-
ing other authorities to potentially fulfil some DSA enforce-
ment tasks as well. For instance, France is likely to pick its
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newly merged audiovisual and digital communications agency
Arcom9 as the DSC and Ireland is building a new Media Com-
mission10, too, which will be tapped11 as the DSC. If there is
a DSA enforcement case involving questions on data protec-
tion, the French and Irish DSCs would have to coordinate with
the respective national data protection agencies or forward the
case to them. This could happen, for example, for questions
surrounding online advertising transparency or deceptive plat-
form design. In Germany, it is likely that a federal regulator12

will be named DSC, which would then have to work with state-
level media authorities for DSA proceedings pertaining to me-
dia regulation. These cases highlight the coordination role the
DSC has to play at the national level, ensuring information ex-
change between regulators.

Yet, there other tasks that the DSC must fulfill and that go be-
yond national coordination. Consider these hypothetical sam-
ple cases and what oversight duties they each entail:

• A DSC requests data from a VLOP to check how the
platform detects and mitigates potential risks for pub-
lic health emanating from its services (Articles 34(1)(d),
40(1)), for example, the sale of supposed miracle cures
for COVID-19.

• A person in Italy suspects that an online service operat-
ing in Italy but based in Ireland uses deceptive design
practices. The user files a complaint with the Italian
DSC, which does a first evaluation and forwards it to Ire-
land (Article 53).
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• A research team at a university has found potential DSA
violations at a VLOP and alerts the DSC in their coun-
try. The DSC writes up a reasoned request for the Com-
mission to become active (Articles 65, 66). This leads to
an investigation, in which the Commission involves the
DSC (Articles 67(5), 68(2), 69(7)).

• The European Board for Digital Services, which is made
up of all DSCs, gives a recommendation to the Commis-
sion regarding a current crisis situation, which allows
the Commission to require short-term measures from
VLOPs (Article 36).

• The internal complaint handling mechanism at a VLOP
does not follow DSA standards. The Commission has
yet to become active on this and the local DSC is either
unwilling or unable to act. Three other DSCs request
an investigation via the Board, ultimately leading to a
joint cross-border investigation (Articles 56(4), 58(2),
60(1)(b)).

Recommendations for building a strong DSC

The fictitious cases show that the DSC requires skills and struc-
tures not only to coordinate various national agencies but also
to conduct data analyses, build a community of researchers
and other stakeholders, and take part in EU-level enforcement
actions. The DSA emphasizes this important role for the DSCs,
too (Recital 111), and stipulates certain requirements for the
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DSC. It needs to be “completely independent” from political
and business interests (Article 50(2), Recital 111), have cer-
tain investigatory and enforcement powers (Article 51) and
have adequate resources (Article 50(1), Recital 111). Consider-
ing these formal requirements and the demands of the sample
cases, what could a strong DSC look like?

Independence by law and design

The legal bases to create independent regulators will vary
across member states, but beyond this, the way the DSC is
built can provide for some independence as well. Leadership
that is well-versed in economic and societal issues related to
platforms and that is not picked (only) by the government can
strengthen the DSC’s standing. A transparency registry doc-
umenting meetings with lobbyists from all sides in real-time,
cooling-off periods for job changes between the DSC and plat-
forms, and strong whistleblower protections could help the
DSC gain and maintain the public’s trust. Moreover, the DSC
should not receive instructions from the government, should
have its own budget and regularly report to parliament as well
as the public.

Platform experts and data science

The DSA is a data-generating piece of legislation. It contains13

20 reporting obligations for VLOPs, the Commission or DSCs,
there are various transparency and evaluation reports and, cru-
cially, DSCs and vetted researchers have the right to request
data from VLOPs. Analyzing different types of data will require
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data science capabilities at the DSC. Various governments and
regulators have begun to establish data science units, one
example being the French Pôle d’Expertise de la Régulation
Numérique14 (PEReN). The DSC should strongly build up this
expertise as well, functioning as the primary national hub for
platform research. With a dedicated research budget and data
science unit, it could both finance external research and con-
duct its own studies, especially with a long-term view that civil
society research often cannot afford. Data science skills should
be paired with the specific expertise needed to understand the
systemic platform risks the DSA tries to tackle. For exam-
ple, the DSC needs to recruit and retain talent well-versed in
content moderation, human rights impact assessments, fact-
checking and risk management.

Community- and capacity-building via fellowships and an
expert advisory council

In addition to developing internal expertise, the DSC should
foster structures and a culture that actively engages and builds
a community with platform experts. One way to do this could
be via fellowships. Companies and not-for-profits employ var-
ious forms of fellowships that the DSC could draw inspiration
from. Some regulators use this tool as well. For instance,
the UK’s Information Commissioner’s Office seeks fellows15

to help answer tech policy questions. Another way to tap
into external expertise is creating a DSC advisory council or
roundtable made up of experts from academia, civil society,
business, media and maybe also platform users. These experts
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could help in a lot of the cases mentioned above, for instance,
regarding data access, complaints or cross-border investiga-
tions. There are lots of examples of advisory councils that offer
good and bad practices for the DSC, as does the debate around
“social16 media17 councils18”. In general terms, for the advi-
sory council not to be just a talking shop, it is necessary to
clearly define its role and tasks, incorporate different perspec-
tives and delineate its responsibilities from those of the DSC.
Such a structural, continuous forum of exchange might further
increase trust in the DSC’s oversight work.

Flexible, cross-regime, case-based task forces

The DSC should be designed to work in case-based project
groups or task forces. This seems like a suitable set-up for
many EU countries, because the topics the DSA addresses
are often spread across multiple regulatory fields (for exam-
ple, consumer protection and media regulation). Thus, cross-
regime regulatory cooperation19 will be necessary, which could
be done by a task force comprised of those national regula-
tors with expertise on the specific case. If the case at hand
can be clearly placed within the remit of a particular regu-
lator, enforcement would remain with this regulator and the
DSC would merely serve as a forum for information exchange.
In cases of overlapping or missing responsibilities for some
DSA rules, the DSC would step in to oversee compliance it-
self. For this to work, a collaborative mindset among regu-
lators and a well-built communication system that can con-
nect to or is based on the information exchange system that
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the Commission is building (Article 85) are crucial. This type
of case-based approach is nothing new at all. It is not only
common in private companies, but also in regulators. Individ-
ual regulatory decisions – be it regarding monopolies, TV li-
censes or electricity grids – are, after all, “cases”. Within the
Commission’s Directorate-General for Competition, “case han-
dlers” work on files, e. g., regarding antitrust or state aid. Fur-
thermore, the Commission’s proposals on enforcing the DSA20

and its restructuring of the Directorate-General for Communi-
cations Networks, Content and Technology (DG CNCT) hint at
a case-based approach as well.

Member states’ turn to build innovative platform regulators

When building the necessary structures for a strong DSC, mem-
ber states might face legal and financial hurdles as well as po-
litical opposition. For instance, the inter-agency work envi-
sioned for DSC task forces might not be feasible or, in fact,
desired by existing agencies. Finding (and keeping) the right
staff is hard anyways, but long recruitment processes in the ad-
ministration and competition with big tech companies might
make this more challenging. Budgetary debates might cause
a stir, especially if existing agencies feel like a new “Coordi-
nator” might take money or powers away from them. Ideally,
member states would embrace these challenges and treat the
development of the DSC as an opportunity to create a plat-
form regulator that is fit to take on future tasks in this area
as well, considering other EU legislation on artificial intelli-
gence and the data economy are pending. While a dedicated,
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specialized national platform regulator would be the most suit-
able solution21, this scenario is unlikely in most member states
in the short term. Rather, EU countries will each tap an exist-
ing agency as DSC. As a first step in this likely scenario, mem-
ber states should bring together key national regulators with
DSA oversight functions as well as academic and civil society
experts to build a strong system for information exchange for
the DSC. This could function as a trust-building exercise for
agencies that will have to work together to enforce the DSA in
the future anyways. Without this type of cooperation to en-
sure robust enforcement, it will be much harder to proclaim
that the DSA has contributed to a “safer and open online envi-
ronment”.
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A s our lives are becoming more and more intertwined with
our online actions and behaviours,1 the rights and free-

doms we enjoy in the offline world must be reaffirmed in the
online context and in its digital ramifications.

The long-standing substitute role of data protection in the
defence of human dignity and individual rights in the digital
environment cannot be extended any further. Rather than a
catch-all notion of data protection, specific attention must be
paid to human rights in their variety and specificity.

As has been the case with the right to privacy in the past, the
peculiar nature of the online environment must be taken into
account, considering new potential threats to human rights.
This requires appropriate forms of assessment and mitigation
of potential risks to these rights.

In line with this approach, the Digital Services Act (DSA)
draws specific attention to the risks stemming from the de-
sign, functioning and use of digital services, considering their
adverse effects on fundamental rights and, following the com-
mon approach to the protection of human rights, adopts an ex
ante strategy centred on risk assessment.

The following sections will discuss, briefly and without the
ambition of an in-depth analysis, this approach adopted by the
EU legislator. Both the main elements of the risk-based frame-
work as set out in the DSA and the approach to risk assessment
will be considered.
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The scope of the risk-based approach in the DSA

The EU legislator’s intention to combine the protection of fun-
damental rights and market interests is evident in the DSA.
As common in early generations of industrial risk regulation,
the solutions adopted in the DSA circumscribe a risk-based ap-
proach to the most challenging areas, which are for our pur-
poses here the “very large online platforms” or “VLOPs”.

Compared to another challenging piece of risk-based EU reg-
ulation for the digital sector under discussion, namely the AI
Act proposal, the DSA has adopted a size-based criterion rather
than a proper risk-focused model (i.e., the high-risk threshold
of the AI Act proposal). In this regard, while the size of the
platform may impact the level of risk exposure, it has less influ-
ence on the other relevant variables in risk assessment, i.e., the
probability of adverse consequences and their severity. How-
ever, the specificity of the applications considered – predom-
inantly platforms – and their common features may justify a
size-based approach in the DSA. This is because the size of a
platform is a proxy for risk levels in a context centred on the
network effect, which is not necessarily true in other fields –
such as AI – where a variety of applications is possible.

Looking at the structure of the DSA, Articles 34, 35, and 37
are the relevant provisions dealing with risk management: Ar-
ticle 34 focuses on assessment, Article 35 on mitigation, and
Article 37 on the complementary role of independent audits.

The DSA’s risk-based approach covers different categories
of risks, not only related to the adverse effects on fundamental
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rights. The following five main categories can be identified: (i)
illegal content; (ii) negative effects on fundamental rights; (iii)
negative effects on civic discourse and the electoral process;
(iv) public security; (v) negative effects in relation to gender-
based violence, public health protection, the protection of mi-
nors, and serious negative consequences to the person's phys-
ical and mental well-being.

This variety of sources and types of potential risk may make
it difficult to define appropriate and coordinated assessment
tools. While specific tools have been developed to counter ille-
gal content and there is some experience in assessing the im-
pact on fundamental/human rights,2 the evaluation is more
complicated with regard to the negative effect on civic dis-
course and electoral process, as well as in relation to public
security, which is a rather broad category in the case of global
platforms.

The inclination of the EU legislator to accommodate a broad
spectrum of different demands concerning the mitigation of
potential risks is also evident in the fifth and last category,
which brings together different situations relating to subjec-
tive status (minors), conduct (gender-based violence), collec-
tive (public health) and individual interests (physical and men-
tal well-being).

The main result of this inclination is a fragmented general-
isation of a case-based approach based on past experiences at
the expense of a holistic view of potential risks. This mix of
different risk categories does not provide a clear framework as
needed in a future-proof regulation. The consequence of this
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fragmentation is even more impactful for assessment tools, as
it entails the development of a variety of specific instruments.

A binary model based on illicit content3 and prejudice to fun-
damental rights – which may encompass many of the other
risks listed – could thus have been a more straightforward solu-
tion, leaving room for case-by-case interpretation, as is usual
in the civil law tradition in the field of tort law. On the con-
trary, this detailed list shows a kind of didactic intent but leads
to a more rigid and complicated model, opening up potential
conflicting interpretations.

In a similar way, Article 34(1)(b) provides a detailed list of
potentially affected rights with explicit references to the Char-
ter of Fundamental Rights of the European Union. Although
the rights mentioned in this non-exhaustive list – namely hu-
man dignity, respect for private and family life, the protection
of personal data, freedom of expression and information, in-
cluding the freedom and pluralism of the media, the prohibi-
tion of discrimination, the rights of the child and consumer
protection – are those most at risk in the context under con-
sideration, this detailed approach seems superfluous where a
general reference to fundamental rights would have been not
only sufficient but even more comprehensive.

Finally, regarding the factual elements to be considered in
the assessment, Article 34(2) provides a non-exhaustive list of
key aspects to be considered. This provision could have been
drafted in line with Recital 57, which states that “When as-
sessing such systemic risks, providers of very large online plat-
forms should focus on the systems or other elements that may
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contribute to the risks” (emphasis added). This formulation is
preferable since it includes contextual elements other than the
features of the system. Indeed, the prejudice to fundamental
rights is not limited to the design and functioning of platforms,
but also concerns the context in which a given system is used
(e.g., level of education of users, digital literacy, level of access
to services among different groups and communities, etc.).

Assessment and complementary tools

With regard to the risk assessment methodologies, the provi-
sions in the DSA offer limited input, as mentioned above. Fol-
lowing the pattern of industrial production regulation, a peri-
odical (annual) assessment is preferred to the more common
continuous assessment used in human rights. This is mitiga-
ted by the obligation to conduct such an assessment “in any
event prior to deploying functionalities that are likely to have
a critical impact on the risks identified” (Article 34(1)). How-
ever, the focus is on system functionalities, overlooking exter-
nal changes that may impact on already implemented func-
tions (e.g., new forms of disinformation campaigns and tech-
niques).

When assessing the use of large platforms from a human
rights perspective it should be kept in mind that their impact is
not limited to the design of their recommender systems or oth-
er system features listed in Article 34.2. Impact assessments
should include the overall effects of the “platformisation” of
social interaction and their consequences on the enjoyment of
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fundamental rights and freedoms:4 this is a missing point in
the framework outlined by the EU legislator in the DSA.

In this regard, the DSA is more in line with the security ap-
proach in risk mitigation, focused on the process and prod-
ucts, rather than close to environment or human rights impact
assessments, where the emphasis also is on what is outside
the system and how technology is likely to affect and change
it. While design is necessarily an internal component of plat-
forms, risk is the result of both internal and external factors.
Focusing more on the former factor may prevent a holistic per-
spective.

This is even more true when, as in the DSA, the model
adopted is based on self-assessment, which is usually charac-
terised by an internal perspective on potential side effects. In
addition, although soft-law instruments (guidelines, best prac-
tices, and recommendations) are provided for in the DSA, the
competence required to carry out an impact assessment and
the way it is to be conducted remain unclear. In Recital 59,
there is a reference to “the involvement of representatives of
the recipients of the service, representatives of groups poten-
tially impacted by their services, independent experts and civil
society organisations”, which highlights the importance of in-
tegrating “such consultations into their methodologies for as-
sessing the risks and designing mitigation measures, includ-
ing, as appropriate, surveys, focus groups, round tables, and
other consultation and design methods”. As demonstrated in
several cases in the digital environment, the role of the ex-
perts in performing self-assessment risk analysis is crucial, as
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is the participation of rightsholders and stakeholders.5 The
DSA should therefore have paid more attention to defining
these elements and their requirements. Other experts, in turn,
are involved in the audit process, as set out in Article 37, and
in this case, a specific condition of independence is required.
But the auditors are not explicitly tasked with reviewing the
fundamental rights impact assessment carried out by the plat-
form. Although Article 37 is not clear on this point, referring to
compliance with “the obligations and with the commitments”,
reviewing the impact assessment carried out by the platform
seems possible. However, given the variety of impacts a plat-
form may have on fundamental rights, the effort required to re-
assess the risk may lead to a narrower interpretation,6 exclud-
ing re-assessment. As a result of this second interpretation,
the role of audits risks being more formal than substantive, all
the more so in a model centred on self-assessment. Therefore,
a clear interpretation of this provision is needed, hopefully in
favour of re-assessment.

Finally, Article 35 deals with the obligations resulting from
risk assessment, focusing on risk mitigation. The option in
favour of mitigation (which it means that a residual risk per-
sists) rather than risk prevention is in line with the recent ap-
proach of the EU legislator. As in the AI Act proposal, this focus
on mitigation is based on the idea that some uses of technol-
ogy in the digital society are characterised by an endemic risk
that we cannot fully prevent. We, therefore, accept this risk
given the potential benefits provided by technology. This is in
line with the legal approach already used in the regulation of
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the risk society,7 although it departs from the stronger posi-
tion adopted in the GDPR where no high-risk applications are
permitted.

Since the DSA does not set any risk threshold and only
refers to the reasonableness and proportionality of the mea-
sures adopted, we can conclude that – as in the AI Act pro-
posal – high-risk uses are permissible, provided they are sup-
plemented by mitigation measures, without requiring the risk
to fall below the high-risk threshold. On the other hand, com-
pared to the AI Act proposal, the absence of a list of high-risk
uses leaves more room for compliance assessment by the com-
petent authorities (see also Article 35(3) guidelines).

In this context, research organisations can play a role in
detecting, identifying, and understanding systemic risks (Ar-
ticle 40(4)). This may be an important contribution from
academia, although the requirement of independence from
commercial interest needs some clarification in an academic
environment characterised by increasing research funding pro-
grammes sponsored by large platforms, which may affect the
actual independence of beneficiaries in their future research.

Concluding remarks

The attention to fundamental rights in the new wave of EU dig-
ital regulation, confirmed in the DSA, is a significant step to-
wards a more articulated and appropriate framework for pro-
tecting people in a context characterised by pervasive tech-
nologies that are often developed without adequate considera-
tion of their impact on society. However, the emphasis on the
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risk-based approach and accountability in the DSA, as well as
in the AI Act proposal, is not supported by adequate models
for conducting impact assessment and the existing practices
in human rights impact assessment show some limitations in
being extended to the digital context. For this reason, refer-
ring to commonly used risk assessment parameters (severity,
provability, likelihood, scale, and reversibility, see Recital 56)
is not sufficient, and a specific methodology is needed to oper-
ationalise them in the context of digital societies.8 Although,
in dealing with these issues, the DSA suggests giving “due
regard to relevant international standards for the protection
of human rights”, the important reference to the UN Guiding
Principles on Business and Human Rights (Recital 47) does not
solve practical issues concerning the development of risk as-
sessment model. While the Guiding Principles may play a role
in countries where the level of human rights protection is low –
although their actual impact has been questioned9 –, the influ-
ence of these principles is more limited in EU countries where
human rights principles are already largely covered by EU and
national provisions.

Like other pieces of the new wave of EU regulation of the
digital society, the DSA thus represents an important contri-
bution to the development of a more human-centred technol-
ogy, where the protection of human dignity and fundamental
rights play a crucial role, but a major implementation effort
will be needed.
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T he European Union (EU)’s Digital Services Act (DSA) in-
troduces novel mandatory due diligence obligations for

online platforms, with additional obligations for very large
online platforms (VLOPs) to address potential societal risks
posed by the provision of their services, such as risks to fun-
damental rights, participation in civic discourse, or as this es-
say will focus upon, the risk of online gender-based violence
(OGBV). This approach of mandatory due diligence obligations
is a recognition by EU co-legislators of the complexity of the is-
sues the DSA aims to address. Striking the balance between
the protection of free expression, addressing illegal content
and creating a safe online environment will be challenging.
However, the DSA is ambitious in its aims; if effectively imple-
mented, these provisions have the potential to set important
standards for tackling some of the most pervasive harms of the
digital ecosystem.

Efforts to address these systemic risks and the related mech-
anisms for access to redress will require the adoption of an in-
tersectional methodology as presented by Kimberlé Crenshaw1

which will be elaborated below. Without such a methodology,
the development of risk assessments by online platforms, the
subsequent mitigation measures, evaluation by the European
Commission and the effectiveness of and access to remedy pro-
visions will simply fail to provide the necessary mechanisms
for those most acutely impacted by these rights violations.
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Tackling online gender-based violence through due diligence
measures

Balancing freedoms whilst addressing harms is a fine line
which, if not approached correctly in the DSA’s implemen-
tation, risks further infringing rights, especially for those al-
ready historically marginalised within society. The obligations
for VLOPs to conduct comprehensive assessments of systemic
risks to fundamental rights from their services (Article 34), to
develop and implement mitigation measures (Article 35), and
to be subjected to independent audits to assess their efforts
(Article 37), if implemented appropriately, may set a global
precedent for striking this balance. After extensive advocacy
from civil society and numerous amendments to the text, EU
co-legislators chose to explicitly name a few specific systemic
risks including negative consequences in relation to OGBV.

The inclusion of OGBV as a systemic risk within the DSA
aligns with the EU’s aim to criminalise certain forms of OGBV
within a draft Directive to Combat Violence against Women
and Domestic Violence2, published in March 2022. The Direc-
tive seeks to establish minimum criminal standards for the per-
petration of cyberstalking, non-consensual sharing of intimate
or manipulated material and cyber-incitement to violence or
hatred. The prevalence of OGBV in Europe has only magni-
fied over the years. As documented by the European Institute
for Gender Equality3, 51% of young women hesitate to engage
in online debates after witnessing or directly experiencing on-
line abuse. Women of colour and non-binary people are at in-
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creased risk4 of experiencing OGBV.

Content moderation efforts by some online platforms to ad-
dress OGBV continue to fall short. Reporting mechanisms of-
ten force users to attribute their experiences to predetermined
categories which fail to capture5 the multifaceted nature of the
abuse. Content moderators are not provided with relevant,
gender-sensitive training and many who report instances of
OGBV feel “left in the dark”6 about the outcome of their re-
ports or are informed that their experience did not violate com-
munity standards. A handful of large online platforms commit-
ted to making substantive improvements7 at the UN Genera-
tion Equality Forum. However, progress is yet to be made.

OGBV exists on a spectrum and can take many forms, in-
cluding actions that may not rise to the level of illegal con-
duct, which nevertheless has a chilling effect on women and
non-binary people’s speech8. Therefore, the provisions of the
DSA will need to address the systemic risks that stem from non-
illegal conduct that nevertheless results in abuses. This would
seem challenging, however, researchers have reiterated that
comprehensive coordination between legislators, online plat-
forms and civil society9 to holistically analyse and address such
phenomena is the best method to tackle systemic risks such
as OGBV. Mandatory due diligence obligations must be accom-
panied by effective accountability mechanisms to ensure on-
line platforms cannot renege on their responsibilities. Con-
sultation with civil society, who can develop policy and en-
forcement recommendations should be better informed by an
ever-increasing library of analyses based on increased access
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to data for researchers. This is why the DSA is a concrete op-
portunity; the cyclical nature of the due diligence obligations
provides a solid foundation for all stakeholders to consistently
improve upon their efforts to evaluate and mitigate these sys-
temic risks.

Intersectionality

We do not experience our lives in silos; the experiences of, for
example, a woman of colour who is a member of a religious
minority, reflect the unique intersections of those different
identities and go beyond a summation of the experiences of
women, of people of colour, and of religious minority groups.
This reality means that in order for the risk assessments of the
online platforms to be informative and effective, and for the
subsequent evaluations of the European Commission to iden-
tify any shortcomings, a comprehensive understanding of how
these forms of discrimination may intersect will need to be de-
veloped; adopting an intersectional methodology is, therefore,
the best approach. Therefore, the risk assessments should
be envisaged as Human Rights Impact Assessments (HRIAs),
which are extensive, cyclical processes10 of identifying, under-
standing, assessing and addressing the adverse effects of the
business project or activities on the human rights enjoyment
of impacted rights-holders. This process will not only identify
specific impacts but their severity and how they may intersect
with other fundamental rights violations.

Intersectionality is an analytical framework for understand-
ing how aspects of a person’s social and political identities
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combine to create different modes of discrimination and priv-
ilege. Concretely, the method looks at the interconnected na-
ture of social categorisations such as race, class, and gender,
which can create overlapping and interdependent systems of
discrimination or disadvantage. The methodology can be ap-
plied in various iterations such as in research, data analysis
and in ex ante or ex post analyses of the effectiveness of a given
policy or legislation for specific groups. This facilitates a more
critical policy analysis and deeper understanding for lawmak-
ers of how policy operates in different contexts, thereby lead-
ing to more progressive and inclusive legislative frameworks.

The adoption of this methodological framework within the
risk assessments and the associated provisions of the DSA is
an indispensable approach in ensuring that these assessments
do not become empty checkbox exercises. Thus, as a first step,
the assessments of the systemic risk of online abuse will need
to have specific indicators related to the experience of OGBV
amongst different marginalised groups, before then assessing
how this systemic risk intersects with others identified in the
DSA, such as the risk to civic discourse. For example, online
platforms conducting the assessments, and organisations who
will later on conduct audits on these efforts, could ask ques-
tions such as: Are there additional variables to consider when
developing content moderation mechanisms to address online
OGBV? Do we need to provide more opportunities for users to
give context to their experiences? Or do our current community
standards address or maintain structural inequalities?
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Gendered disinformation

Gendered disinformation, as an example, flows from the same
patriarchal context in which people experience OGBV and is of-
ten targeted at journalists, advocates and political candidates.
Gendered disinformation characterises women candidates11 as
not being qualified, lacking the requisite knowledge, intelli-
gence, or experience for the role, or as persons who lie, are too
emotional for the task, prone to aggression, or lacking sanity.
Once again women of colour are more likely to be the subject
of disinformation when compared to other women or to men of
colour and this disinformation is likely to include or be accom-
panied by racial discrimination12. Gendered disinformation,
therefore, is based on misogyny but can simultaneously inter-
sect with discrimination based on racism, ableism, religious
identity etcetera and poses a risk to free expression, human
dignity and to women's participation in civic discourse, all of
which are specifically identified within the risk assessment pro-
vision of the DSA.

Online platforms developing these assessments, and indeed
the European Commission which will assess and enforce these
evaluations must engage in a cross-sectional manner with con-
sistent civil society engagement. Primarily, the assessments
that will be conducted in relation to each of the systemic
risks identified should be followed by subsequent analyses in
which findings are cross-referenced. For example: Do the de-
mographics who have been identified as most vulnerable corre-
late/overlap?; Are the impacts of one systemic risk resulting in the
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direct experience of another? In brief, the Article 34 risk assess-
ments should only be considered concluded when the analyses
on each systemic risk are then cross-reviewed in conjunction
with one another.

Residual impact

The incorporation of an intersectional approach within the risk
assessments and mitigation measures would positively impact
the broader provisions governing VLOPs in the DSA. For exam-
ple, efforts to improve content moderation mechanisms can
avoid previously documented errors,13 which led to women of
colour being at increased risk of over-enforcement, whilst the
abuse they face remains largely unaddressed by the reporting
mechanisms in place. Similarly, analyses on how systematic
risks impact communities differently will aid moderators man-
aging Internal Compliant Mechanisms (Article 20) and entities
engaged as Out-of-Court Dispute Settlement Bodies (Article
21) in reducing the risk of reaching inappropriate resolutions,
which fail to address the unique impacts of these experiences.
Moreover, a more comprehensive understanding of how a per-
son may have to contend with multiple sources of oppression
can contribute to more equitable treatment for marginalised
communities within these bodies, who continue to face dis-
criminatory treatment14 or secondary victimisation15 such as
victim blaming within institutional or judicial contexts.

Civil society can assist in ensuring an intersectional ap-
proach in all these areas is adopted; the final Regulation in
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fact includes several specific references to the need for civil
society consultation, particularly within the due diligence pro-
visions. A concrete example is the provisions related to access
to data (Article 40) which includes civil society organisations
among the entities that can conduct research. Researchers
may for example request cross-sectional data points as one
way of developing comprehensive analyses on issues such as
OGBV and its acute impact on marginalised communities. The
research community has emphasised16 that, without data, it is
unclear whether mitigation efforts like blocking accounts ac-
tually make a difference in the behaviour of those posting abu-
sive content. Access to such data and the subsequent research
developed is vital as marginalised communities already face an
uphill battle in access to justice.

Conclusion

A “one size fits all” approach to the DSA’s due diligence obliga-
tions, most notably the risk assessments and subsequent con-
tent moderation adaptations, will result in the considerable ef-
forts placed in defining these obligations being a wasted en-
deavour. In the case of those most gravely impacted by OGBV,
such an approach would fail victims. The European Commis-
sion needs to deeply and urgently reflect upon how it will
harmonise the vast regulatory framework it has established.
In this case, the Directive on Violence Against Women and
Domestic Violence will bring certain forms of OGBV into the
purview of illegal content, and the mandatory due diligence
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obligations of the DSA, to ensure these combined efforts do
not prove empty.

In short, the assessment of systemic risks, subsequent mit-
igation measures and the mechanism put in place to ensure
access to redress must all be developed using an intersec-
tional methodology and stakeholder consultation must be con-
sistent and meaningful. Concretely, a formal mechanism by
which civil society can actively participate, evaluate and pro-
vide recommendations for improved enforcement and imple-
mentation should be established. The EU cannot purport to be
the global regulatory leader in online content governance if it
subsequently fails to enforce, and make useful, the very provi-
sions of the DSA that make the Regulation revolutionary.
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A fter lengthy political debates, the Digital Services Act
(DSA) has finally been agreed upon. Now, all attention

is shifting towards how the European Union’s most meaning-
ful reform in the sphere of platform governance in the past
two decades will look like in practice. The question of enforce-
ment has already been getting considerable attention, not only
in academic exchanges such as the Verfassungsblog’s earlier
DSA/DMA Symposium1, but also in mainstream media, with
the main concern being that the resources put forth by the
European Commission are too humble when compared to the
DSA’s far-reaching goals. Indeed, the DSA’s nature, the na-
ture of the markets it aims to govern, as well as the plethora
of stakeholders involved in platform governance make enforce-
ment expectations more utopic than realistic.

However, the responsible digitalisation of platform compli-
ance can, at least to a certain extent, modernise and simplify
market monitoring. In this short essay, I will reflect on some of
the enforcement implications of the paradigm shift proposed
by the DSA with respect to its framing of illegal content.

To this end, I will first discuss the definition of “illegal con-
tent” and its extension to sectoral regulation; second, I will
re-visit the discussion of native advertising and highlight how
it currently falls in a grey and overly complicated applicable
framework in between the DSA and sectoral regulation; and
lastly, I will briefly explore a potential alignment solution I
developed together with Prof. Anda Iamnitchi2 and Thales
Bertaglia3 and which was published and presented as a paper
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at the 2022 ACM Conference on Fairness, Accountability, and
Transparency (the full paper can be found here).4

The nature of the DSA: One for all and all for none

Unlike its predecessor, the E-Commerce Directive, the DSA ac-
tually defines “illegal content” in Article 3(h), using a broad
definition:

“‘illegal content’ means any information that, in it-
self or in relation to an activity, including the sale of
products or the provision of services, is not in com-
pliance with Union law or the law of any Member
State which is in compliance with Union law, irre-
spective of the precise subject matter or nature of
that law.”

As elaborated in Recital 12 DSA, this definition fulfils the
DSA’s goal of drawing an equal sign between online and offline
illegality. In addition, the Recital clearly states that illegal con-
tent should “be defined broadly to cover information relating
to illegal content, products, services and activities”. Included
in the illustrative examples are the more traditional categories
of illegal content such as child sexual abuse, but also emerging
forms of illegal content such as unlawful non-consensual shar-
ing of private images, or online stalking. In addition, the list of
illustrative examples also includes “the sale of products or the
provision of services in infringement of consumer protection
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law”, and Recital 68 DSA further specifies that even advertise-
ments themselves may be illegal content.

The definition and subsequent examples acknowledge a new
paradigm of illegality: from criminal illegality to content reg-
ulation. In contrast, the E-Commerce Directive focused on a
narrower understanding of illegality, but also of content. For
instance, references to consumer protection dealt more with
the transparency requirements relating to e-commerce trans-
actions, than with the actual concept of content illegality. This
is understandable, since in the 2000s, online platforms were
much more specialised, which is no longer the case today, as
platforms increasingly copy each other’s affordances.

As a result of illegality, and in combination with the prohi-
bition of a general obligation to monitor (Article 8 DSA), plat-
forms may be exempted from their liability for hosting such il-
legal activities or content if they “act expeditiously to remove
or to disable access to that content” (Recital 22). In addition,
platforms have the obligation of setting up notification mecha-
nisms available to any individual or entity to report illegal con-
tent (Article 16 DSA).

The action undertaken by the platform may be:

• voluntary (Article 7), by which platforms carry out their
own investigations and measures for detecting, identi-
fying, removing, or disabling access to illegal content;
and

• mandatory (Article 9), when platforms receive an admin-
istrative or judicial order to act against illegal content.
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This broader understanding of illegal content is a double-
edged sword. On the one hand, it clarifies that every item of
“information” on the Internet may be content, and that con-
tent may very well fall under a web of applicable rules from
a content regulation perspective. I argue this to be a posi-
tive development, since the earlier private regulatory adapta-
tions to the E-Commerce Directive have led to platforms cre-
ating visible priorities for voluntarily monitoring certain types
of content (e.g., criminally illegal content), while completely
ignoring other types (e.g., violations of consumer protection).
For instance, in a study5 I conducted with Pietro Ortolani6,
we looked at four social media platforms (Twitter, Facebook,
TikTok and Twitch) to understand what type of content could
be reported by users, and we found that the predominant cat-
egories were criminal activities and intellectual property in-
fringements. At the time when the study was conducted, the
users of these platforms could not complain about content
that did not abide by consumer protection standards, such as
information duties or unfair practices. For instance, traders
are required to disclose information such as address, contact,
price and withdrawal rights details, and while these informa-
tion duties have been central for marketplace governance, so-
cial media platforms have generally not developed any specific
visual verification or affordances to communicate these details
to their users. However, in the light of the broad definition
of illegal content, it can be argued that platforms will have to
enable reporting mechanisms under Article 16 for more cate-
gories of content than they have been acknowledging so far.
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The DSA is thus a bridge between different types of content
regulation, as can also be seen in Recital 68, which acknowl-
edges the complementing role of the DSA vis-à-vis media and
consumer regulation:

“Finally, this Regulation complements the applica-
tion of the [Audiovisual Media Services Directive]
which imposes measures to enable users to declare
audiovisual commercial communications in user-
generated videos. It also complements the obliga-
tions for traders regarding the disclosure of commer-
cial communications deriving from the [Unfair Com-
mercial Practices Directive].” (emphasis added)

On the other hand, the DSA does not really elaborate on
how complementarity will look like in practice. From an inter-
pretation perspective, it will be interesting to see how closely
courts, including the Court of Justice of the European Union,
will interpret the DSA in relation to its supposed complements.
Perhaps even more importantly, the complementarity of the
DSA in relation to other sectoral regulation will also stumble
at the enforcement level. As an example, Article 40 DSA refers
to an obligation of very large online platforms (VLOPs) and
very large online search engines (VLOSEs) to provide “access
to data that are necessary to monitor and assess compliance
with this Regulation” to the European Commission or the Euro-
pean Board for Digital Services, the new EU-wide entity tasked
with DSA oversight. However, in the case of consumer pro-
tection, national enforcement authorities also have quite wide
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data access rights for investigation purposes, as can be seen
in the Consumer Protection Cooperation Regulation (CPC Reg-
ulation)7. Article 3(a) CPC Regulation states that among the
investigation powers of competent authorities is also:

“the power of access to any relevant documents,
data or information related to an infringement cov-
ered by this Regulation, in any form or format and
irrespective of their storage medium, or the place
where, they are stored.”

Yet the picture of how these powers will be exercised in par-
allel or in cooperation is far from clear. References to such
overlap are not many and are not compelling (e.g., Article 57
DSA mentioning that “where appropriate, the [national] Digi-
tal Services Coordinator receiving a request by another Digital
Services Coordinator to provide specific information […] may
involve other competent authorities or other public authorities
of the Member State in question”.)

Blind spot under the microscope: Native advertising on social media

The main danger of the lack of clarity with respect to the com-
plementarity of the DSA in relation to other sectoral regula-
tion is that it will create grey areas that will lead to under-
enforcement. Take for instance the influencer economy as a
great example of a menu of consumer protection issues from
which platform users must be protected. Since an earlier con-
tribution on native advertising8, a lot has happened on social
media:
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• In July 2022, YouTube made a deal with the well-
known Canadian dropshipping platform Shopify9, allow-
ing YouTube users to purchase goods and services in real
time as they watch content on the platform;

• As of June 2022, Twitter has made its Twitter Shops mod-
ule available10 to all its merchants in the United States;

• In May 2022, TikTok launched an “industry-first ad solu-
tion” called Branded Missions11 that internalised the un-
til then off-platform influencer marketing supply chain,
allowing brands to offer advertising tasks to creators,
mediated by the social media platform. Twitch contin-
ues to use a similar setup, called the Bounty Board12,
which was launched in 2018 and which allows streamers
to engage in sponsorship deals without any other third
parties than Twitch.

These are only a few examples that shape how social media is
no longer a space solely dedicated to social networking and/or
content delivery, but due to the booming monetisation poli-
cies pursued by platforms, it is a transactional space full of ad-
vertising and offers for products. Unfortunately, the DSA does
not show the foresight of accounting for these market changes
– doing so will at least entail some creative interpretation.

According to Recital 1, the DSA acknowledges “online so-
cial networks and online platforms allowing consumers to con-
clude distance contracts with traders” as separate categories
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(emphasis added, see also Recital 13). So how are we to qual-
ify a platform like Instagram, which is both? Leaving aside
the fact that Instagram has a Checkout function in the United
States, making it a straightforward marketplace for the pur-
pose of that jurisdiction, even the European version of the app
features a “Shopping” explore section, full of content from
both traditional traders (e.g., companies selling to consumers),
as well as emerging traders such as influencers. The latter
are considered traders firstly because of offers/invitations to
treat for goods or services they provide directly to consumers
(e.g., selling digital courses or selling merchandise), and sec-
ondly because they are providers of commercial services in the
form of advertising, to which consumers are exposed. This has
led to national consumer enforcement authorities such as the
Belgian Ministry of Economy13 to ask influencers to abide by
the information duties which traders are normally subjected to
(e.g., disclosing trader identity, physical address), as a result of
the application of the Consumer Rights Directive (CRD)14 and
the Unfair Commercial Practices Directive (UCPD)15.

On the basis of our earlier exploration of the definition of
illegal content, I would argue that not fulfilling transparency
duties, or violating the prohibition of undisclosed advertorials,
are clear violations of the European consumer acquis, and thus
are illegal content. However, two main problems arise in this
analysis. First, such transparency obligations are likely not
covered by the DSA itself: if social media platforms are not in-
terpreted as “online platforms allowing consumers to conclude
distance contracts with traders”, they will not be subjected to
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specific obligations such as the compliance-by-design obliga-
tion enshrined in Article 31 DSA on information duties similar
to the CRD. Moreover, due to the limited definition of “adver-
tisements” in Article 3(r) DSA, influencer marketing has been
specifically kept out of the DSA’s framework for advertising,
applicable to inter alia social media platforms (e.g., Article 26
DSA).

According to Article 3(r), advertising has a remuneration el-
ement which involves the platforms, and this excluded as such
any off-platform advertising (e.g. contracts between brands
and influencers which are not mediated by the social media
platform). However, looking at the examples of on-platform
influencer marketing as monetisation products currently pur-
sued by platforms, some influencer marketing practices will be
covered by this definition. As a result, the DSA, as a regula-
tion designed around platform liability, will not be able to di-
rectly tackle a substantive proportion of the apparent issues.
Second, the aforementioned consumer acquis provisions have
not been developed for platforms, but for the traders provid-
ing the advertising or the contractual options such as the in-
fluencers themselves, in which case the scalability of monitor-
ing requires policy choices that may reflect agency resources
(e.g. only monitoring the biggest influencers due to visibil-
ity). Therefore, under national law, platforms – although at
the front, left and centre of social commerce – are not the fo-
cus of enforcement.
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Legal compliance API: A middle way

As a means to standardise data access, APIs are already em-
braced by social media platforms, more or less in compliance
with Article 40(7) DSA. Recently, YouTube opened its API to
researchers16, and TikTok is planning to do the same17 later in
the year. If you are not familiar with the API concept, imag-
ine it as a way for two or more systems to communicate with
one another. In the case of the legal compliance API proposed
by my co-authors and I, one communicating system would be
a social media platform, and the other a number of DSA en-
forcement authorities, as well as other relevant public authori-
ties, that need to coordinate on the platform’s compliance with
the actions necessary to be taken with respect to illegal con-
tent. A legal compliance API would be different than a research
API, as it would be focused on the translation of the legal com-
pliance tasks into the parameters of checking for compliance
with, for instance, the hosting of content that is illegal or non-
compliant with European consumer protection rules.

Article 44 DSA on standards elaborates that APIs could also
be developed as voluntary standards for the submission of no-
tices by trusted flaggers, as well as for advertising repositories
(Article 39 DSA), particularly supported by the European Com-
mission and the European Digital Services Board. Although
vague, the present references to APIs in the DSA raise a con-
cern relating to the streamlining not only of data standards but
investigation practices by enforcement authorities. As Mem-
ber States race into digitalisation with data units, all existing
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authorities enforcing European Union (and national) law will
have a stake in digital investigations and enforcement includ-
ing data protection authorities, media authorities, consumer
authorities, etc. If the DSA enforcement does not take this into
account, and in its administrative limitations, creates stan-
dards only relevant for the powers of DSA-related authorities,
this will lead to potentially harmful inconsistencies in digital
enforcement which will enable platforms, as Laux et al. men-
tion18, to leverage their data dominance against a crowd of
uncoordinated regulators with vastly divergent capacities and
practices around the implementation of European law.

It is of course highly important that any digital enforce-
ment mechanisms that contribute to surveillance (such as mar-
ket monitoring), are developed in an accountable way, tak-
ing into account the wide-reaching implications of automated
decision-making, both from a systems perspective, as well as
from a procedural perspective. In my opinion, there is no other
alternative to digital monitoring. Platforms already have the
upper hand in technology and scale, and public oversight can
do little to catch up with that – but it needs to at least try and
reign in some of the uncontrolled platform discretion under
the scrutiny of the rule of law through well-coordinated and
well-designed further digitalisation.
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C ontent moderation is not only an Internet governance
problem; it is also, unavoidably, a form of de facto ad-

judication. Online platforms make determinations that affect
individual rights, whenever they decide whether to remove
content, suspend/terminate accounts, or impose other restric-
tions. This is true not only for the user posting the content
but also for third parties (including vulnerable or marginalised
groups) seeking remedies against online harm. As a result,
platforms are routinely required to balance legal entitlements
against each other. Such a balancing test, traditionally con-
sidered as part and parcel (although not a monopoly) of the
judicial function1, is now carried out by private actors, with
a frequency that no judicial authority could (or should be re-
quired to) sustain. To be sure, the platforms’ decisions do not
limit the users’ ability to seek redress in court: content mod-
eration, after all, is not a form of arbitration. Nevertheless,
since platforms control the infrastructure enabling the self-
enforcement2 of their own decisions, content moderation pro-
cedures end up being the main avenue through which a wide
range of parties seek redress. The outcome of those procedures
will often not be reviewed by any State court.

Over the years, some platforms have expressly acknowl-
edged the para-judicial nature of content moderation decision-
making: the most prominent example is the one of Meta,
which set up the Oversight Board3 precisely for the purpose
of developing a body of precedent and guidance (not unlike a
sovereign willingly subjecting itself to judicial scrutiny)4. So
far, however, the choice whether to embrace the adjudicative
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nature of content moderation has been largely left to the plat-
forms themselves. As a result, even though content modera-
tion has progressively mutated into a form of private adjudi-
cation, access to these de facto private adjudication fora has
been scattershot at best, with platforms prioritising certain cat-
egories of complaints over others (e.g. disregarding certain
unfair commercial practices), and providing insufficient trans-
parency over their decision-making procedures and substan-
tive standards5.

Observing the DSA through the lens of access to justice

This state of affairs is partially about to change with the Dig-
ital Services Act (DSA). The DSA has been described as mark-
ing a “procedural turn”6 in European lawmaking: rather than
setting forth any bright-line substantive rule on the limits of
online freedom of expression, the new Regulation creates a se-
ries of procedural obligations and redress avenues. The DSA’s
“procedure before substance” approach is reminiscent of inter-
national investment law, where dispute resolution procedures
were devised at a time when no consensus existed as to the
substantive standards of investor protection.7 Hence, it makes
sense to observe this new instrument through the lens of ac-
cess to justice,8 to evaluate whether the DSA effectively en-
hances the possibility for aggrieved parties to obtain redress
within platforms, as well as outside of them. But the thorny is-
sue of access to justice is not only interesting for those affected
by harmful content. Already in 1986, Mirjan Damaška9 urged
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us to study systems of justice as a way to understand how a
State conceives of its own authority and officialdom. Today,
conducting a similar exercise on content moderation and the
DSA can show us how the EU lawmakers conceive of the pub-
lic/private divide in the European digital space: as usual with
procedural law, the big question is “who gets to do what?”. The
remainder of this contribution will briefly reflect on whether
the “procedure before substance” approach of the DSA can in-
deed contribute to enhancing access to justice in the field of
content moderation. What role do the different dispute resolu-
tion avenues of the DSA play? How do they interact with each
other, and with the pre-existing framework of European civil
procedure? To what extent can the EU lawmakers solve some of
the many content moderation problems, by setting forth pro-
cedures (rather than substantive rules)? These question would
deserve a much longer discussion than a blog post allows. This
contribution, thus, is a mere first attempt to “scratch the sur-
face” of DSA procedures, shortly considering selected provi-
sions of this new Regulation.

Access to justice within platforms

Article 16 of the DSA requires hosting service providers (includ-
ing platforms) to put in place a notice-and-action mechanism
enabling “any individual and entity” to point out the presence
of allegedly illegal content. Practice,10 however, shows that
certain categories of harmful content may be not outright il-
legal, but nevertheless incompatible with a platform’s terms
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and conditions. For these types of harmful content, the avail-
ability of a notice mechanism depends on the platforms, which
remain free to determine the purview of user affordances.

From an access to justice perspective, importantly, notices
prevent platforms from claiming ignorance about the presence
of illegal content (as long as the notice enables a diligent ser-
vice provider to identify the illegality without a detailed legal
examination). This, in turn, excludes the platform’s immu-
nity from liability, thus opening the door for possible liability
claims by affected parties, if the illegal content is not removed
expeditiously (Article 6).

Furthermore, Article 44 of the DSA promotes the standardi-
sation of the electronic submission of Article 16 notices. Such
a standardisation could have an important impact on the prac-
tical usefulness of notice-and-action mechanisms as a tool for
access to justice. More specifically, standardisation of notice
affordances may help avoid dark patterns, and ensure that af-
fected parties have equal access to the mechanism, irrespective
of the type of illegality they are reporting. This may help over-
come the current status quo, in which platforms facilitate the
reporting of certain categories of illegal content, while failing
to do the same for others (e.g. “advertorials” and other unfair
commercial practices).11

Under Article 17, if platforms take content moderation mea-
sures (including not only take-downs or account terminations,
but also, for example, deprioritisations or demonetisations),12

they are obliged to provide a statement of reasons to the af-
fected users. Interestingly, the DSA does not require such a
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statement in cases where a platform refuses to take modera-
tion measures, following a notice. Despite the somewhat one-
sided scope of application of the provision, Article 17 enhances
transparency in some meaningful ways, obliging platforms to
disclose for example the nature and scope of the measure (thus
minimising the grey area of “shadow bans”), as well as the le-
gal or contractual ground relied upon. From this last point of
view, the DSA draws a sharp distinction between moderation of
illegal content, and moderation on the basis of the platform’s
own contractual terms and conditions. Interestingly, this di-
chotomy is not entirely consistent with the approach taken by
the Oversight Board, which frequently interprets Meta’s com-
munity standards in light of international human rights law,13

rather than simply on the basis of the applicable contract law.
In sum, despite some important limitations, the statement of
reasons under Article 17 should provide insights into what the
decision amounts to, and why it was taken. This information,
in turn, can inform the future dispute resolution strategy of
the affected parties.

Article 20 of the DSA requires platforms to put in place an
internal complaint-handling system, partially modeled after14

the Platform-to-Business Regulation.15 This system is acces-
sible both in cases where the platform has taken a moderation
measure, and in situations where it has declined to do so; thus,
both users posting content and parties submitting a notice can
access the complaint-handling system. Article 20 sets forth
some basic (and rather vague) guarantees. The system must
be available electronically and free of charge for at least six
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months after the platform’s decision. While the provision re-
quires the system to be “easy to access” and “user-friendly”, no
real procedural standardization is required here: the platforms
remain largely free to decide how to organize their complaint-
handling system, and the requirements of Article 20 can poten-
tially be met by a wide range of different mechanisms, span-
ning from “appropriately qualified” human moderators to a
highly judicialised body such as the Oversight Board. In any
event, the platforms are obliged to reverse their original de-
cision when sufficient grounds exist, and they are prevented
from handling complaints solely through automated means. In
practice, the lack of detail in Article 20 may prove detrimental
to the possibility for internal complaint-handling mechanisms
to ensure effective access to justice: the experience of interna-
tional arbitration, for instance, demonstrates that the success
of an alternative dispute resolution mechanism hinges (among
other factors) on the availability of a predictable procedure,
which remains comparable across different service providers.16

Access to justice outside of platforms

As already noted, the unprecedented volume of content-
related disputes cannot be effectively dealt with by state
courts. In order to guarantee access to justice, thus, it is neces-
sary to provide any affected party with cost-effective and rea-
sonably fast alternatives, as the experience of high-volume on-
line dispute resolution has been showing for over two decades
now.17 To this end, Article 21 of the DSA foresees the possi-
bility to access out-of-court dispute settlement mechanisms,
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where the content moderation decisions made by platforms
can be reviewed. In a similar vein, the European lawmakers
have already attempted to meet the dispute resolution needs of
consumers, by encouraging alternative dispute resolution with
the Alternative Dispute Resolution Directive18 and the Online
Dispute Resolution Regulation.19 Article 21 of the DSA, in par-
ticular, enables the Digital Services Coordinators of each Mem-
ber State to certify dispute settlement bodies established on
their territory (according to a procedure which only partially re-
sembles Article 20 of the ADR Directive). Once certified, these
bodies can offer dispute settlement services to all parties seek-
ing redress against a platform decision: not only users at the
receiving end of a content moderation measure, but also par-
ties that have filed an unsuccessful notice under Article 16, and
users that were unable to obtain redress through a platform’s
internal complaint handling mechanisms. In other words, the
DSA aims to enlarge the market for dispute resolution, with
the complainant being able to choose among different (private,
and sometimes public) certified dispute resolution bodies.

The experience of the European ODR Portal20 demonstrates
that alternative dispute resolution risks becoming a paper
tiger,21 if the traders (or, in the case of content moderation,
the platforms) have no incentive to participate in the dispute
resolution procedure and comply with its outcome. From this
point of view, the original DSA proposal was bold: platforms
would be bound by the decisions taken by the certified bodies.22

The final text is, from this point of view, much less demanding:
platforms must inform the users about the possibility to ap-
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peal to a dispute settlement body and must generally engage in
good faith in the procedure, but have no obligation to comply
with the outcome (Article 2123). This, however, does not au-
tomatically make out-of-court dispute settlement ineffective.
The cost structure of these procedures remains extremely at-
tractive for users when compared with court litigation, and
platforms have a transparency obligation (under Article 24) to
disclose “the share of disputes where the provider of the online
platform implemented the decision of the body”. Furthermore,
compliance with the outcome of these out-of-court procedures
may become part of the risk mitigation measures of very large
online platforms (VLOPs) under Article 35. In sum, even if
out-of-court dispute settlement has been significantly watered
down (compared to the original proposal of the Commission),
the overall framework of the DSA does recognise a meaningful
role for these procedures, and VLOPs will not be able to sys-
tematically ignore the existence and outcomes of out-of-court
dispute settlement. In practice, the impact on the protection
of marginalised groups will also depend on what type of bodies
will obtain certification, and what the purview of their exper-
tise will be. At the very least, the information obligations of
Article 2124 will provide some transparency in this respect.

Finally, in addition to the possibility to lodge a complaint
with the competent Digital Services Coordinator (Article 53),
court litigation is never precluded under the DSA: the dispute
resolution options described so far never impair the possibil-
ity for affected parties to initiate court litigation, seeking e.g.
the removal or reinstatement of online content. Furthermore,
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the right of the service providers to compensation for infringe-
ments of the DSA is expressly enshrined in Article 54. Never-
theless, court litigation will often remain inaccessible in prac-
tice for many affected parties, and the costs and duration of
proceedings will vary dramatically across the Area of Freedom,
Security and Justice (AFSJ).25 These factual obstacles often pre-
clude effective access to justice, especially for marginalised
groups and impecunious litigants. In addition, the current Eu-
ropean framework for content moderation-related litigation is
fraught with doubt, concerning inter alia jurisdiction. Despite
the fact that litigation involving very large platforms will of-
ten be cross-border in nature, the DSA does not enshrine any
special jurisdictional rule, so that claimants will need to resort
to the Brussels I bis Regulation26 to establish jurisdiction be-
fore an EU Member State court. This, in practice, may turn
out to be challenging: some claimants, for instance, may fail
to qualify as consumers,27 and thus be unable to establish ju-
risdiction in their home court. Furthermore, the application
of the traditional tortious grounds of jurisdiction to Internet-
based harms leads to a potential splintering of jurisdiction all
over the AFSJ,28 thus hampering legal certainty.

A final layer of doubts concerns the possible role of collective
redress: could class actions become a tool for the protection of
marginalised or vulnerable groups, affected by harmful online
content? From this point of view, the DSA introduces some im-
portant innovations. First of all, Article 90 amends Annex I to
the Collective Redress Directive,29 thus enhancing the possibil-
ity (already existing in some Member States)30 of class actions
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for content moderation disputes. Furthermore, Article 86 ex-
pressly enables recipients of intermediary services to mandate
a representative body to exercise their rights on their behalf.

Conclusion

When observed in detail, the “procedure before substance” ap-
proach of the DSA leaves many questions unanswered. The
final text of the Regulation contains compromises (e.g. con-
cerning out-of-court dispute settlement), and blind spots (e.g.
the absence of jurisdictional grounds for moderation-related
litigation). However, the DSA also brings about important
procedural improvements, concerning e.g. notice-and-action
mechanisms and statements of reasons. Looking at the allo-
cation of powers across these different dispute-management
and dispute-resolution avenues, there seems to be a grow-
ing expectation that platforms (especially very large ones) will
contribute to law enforcement in Europe, and will apply legal
standards when engaging in decision-making (concerning e.g.,
whether content is illegal, or incompatible with the platform’s
own general terms and conditions). However, many questions
remain open. As far as access to justice is concerned, one of the
most urgent ones is how EU Member State courts can deal with
the growing challenges of the European digital space, while
relying on a jurisdictional framework that dates back, in its
overall architecture, to the 1968 Brussels Convention.31 Fur-
thermore, to what extent can the procedural innovations of
the DSA address the challenges of content moderation, in the
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absence of any major harmonisation of the substantive law ap-
plicable in this very broad and porous area? In the 1989 drama
Field of Dreams, a mysterious voice whispers to Kevin Costner,
“If you build it, they will come”. The DSA has built (or, at least,
enhanced) a procedural framework for content moderation dis-
putes. Will legal certainty and access to justice follow? Only
time will tell.
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T he Digital Services Act (DSA) is a bold attempt of the EU
to create a safer digital space. It provides a whole set of

notice and action mechanisms to address online harms. The
codified mechanisms, together with detailed procedures, are
foreseen for content that is illegal but also for content incom-
patible with platforms’ terms and conditions. But the DSA has
also another goal, to ensure that the new rules respect funda-
mental human rights. Mindful of the effects that the notice
and action mechanisms could have on the right to freedom of
expression and access to information, the DSA includes reme-
dies for situations when action leads to overreaction. Such
overreactions may affect anyone whose content is considered
shocking, controversial or otherwise “undesirable”, but not il-
legal. Often, content restrictions affect members of marginal-
ized communities leaving them with no meaningful recourse
(see here1, here2 and here3). Does the DSA include sufficient
mechanisms to prevent that and to ensure access to justice?

The underlying rationale of the DSA is that everyone whose
rights have been violated should have access to justice4 to rem-
edy the situation. The idea that any violation of rights requires
correction is reflected in Article 17 of the DSA, which provides
that any restriction on content by a hosting service provider
should be followed by a statement of reasons to the affected
recipients of the service. The statement of reasons should also
include information about available redress mechanisms, such
as internal complaint-handling mechanisms (Article 20), out-
of-court dispute settlement (Article 21) and judicial redress.
The DSA, therefore, offers three different redress routes that
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can be used in sequence or separately. Judicial redress does
not have its own provision in the DSA, as it remains subject to
national legislation and procedures. The DSA recalls, however,
on several occasions, that this redress route must be available.

The following paragraphs explain the core elements of ac-
cess to justice: the right to a fair trial and to an effective rem-
edy, as interpreted by the European Court of Human Rights
(ECtHR) and the Court of Justice of the European Union (CJEU).
The next part summarises the most relevant elements of the
DSA provisions on internal complaint-handling systems and
out-of-court dispute settlements and provides critical assess-
ment of the provisions. The analysis indicates that while defi-
nitely a good step towards more effective protection of users’
rights, the true effect of the provided remedies will depend on
their practical implementation. It is further argued that some
elements of the new regime may be a bold experiment the re-
sult of which is not fully predictable.

Access to justice and the DSA

Access to justice is not a right on its own. It is a notion that en-
compasses a number of core human rights5, such as the right
to a fair trial (Art. 6 European Convention on Human Rights,
ECHR; and Art. 47 Charter of Fundamental Rights of the EU,
CFREU), and the right to an effective remedy (Article 13 ECHR
and Article 47 CFREU). These are primarily procedural rights
requiring states to organise domestic procedures to ensure bet-
ter protection of rights. In a way, they serve as tools that help
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to give maximum effect to substantive rights, for example, the
right to freedom of expression, the right to privacy and reputa-
tion, freedom of assembly or freedom of thought.

The right to fair trial is composed of multiple elements6, in-
cluding procedural fairness. Procedural fairness refers to the
way in which the case is handled rather than its outcome.7 En-
suring that the process of resolving conflicts is handled in a fair
manner improves the perception of its legitimacy. The DSA at-
tempts to achieve that by increasing transparency and foresee-
ability of the process in its detailed provisions on notice and
action (e. g. Articles 16-23).

The right to effective remedy embodies the principle ubi ius
ibi remedium, meaning that where there is a right conferred
on individuals, there must be an accompanying remedy to en-
sure its enforcement. The purpose of the right, therefore, is to
allow a victim of a violation appropriate relief.8 Appropriate
relief involves a measure that can stop the violation, or that
allows the victim to obtain adequate redress, including com-
pensation.9 The available remedy should be effective in prac-
tice and in law.10 The “effectiveness” of a “remedy” does not
depend on the certainty of a favourable outcome for the appli-
cant.11 Effectiveness also does not mean that a single remedy
should entirely satisfy the requirement. Rather, a system of ef-
fective remedies may result from the combination of different
mechanisms that are available for those affected.

The DSA refers to the right to an effective remedy and to
a fair trial in multiple instances. In particular, in Article 17,
as well as in Recitals 39, 52, 55 and 59. The statement of rea-
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sons, described in Article 17, should inform about the available
redress mechanisms in a way that is clear, comprehensible,
precise and specific to allow recipients their effective exercise.
Recital 39 highlights that Member States, when applying the
DSA, should respect the fundamental right to an effective rem-
edy and to a fair trial, as provided in Article 47 of the CFREU.
The DSA, furthermore, should not prevent the national judicial
or administrative authorities from issuing orders reinstating
content that was in compliance with terms and conditions but
has been erroneously considered illegal and has been removed.
Further, Recital 59 adds that the possibilities to contest deci-
sions of online platforms should not affect the possibility to
seek judicial redress.

The DSA requires the EU Member States to ensure that re-
dress mechanisms are in place. But it also addresses the plat-
forms falling within the scope of the DSA, by enumerating what
is expected from them, i.e., creating the prescribed internal
systems and participating in out-of-court dispute settlements.
It should be highlighted that even though the DSA certainly
took cues from the two human rights instruments (ECHR and
CFREU) and the accompanying case law, their application is
not strict. Full compliance with the provisions of the human
rights instruments that are originally addressed to States – giv-
ing instructions on how to organize their judicial systems12 –
cannot be achieved in the private enforcement context.
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Internal complaint-handling systems

According to Article 20, providers of online platforms should
create an internal complaint-handling system and make it
available for at least six months from the time a measure
against a piece of content was taken. The system should al-
low the contesting of platforms’ decisions that led to content
removal, restriction on visibility, suspension or termination
of a service or an account, as well as decisions restricting the
ability to monetize content. Complaints can refer to an action
taken as result of a submitted notice or as a result of the plat-
forms’ own initiative. Further, the complaint system should
allow the contestation of decisions both based on the illegal-
ity of content or its incompatibility with the provider's terms
and conditions. Article 20 highlights that the complaint sys-
tem should be available for the affected users but also to third
parties who are not users but may want to submit a notice (e. g.
regarding the post of a user). It should, furthermore, equally
apply to decisions honouring or rejecting the submitted notice
(e. g., removing or blocking content, or leaving it online). The
crucial element of Article 20 is that platforms should reverse
their previous content moderation decisions (e. g., either hon-
ouring the notice or disregarding it) if the complaint contains
sufficient grounds to justify such reversal.

Art. 20 DSA brings some balance to the notice and action
mechanism, by specifically mandating platforms to reinstate
content that, upon review, turns out not to be illegal nor in-
compatible with terms and conditions. But Art. 20 also allows
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the appealing of decisions where the content was left intact,
disregarding a notice.

In the context of online expression, the right to an effective
remedy comes into play on two separate occasions. First, when
a victim of infringing expression attempts to stop it, for exam-
ple by requesting removal. Second, in case of successful re-
moval, when the author tries to contest the removal and asks
for the expression to be reinstated. It can be used, therefore,
by both sides of a conflict to remedy possible infringements of
their rights. Including both scenarios is an improvement, since
the initial DSA proposal13 did not foresee an appeal mecha-
nism for disregarded notices. The complaint-handling system
should be easy to access and user-friendly, and it should en-
able and facilitate the submission of complaints that are suffi-
ciently precise and adequately substantiated (Article 20(3)).

Platforms should handle complaints in a timely, non-
discriminatory, diligent and non-arbitrary manner (Article
20(4)). The same requirements appear earlier in Article 16
on the handling of complaint notices. There is no further in-
dication of what non-discriminatory and non-arbitrary mean
exactly in this context, although Recital 58 adds that the sys-
tem should lead to fair outcomes. It will be interesting to see
if the two requirements will bring an end to platforms’ spe-
cial rules14 providing more leeway for high-profile15 accounts.
Such whitelisting practices have been revealed to give more
protection to speech by those with large numbers of followers
(politicians, journalists, celebrities and athletes).

Complaints should not be resolved solely on the basis of au-
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tomated means and decisions should be taken under the su-
pervision of appropriately qualified staff (Article 20(6)). Af-
ter resolving the complaint, platforms should inform the par-
ties about their reasoned decision, without undue delay. They
should also include information about the possibility of out-
of-court dispute settlement provided for in Art. 21 and other
available possibilities for redress (Article 20(5)).

Operating a sophisticated internal complaint system per Ar-
ticle 20 will inevitably be costly. It might be challenging for
smaller platforms, especially if users start to appeal en masse.
While providing for an appeal mechanism is arguably positive
from the perspective of the right to an effective remedy, han-
dling a large number of appeals will not be easy. It will also
most certainly lead to more content being reinstated, either
because of successful appeals, decisions of the settlement bod-
ies under Article 21 or court orders.

Does that mean that the DSA is effectively pushing for a
right to forum, forcing platforms to host all content that is
not illegal? This conclusion would be too far-reaching. This is
also not the intention of the DSA. Platforms can still decide in
their terms and conditions what content they do not welcome,
subject to qualifications under Article 14 (due regard given to
freedom of expression, freedom and pluralism of the media,
and other fundamental rights and freedoms). They will most
likely become more restrictive and more precise in listing all
unwanted content, also as a result of the transparency require-
ment of Article 14. That would also help them stay in line with
recent decisions, such as in Germany16, where courts started
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ordering reinstatement of content that was violating vaguely
formulated terms and conditions but was not illegal. More clar-
ity and transparency regarding the internal rules of platforms
is certainly a good thing.

Out-of-court dispute settlement

Article 21 describes the functioning of out-of-court dispute
settlement mechanisms to contest platforms’ content modera-
tion decisions. Platform users, but also those who have previ-
ously submitted a complaint (as in Article 20), should be able
to select any certified out-of-court dispute settlement body.
This route of redress can be used as a follow-up, a form of sec-
ond instance to complaints that have not reached a satisfactory
outcome through the internal complaint-handling system. It
could also be a self-standing mechanism for complaints that
have not been subject to review through the internal system.
Article 21 clarifies that the possibility to refer the complaint
to a settlement body does not impact the users’ right to initi-
ate proceedings before a court, at any stage (see also Recital
59). Both parties to the dispute should engage in good faith
with the selected body in an attempt to find a solution. Service
providers, however, may refuse to engage if a dispute has al-
ready been resolved on the basis of the same information and
the same grounds of alleged illegality or incompatibility of con-
tent (Recital 59, Article 21(2)).

It is crucial to note that the dispute settlement bodies do not
have the power to impose a binding settlement of the dispute
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on the parties (Article 21(2)). This is another crucial twist as
the initial EC proposal17 mandated the decisions to be bind-
ing (in Article 1818). The change of positions reflects the argu-
ments that binding decisions would create extra-judicial bod-
ies,19 would lead to must-carry orders and would prevent plat-
forms20 from obtaining redress. The approach is also in line
with the Directive 2013/1121 on alternative dispute resolution.
It leads to the question, however, of what will happen if a plat-
form engages but then simply ignores any unfavourable deci-
sions. The user could of course still seek recourse in court,
but will they? Would such an approach be considered a fail-
ure to comply with the obligations of the DSA, and trigger con-
sequences foreseen in Articles 51 and 52? Users of the plat-
forms (and organisations representing them) could also file a
complaint to the Coordinators on the infringement on the DSA
(Article 53). Strictly speaking, there is no obligation to comply
with decisions that are not binding. Such a continuous and
systemic disregard, however, would definitely attract interest
of the Digital Service Coordinators as well as the Commission
(especially in the case of VLOPs).

Article 21 provides further details in nine paragraphs. The
provisions specify that the rules of the procedure should be
clear, fair and easily accessible (Article 21(3)). They specify
time limits to reach a decision (90 days with a possible exten-
sion of another 90 days for complex disputes) (Article 21(4)).
They also describe the payment system, which differs depend-
ing on whose claim succeeds (Article 21(5)). For the users of
the service the dispute settlement should be available free of
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charge or at a nominal fee, putting the main financial burden
on the platforms. But if the costs are almost exclusively borne
by platforms, and it is the users who initiate and select a settle-
ment body, will these bodies be inclined to rule more in favour
of the users? Will it lead to high numbers of put-back deci-
sions, especially for content that is “awful but lawful”? Again,
platforms could become overly restrictive to avoid awful but
also “undesirable” content to prevent such an effect.

Finally, certified bodies should report annually to the Digital
Services Coordinator, specifying the number of disputes they
received, information about the outcomes, the average time
taken to resolve them, and any shortcomings or difficulties en-
countered (Article 21(4)). The Digital Services Coordinators
should further compose reports on the functioning of the out-
of-court dispute settlement bodies, identifying best practices
and recommendations on how to improve their functioning.
Both reports will surely be helpful to tweak the process along
the way.

All things considered, it is uncertain what the impact of the
out-of-court dispute settlement mechanism of Article 21 will
be. A specific regulated system in this form is rather novel in
the area of content moderation. Due to the difference in scale,
it cannot really be compared to the functioning of other mech-
anisms, e. g., the Facebook Oversight Board. At the moment,
Article 21 seems more of an experiment that leaves many open
questions. The main one is whether the first stage of this exper-
iment should not be limited to VLOPs only as they have the ap-
propriate resources to handle the process in a non-disruptive

178



Aleksandra Kuczerawy

manner (see, e. g., Daphne Keller's intervention22 in the EP
during the legislative process). After the initial findings on the
functioning on the dispute settlement systems, and potential
corrections of the issues identified in first reports, the scope
could be broadened to other platforms.

Conclusion

The DSA takes a multi-step approach, offering not one rem-
edy but three different options that can be used in sequence or
separately. The triple-layered system in the DSA is certainly
a positive development in comparison to the E-Commerce Di-
rective, which did not contain any remedies23 to address un-
warranted content restrictions. It is laudable that the involve-
ment of courts is emphasized (e. g., in Recital 59) in a way
that is rather unique for EU instruments. After all, indepen-
dent courts of law remain the most apt institutions to adjudi-
cate on conflicts between different (fundamental) rights.

Articles 20 and 21 of the DSA and multiple mentions of the
need to inform users about the available redress mechanisms
throughout the Regulation certainly contribute to strengthen-
ing the right to an effective remedy and to a fair trial for those
affected by the platform’s actions. They provide an additional
safeguard to strengthen the respect for fundamental rights in
the DSA, and for that, they should be considered a big step for-
ward. The question remains, of course, how the provisions will
play out in practice. They could (and hopefully will) lead to a
more effective exercise of the right to freedom of expression
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online. Or maybe, a more pragmatic approach will win. And
after the initial storm of appeals, platforms will become more
restrictive in their terms and conditions, to protect their pre-
rogative to choose the speech they want to host.

This chapter benefited from funding from FWO grant nr.
1214321N and a stipend from the Cyber Policy Center at

Stanford University.
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T oday, at the centre of the debate on online content reg-
ulation are questions on how online platforms and gov-

ernments wield disproportionate powers. It is therefore un-
surprising that both online platforms and governments have
attempted1 to consolidate these powers. However, while their
attempts have been questionable and sometimes useful, there
seems to be a global consensus that online harms, which are le-
gitimate bases2 for content regulation, threaten human rights
and democracies. This consensus is gradually gaining momen-
tum and so are regulatory solutions towards combating these
harms. An example of such a solution3 is the European Union's
(EU) Digital Services Act (DSA).

The EU is notorious4 for using regulatory solutions like the
DSA to dominate and pre-empt global digital standards. Of-
ten, the major conversations on the international impacts of
EU laws have oscillated5 between capture and actually provid-
ing normative leadership on thorny aspects of digital regula-
tion. Even though evidence of such capture is yet to be seen
with the DSA, the DSA has shown some regulatory clarity6 to-
wards regulating online harms, which should be treated with
cautious optimism7. This contribution discusses this cautious
optimism especially as it concerns the DSA’s potential impacts
in African contexts if African countries choose to take inspira-
tion from it. This contribution concludes that African coun-
tries should develop their own content regulation rules by pay-
ing more attention to their contexts and consider aspects of
the DSA only where they will improve such local rules.
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The “Brussels Effect” in African countries: Like the GDPR, like the
DSA?

Modernising the primary law on intermediary regulation in the
EU, the E-Commerce-Directive 2000/31/EC8, the DSA is cur-
rently the most elaborate and comprehensive body of regional
rules on content regulation. The DSA aims to ensure “a safe,
predictable and trustworthy online environment” (Article 1(1)
DSA, emphasis added), and balance the regulation of illegal
content with the protection of fundamental rights.

Like the General Data Protection Regulation (GDPR), even
though the DSA directly applies to all 27 EU member states
(Article 2(1) DSA), the ”Brussels Effect”9, which is the impact
of EU laws in non-EU contexts, may cause some (un)intended
effects such as de facto and de jure effects10.

Using the GDPR as an example, the EU was able to set some
data protection standards11 globally. Companies operating in
the EU had to conform to the GDPR. As a result, a company’s
compliance measure meant for the EU could consequently be-
come a measure applied across the globe, i.e., separate com-
pliance measures are not developed for Europeans, rather, the
measures are applied globally. This is a de facto impact of the
GDPR. On the other hand, de jure effects involve the adoption
of some aspects of the GDPR as data protection standards in
non-EU countries, including in African countries12. These ef-
fects are mainly motivated by economic and trade interests13.

Given this background, a possible international impact of
the DSA is its normative clarity on how to combat online harms
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while protecting fundamental rights. For example, the DSA of-
fers inspiration for African countries on protracted regulatory
issues in the area of online content moderation, through provi-
sions on intermediary liability (Article 1(2)(a) and Chapter II),
due diligence obligations for different types of services (Arti-
cle 1(2)(b) and Chapter III), and a framework for oversight and
enforcement (Article 1(2)(c) and Chapter IV).

The DSA provides specific responsibilities for platforms with
respect to ensuring more transparency and accountability. Ar-
ticles 14 - 20, 24, 26, 27, 28, 39 DSA and many others provide
for various aspects of transparency obligations of online plat-
forms. Articles 41, 49, 50, 51, 61 and 63 DSA also relate to
platform obligations, accountability and oversight, provision
for Digital Services Coordinators (DSCs) and their powers, and
the European Board (Board) for Digital Services and their pow-
ers respectively. Under the DSA, DSCs are national supervi-
sors of intermediary service providers and they make up the
Board to jointly administer the DSA. While doing business in
the EU, platforms now have to pay attention14 to the DSA’s
provisions. As seen with the GDPR, in the course of comply-
ing with these provisions, platforms might internationalise the
DSA. Such compliance might encourage platforms to become
accountable in non-EU contexts. A de jure impact that could
reduce platforms’ disregard for non-EU contexts may be that
law- and policy-makers in non-EU contexts begin to pass these
principles as laws. For example, data protection regulations15

in Egypt, Nigeria and South Africa bear similarities with the
GDPR.
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It is unclear whether the DSA will have the same interna-
tional effect16 as the GDPR in African countries. In fact, if we
think of the GDPR beyond handing down fines to platforms and
include other core aspects a data protection law needs to excel
at such as putting data subjects at the centre of data control,
the GDPR still has a long way to go17.

The DSA, cautious optimism and need for contextualization in African
countries

While African countries may choose to take inspiration from
EU laws, there is a need to pay careful attention to local needs
before blindly applying foreign rules like the DSA. Rather
than replicating the DSA in the African context, African stake-
holders, including governments, are encouraged to look more
closely at the problems of online harms before they contextu-
alise solutions. Even with its novel and bold moves at content
regulation, the DSA has its rough edges and if transplanted
without caution into African contexts, it might roll back the
gains of human rights protection online in African countries.

To move towards contextualisation of online harms regula-
tion that does not replicate errors but builds on useful aspects
of existing regulation, African stakeholders will need to pay at-
tention to a number of issues, such as old and new criminal
measures on online harms, the role of African governments
including Uganda18, Democratic Republic of Congo19 and Er-
itrea20 in spreading online harms and complicating content
regulation, in addition to the inherent shortcomings in the
DSA itself.
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Extant laws that criminalise21 legally permissible content
abound in many African countries. These laws, which have
been used to regulate online communications, do not provide
clear meaning of online harm and as a result, this leads to
disproportionate measures that violate online rights. Many
users have been harassed and arrested based on these laws. In
addition, new cyber-regulatory laws22 also provide for the of-
fences of insults, false information, criminal defamation and
libel. These political offences are often conflated with online
harms and are incompatible with international human rights
standards. When online harms such as hate speech or harass-
ment are actually provided for in laws, they tend to be over-
broad and vague23 as seen in Nigeria, Kenya, Uganda, Ethiopia
and other African countries.

Additionally, African governments are one of the biggest
purveyors24 of online harms in the region. Governments’
active complicity makes it difficult to meaningfully regulate
them – it is more or less like having cattle make the rules on
hay.

Concerning the DSA’s shortcomings, if it were copied into
the African context, the DSA may pose at least three challenges
to content regulation in the region.

One, Article 16, which provides for notice and action mecha-
nisms. Article 16(2) DSA requires a “sufficiently substantiated
explanation” for why an individual or entity alleges an item of
information to be illegal. This provision is problematic for two
major reasons. One, it is not clear what must be considered for
such an explanation to be sufficiently substantiated. Two, this
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creates more problems for human rights protection, if such suf-
ficiently substantiated explanation is based on one or more of
the various problematic laws on content regulation in African
countries. This provision also adds to the challenge25 of over-
removal of content by platforms.

Second, some of the DSA's provisions, including ones that
create significant new powers for the European Commission,
if transplanted to an African context would create a lack of ju-
dicial oversight. For example, Article 40 DSA provides for data
access and scrutiny by the DSCs and the Commission. As a re-
sult, it gives both the DSC and the Commission excessive pow-
ers26 with respect to demanding, accessing and using such data
from platforms without concomitant judicial oversight. Adopt-
ing this provision in African countries will put data protection
in grave danger, as there will be no means of ensuring that such
access is legal, proportionate and necessary.

Third, currently, the initial financial cost of hiring outside
staff for the EU at the regional level to enforce the DSA and
the Digital Markets Act (DMA) is estimated27 at $26 million.
This excludes other manifold costs required for building in-
stitutional capacities of national regulators and ensuring ac-
tive monitoring and evaluation of compliance with the Act.
These financial costs might dissuade African countries, hoping
to model their online harms regulations according to the DSA.
However, Article 43 DSA allows the Commission to charge
VLOPs and VLOSEs for supervisory fees in proportion to the
monthly active users in the EU and it shall not exceed 0.05% of
the annual turnover of a VLOP or VLOSEs. These supervisory
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fees could also be calculated and charged by African countries,
as done in the DSA.

Recommendations

The adoption of the DSA in the EU has started generating nec-
essary debates on its possible impacts28 in non-EU contexts.
While the internationalisation of the DSA might be useful,
considering how it has provided regulatory clarity in some as-
pects, its adoption in non-EU contexts must be treated with
cautious optimism and properly contextualised. One way of
working towards such contextualisation for online harms reg-
ulation in Africa would be developing a regional normative
document, led by the African Commission on Human and Peo-
ples’ Rights (African Commission), that elaborately articulates
a rights-based approach to online harms regulation in Africa
and this is possible given existing efforts in the region.

Adopted by the African Commission in 2019, the revised29

Declaration of Principles on Freedom of Expression and Access
to Information offers a starting point for African governments
looking towards such contextualisation. While the Declara-
tion can be referred to as the closest and the most elaborate
regional constitution on digital rights, it provides for specific
aspects of content regulation that can be further developed by
African governments.

For example, Principle 22 of the Declaration provides for re-
view of criminal measures such as offences of sedition, insults,
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false information, criminal defamation and libel in line with in-
ternational human rights standards. The repeal of these crim-
inal measures addresses the problematic provisions of old ex-
tant laws highlighted above and it will go a long way in set-
ting the tone for a foundational and ground-up development
of a regional law on content regulation like the DSA in African
countries.

Principle 39(4) of the Declaration also provides that govern-
ments shall not require removal of online content without con-
sidering five major safeguards. One of these safeguards as pro-
vided for under principle 39(4)(b) include ensuring that such a
request must be imposed by an independent and impartial ju-
dicial authority. The only exception to such a request is that
law enforcement agencies may make a request for removal to
forestall imminent dangers to lives and properties which must
also be subject to retroactive judicial review. This principle
provides a useful backdrop for African governments to develop
rules on notice and action which is one of the major shortcom-
ings of the DSA.

In its implementation, and as a direct response to the chal-
lenge of limited ex ante judicial oversight under the DSA, the
Declaration requires African governments to adopt judicial
measures that give effect to its provisions. Therefore, the prior
and retroactive judicial review of executive and legislative pow-
ers on regulation of online harms in African countries will be
further strengthened.
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Conclusion

Developing regulatory norms that seek to balance human
rights protection and prevention of online harms in African
countries like the DSA is difficult but not impossible. However,
the major motivation for such development must involve the
appreciation of the impacts of online harms on human rights
and democracies, drive meaningful multi-stakeholderism to
combat these harms, ensure victim-centred approaches to-
wards regulatory policies and commit to dynamic enforcement
and implementation strategies of these policies.
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“W e are proposing a new set of EU Digital Principles to
shape our European society [...] and your views mat-

ter” declares an advertisement paid for by the official page of
the European Commission on Facebook. This message, solic-
iting participation for a public consultation, was produced by
the European Commission and circulated over Facebook adver-
tising platforms, to over a million people.

Like many other institutions, the Commission uses the
medium of advertising on digital platforms to reach people,
garner support and generally maintain public relations. Face-
book advertising platforms enable an influential body such as
the Commission to stay relevant by having an active public-
facing digital presence. Even as the institution spends millions
of euros advertising on these platforms every year, the Com-
mission passed a different regulation, the Digital Services Act,
that attends to the question of regulating online advertising,
or influence.

The DSA considers advertising and recommender systems as
deserving of regulatory attention, and not immutable facets of
an online world. But even as the regulation furthers current
standards in disclosures around online advertising, it insulates
advertising business models and consolidates platform efforts
to sidestep the operative question that characterises online ad-
vertising: how and why advertisements reach who they reach,
in less abstract terms.
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Transparency and Other Obligations

Advertising business models have been at the heart of many
of the persistent issues with technology practices and prod-
ucts. The circulation of advertisements over digital platforms
is determined, secretly, by private mega-corporations incen-
tivised by profit and growth. The inclusion of and focus on reg-
ulating online advertising and recommender systems within
coherent frameworks is long overdue, and the DSA addresses
these systems from a fundamental rights and collective “soci-
etal harms” perspective.

Practically, the DSA imposes transparency obligations upon
“online platforms” like Facebook to declare when an adver-
tisement is being displayed, on whose behalf the advertise-
ment was paid for, and “meaningful information” to determine
why the advertisement reaches a particular person (Article 26).
Beyond this, the regulation requires “very large online plat-
forms” (VLOPs) to make advertising transparency data avail-
able through Application Programming Interfaces (Article 39),
a form that allows systematic analysis of data on a large scale.

Two large deceptions perpetrated by platforms’ self-
regulatory initiatives seem to have been addressed in the
regulation. First, companies such as Meta and its group of ad-
vertising platforms presently offer transparency information
about a small class of advertisements deemed to be “political”.
These advertisements make up less than 1%1 of its total
advertising revenue, by the company’s own admission. This
distinction of “political ads” is sustained on a forced binary
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between commerce and advocacy, where only the latter is
deemed political. Second, transparency information is often
made available in forms such as graphical interfaces, that
give the impression of informing but preclude assessment of
information at scale.

Beyond transparency requirements, the DSA imposes due
diligence obligations upon VLOPs to identify, analyse, assess
and mitigate some categories of systemic risks: (i) illegal con-
tent, (ii) actual or forseeable negative effects on the exercise
of fundamental rights as protected by the Charter, (iii) actual
or foreseeable negative effects on civic discourse and electoral
processes, and public security, and (iv) actual or foreseeable
negative effect in relation to gender-based violence, the pro-
tection of public health and minors and serious negative con-
sequences to the person’s physical and mental well-being (Ar-
ticles 34 and 35). Beyond acknowledging the breadth of risks
from VLOPs, these provisions buy into platforms’ promise of
continued refinement, effectively insulating them from any
definitive consequence for proven or potential harm. Broad ex-
emptions to disclosure of systemic risks publicly (Article 42(5))
leaves the provisions with no teeth.

The Commission will facilitate and encourage the develop-
ment and application of voluntary codes of conduct for online
advertising (Article 46) by online platforms and other entities.
Codes of conduct carry the danger of being accessories, for plat-
forms and regulators alike, to signal the operation of the rule
of law in the online realm, but without much substance. Be-
sides this, independent audits for compliance (Article 37) and
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access to and scrutiny of data by vetted researchers (Article 40)
are mandated for VLOPs. In a procedural realm, the DSA intro-
duces mechanisms to charge VLOPs an annual supervisory fee
to fund the resources required to carry out its supervisory func-
tions (Article 43).

It is clear that the DSA is both ambitious about squaring
the digital advertising ecosystem with fundamental rights, as
well as cognizant of the varieties of risks posed by advertising
and recommender systems. Nevertheless, its regulatory ap-
proaches follow the Big Tech transparency playbook, and go lit-
tle further than where technology businesses themselves have
ventured. The interventions in the regulation are constrained
in their imagination by the forms and substance of platforms'
self-regulatory efforts.

Predatory inclusion and discriminatory exclusion

Advertisements on online platforms are typically delivered
based on a determination of “relevance” for users (among
other factors). While “relevance” is an abstraction, viewership
of advertisements is determined through predatory inclusion
and discriminatory exclusion. At a collective level, these cir-
culatory logics have translated to polarized publics, election-
related information asymmetries, etcetera. So while compa-
nies like Facebook are considered online platforms because
they perform a function of “dissemination to the public” (Ar-
ticle 3(k)), practically, they craft calculated audiences, the op-
posite of making information available “to a potentially unlim-
ited number of third parties”.
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In the form and substance of transparency requirements,
the DSA entrenches existing orientations of technology de-
velopment. The two areas in which the DSA requires trans-
parency disclosures are content moderation, and advertis-
ing/recommender systems. But the insights sought are able
to address any harms only after the fact. Insofar as the DSA
seeks to complement transparency measures with other obli-
gations, such as risk assessment and mitigation methods, it
is far-fetched to expect companies to be either perceptive or
forthcoming about the systemic risks of their own products.

It is worth recounting that online advertisement trans-
parency emerged as a self-regulatory response to a crisis of ac-
countability in the operation of online platforms. The power
of platforms to influence elections became a flashpoint for
broader concerns about online advertising and algorithmic sys-
tems of information curation. The voluntary commitments
that emerged in the aftermath were inspired by regulation for
a previous media era, where only a particular class of advertise-
ments (“political ads”) were understood as worthy of scrutiny.
Within this class, the substance of transparency information is
focused away from platform workings.

Transparency for a different media era

As advertisement space was used for political campaigns in
print, TV, radio and such older forms of media, political adver-
tisements became a subject of regulation. The substance of po-
litical advertisement transparency in previous media eras cor-
related with dangers arising therein. Business models of media
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companies, characteristics of different media, and more con-
tributed to how regulations were created. For example, politi-
cal parties investing in print ads in newspapers were required
to disclose advertising expenditure. As advertisement revenue
was the business model for many newspapers, a transparency
mandate was designed to minimize risks of partisan report-
ing in newspapers, for continued relations with political par-
ties. Regulations and guidelines about online advertising have
tried to extend the transparency response from the past era to
digital advertising without accounting for the divergences in
business models, and the different kinds of publics they create
and address. In the present information society, the forms in
which political messages are received, the diverse motives for
advertising, the computational methods of delivery, etcetera
create vastly different conditions than their mass media pre-
decessors.

Transparency of abstractions

In the past, advertisers had to specify the exact nature of the
audiences they desired to reach (through interests, behavior
and demographic information). Today, advertising systems on
social media platforms function with no more than a clear def-
inition of the desired results (e.g.,100 app installs, 5000 page
views, 1 million impressions, etc.). Based on the outcomes
sought, platforms are able to balance the demand for atten-
tion (advertisements) and the supply (users’ impressions) in
the most “optimal” or profitable distribution, without requir-
ing advertisers to spell out any predatory forms of targeting.
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Advertisers are able to derive audiences that are niche and
hyper-local, or global and transnational, and everything in be-
tween.

Meanwhile, in their transparency initiatives, platforms have
managed to abstract away the kind of determinations used in
finding matches between advertisements and their viewership.
Information is offered in the form of broad demographic break-
downs of audiences for every ad, avoiding the determinations
made by the platform in assigning matches between ads and
people entirely.

By leaving “meaningful information” (Article 26) open for
interpretation and allowing platforms the power to determine
the degree of abstraction by which they make their advertising
operations legible to the public (breakdown by age brackets,
gender, etc.), the DSA will allow companies to disclose only as
much non-threatening information as their business models
permit.

Contrast this with the fact that more than 2 million data
points2 are used by Facebook in the determination of why a
particular ad was chosen for a particular user’s attention, and
the indeterminate number and type of factors which are used
by machine learning algorithms that curate audiences for ads.
While broad demographic information about targeted groups
is still meaningful to an extent, the DSA effectively treats peo-
ple like market segments from a different media era. Given the
liberties of abstraction available in the DSA, the state of play
will not shift towards preempting hidden infractions of rights
that these technologies might embed.
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Influencing regulation

In a sense, the Cambridge Analytica scandal galvanized tech-
nology businesses to make a demonstrable effort in being ac-
countable for their services. Transparency initiatives took the
form of nominal accountability for the activities on the plat-
form, rather than accountability for the workings of the plat-
form. As these voluntary commitments arrived on the heels of
a massive shift in public opinion towards the platforms, they
are equally crafted to be public relations campaigns. What has
followed in the form of transparency initiatives has become the
ceiling of platform accountability standards. The form and sub-
stance of transparency has skirted around any possible threats
to the business models of these companies. Following the
breadcrumbs laid by self-regulatory initiatives makes regula-
tion run the risk of being a legal spectacle, where compliance
becomes mere performance.
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I n October 2022, the final version of the Digital Services Act
(DSA) was published1 in the Official Journal. The impor-

tance of this legislation in shaping the governance of online
content in the years to come cannot be overstated. While sev-
eral provisions are worth highlighting, in this blog post, I fo-
cus on one specific aspect: the adoption of a meta-regulatory
approach. Specifically, after providing a definition of this
concept, I discuss its virtues and limits and illustrate how
this approach is operationalised in the DSA with regard to a
subset of online intermediaries: providers of Very Large On-
line Platforms (VLOPs) and Very Large Online Search Engines
(VLOSEs). The bottom line is that, while the shift to a meta-
regulatory model should be welcomed for enabling reflexive
and adaptive regulation, we must also be weary of its risk of
collapsing in the absence of well-resourced and independent
institutions. Indeed, this risk affects the extent to which the
exportation of the DSA outside Europe would be in the public
interest.

The concept of meta-regulation

The DSA marks a fundamental shift towards the definition of
due diligence obligations for online intermediaries: first, it
departs from a system of liability limitations that left a wide
range of issues up to self-regulation, in the absence of spe-
cific provisions of national law. Second, it produces a com-
prehensive set of obligations which are imposed directly by
EU law but necessitate specific implementation by providers
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through a framework that involves self-assessment accompa-
nied by close monitoring by the regulator. This approach,
which on the one hand leaves businesses with a significant
amount of discretion in the implementation of regulatory prin-
ciples, and on the other involves a process of continuous eval-
uation and monitoring of the results, has been called “meta-
regulation”2 or “enforced self-regulation”3: “meta” because
one (macro) regulator oversees another (micro) regulator in
their management of risk; “enforced” because, in case of inad-
equacy of the self-regulatory practices, the (macro) regulator
has the power to take enforcement measures. To determine
whether such measures are warranted, meta-regulation estab-
lishes norms of organisation and procedure through which self-
regulatory practices can be assessed. By doing so, it assumes
a fundamentally “reflexive” character4: it focuses on enhanc-
ing the self-referential capacities of social systems and insti-
tutions outside the legal system to achieve broad social goals,
rather than on prescribing particular actions.

Furthermore, as noted by Morgan and Yeung5, at the core
of meta-regulation are participatory procedures for securing
regulatory objectives and mechanisms that facilitate and en-
courage deliberation and mutual learning between organisa-
tions. Considering these characteristics, the meta-regulation
model is particularly apt to deal with complexity and uncer-
tainty, where some experimentation and dialogue between dif-
ferent stakeholders may be necessary. According to Ayres and
Braithwaite6, there are other inherent advantages, including
the fact that the rules can be tailored to the specifics of each
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regulated entity and adapt more quickly to an evolving envi-
ronment, in addition to generating typically a higher level of
commitment due to the company´s own elaboration of those
rules, and imposing a high share of costs of regulation on the
regulated entities (as opposed to the regulator).

On the other hand, weaknesses of the model include the reg-
ulator´s costs of regularly monitoring and approving a vastly
increased number of rules, the possibility that regulated enti-
ties write rules in a way that assists them to evade the spirit
of the law (as occurred, for instance, with the implementation
of the NetzDG law in Germany7) and the lack of effective inde-
pendence of those who certify the adequacy of the measures
undertaken. We return to these points below, explaining how
they might apply in the context of the DSA.

Meta-regulation in the DSA

Chapter III in the DSA deals with due diligence obligations
for intermediary service providers. To provide a harmonised
framework for due diligence obligations and promote a safe,
predictable and trustworthy online environment where re-
spect for fundamental rights is ensured, the Regulation distin-
guishes different types of intermediaries, based on the type,
size and nature of their services. The more demanding types
of obligations concern very large online platforms (VLOPs) and
very large online search engines (VLOSEs), which are the focus
of this contribution.

This is because it is with regard to these categories of in-
termediaries that the meta-regulatory character of the DSA is
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most evident: once designated, these entities are effectively re-
quired to act as risk regulators, subject to the oversight and en-
forcement by the European Commission, the national Digital
Services Coordinators and the European Board for Digital Ser-
vices in their capacity as meta-regulators. Specifically, VLOPs
and VLOSEs are required under Article 34 to conduct regular
assessments of any systemic risks stemming from the design
or functioning of their service and its related systems (includ-
ing algorithmic systems), or from the use made of their ser-
vices, and provide information to the Commission and the Dig-
ital Services Coordinator upon request. They also must put in
place, pursuant to Article 35, reasonable, proportionate and
effective measures for the mitigation of such risks. Further,
a similar obligation was introduced relatively late in the pro-
cess of DSA negotiations (in 2022, after Russia’s invasion of
Ukraine) to deal with the event of a “crisis”, i. e., extraordinary
circumstances leading to a serious threat to public security or
public health in the EU or a significant part of it. According
to Article 36, in such a situation the Commission can request
VLOPs and VLOSEs to assess and mitigate the risks of their con-
tribution to the serious threats that have been identified, and
report over them at regular intervals.

As a mechanism to document the compliance with the
above-mentioned measures, under Article 37, VLOPs and
VLOSEs shall be subject, at their own expense and at least
once a year, to independent audits to assess compliance. They
must also transmit to the competent Digital Services Coordi-
nator, the Commission and the Board (and make public within
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3 months) audit reports, as well as audit implementation re-
ports (showing how the audit´s recommendations have been
addressed). These audit obligations constitute a critical ele-
ment for the functioning of the meta-regulatory framework,
providing a necessary check on the implementation of the mea-
sures that have been undertaken as part of the providers´ due
diligence. The same auditing applies to the implementation
of commitments contained in voluntary codes of conduct that
can be drawn up to contribute to the proper application of the
DSA under Article 45, and the effectiveness of which must be
regularly monitored and evaluated by the Commission and the
Board8. The codes of conduct facilitate this by establishing
clear objectives and key performance indicators, drawing from
the lessons learned9 by the Commission with the Code of Prac-
tice on Disinformation about the ineffectiveness of general
commitments without concrete measurement criteria. Fur-
thermore, Article 41 of the DSA requires VLOPs and VLOSEs
to set up a compliance function, independent from their oper-
ational function, which serves as a channel of cooperation with
the Commission and the Digital Service Coordinators. Among
other duties, the management body of the compliance func-
tion must devote sufficient time to the consideration of risk
management measures, ensure that adequate resources are al-
located to risk management, and approve and review at least
once per year the risk management, monitoring and minimisa-
tion policies of that VLOP or VLOSE.

All these obligations are prodromic to a process of dialogue
with the regulator, in particular on the adequacy of the mea-
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sures adopted, possibly leading to the adoption of enforcement
measures. For instance, in the case of systematic failure to
comply with the codes of conduct, the Commission and the
Board may invite the signatories to the codes to take the nec-
essary action. Similarly, in the context of the crisis response
mechanisms, the Commission may, on its own initiative or
at the request of the provider, engage in a dialogue to deter-
mine whether the implemented measures are effective and pro-
portionate. If it considers that they are not, the Commission
may (after consulting the Board) request the provider to review
them. Ultimately, Digital Services Coordinators may accept
and make binding the compliance commitments offered by
those providers, impose fines and periodic penalty payments,
and exercise a range of enforcement measures as per Articles
51 and 52. These backstops are essential incentive mecha-
nisms for the due diligence that meta-regulation seeks to pro-
mote.

The meta-regulatory framework is also supplemented by
flanking obligations, such as a data access framework for vet-
ted researchers, transparency reporting to the broader public
about the risk assessment and identification (in addition to the
audit and audit implementation reports), as well as the human
resources dedicated to content moderation by each VLOP and
VLOSE provider. These create an opportunity for further mon-
itoring of the adequacy of the measures adopted, thus poten-
tially improving the regulator’s detection of non-compliance.
In fact, the Board will draw from these sources when pub-
lishing yearly reports, in cooperation with the Commission,
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to identify the most prominent and recurrent systemic risks,
along with best practices for VLOPs and VLOSEs providers.

Open issues and criticism

Having explained the dynamics at play in the DSA, let us return
to some of the criticism that has been raised against the use
of meta-regulation. The first one we mentioned, having to do
with the costs of monitoring and approving a vastly increased
number of rules, has been directly addressed by the latest ver-
sion of the DSA: its Article 43 now provides that the Com-
mission shall charge an annual supervisory fee to providers
of VLOPs and VLOSEs upon their designation as such. While
the criteria used to determine the amount are to be devel-
oped in implementing acts of the Commission according to
pre-established criteria, one could question the rationale for
the establishment of a cap of 0,05% of the worldwide annual
net income in the preceding financial year. Indeed, consider-
ing that the fee is intended to cover the estimated costs that
the Commission incurs in relation to its supervisory tasks un-
der the DSA, and that there is concern10 about its insufficient
enforcement resources, one may wonder whether the Com-
mission might not have underestimated the costs that can be
raised by a non-cooperating firm.

The second concern relates to the possibility for regulated
entities to pursue a strategy of stylised compliance, crafting
rules in a way that enables them to evade the spirit of the law.
In principle, regular reporting and monitoring should permit

219



DSA as a Paradigm Shift for Online Intermediaries’ Due Diligence

the detection of this kind of behaviour and trigger remedia-
tion, with a request to modify the risk identification and man-
agement measures. However, there is a risk that the depth
of inquiry into each relevant document will depend on the re-
sources available for the relevant regulator - a matter that, as
seen above, is not uncontroversial. To prevent regulatory fail-
ure, a further instrument in the toolbox is the possibility that
the European Commission or the national Digital Services Co-
ordinator receive this information from a researcher who has
obtained access pursuant to Article 40, or to anyone who has
examined the auditing and self-assessment documents made
public by the relevant VLOP or VLOSE under Article 42. This
could give rise to a complaint by a user of those services or by
a body mandated to exercise the rights of the DSA pursuant
to Article 53, or even a private action for compensation of any
consequent damages (a measure introduced under Article 54
by the latest version of the DSA).

Notably, providers are only required to make risk assess-
ments, mitigation measures and auditing reports public three
months after the receipt of each audit, which creates a delay for
the possible detection. In the absence of this documentation,
the data access framework might be insufficient to detect mis-
conduct in real-time. Furthermore, those qualified researchers
that are granted access to data may not have access to complete
datasets, due to the need to take into account the interests
of VLOPs and VLOSEs (including the protection of trade se-
crets) and those of their users (including privacy and data pro-
tection). Compared to Digital Services Coordinators, they may
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also lack the overarching structure necessary to conduct a com-
prehensive and systematic review of the compliance with each
provider’s practices. A different type of safeguard used in the
DSA to ensure that VLOP and VLOSE providers undertake ap-
propriate commitments is to include the participation of other
stakeholders from the start of the meta-regulatory conversa-
tion. For instance, Recital 90 requires their risk assessment
and mitigation to be based on the best available information
and scientific insights, and that their assumptions in this ex-
ercise are tested with the groups most impacted by the risks
and the measures they take. This may entail involving rep-
resentatives of groups potentially impacted by their services.
Additionally, Article 45(2) grants the Commission the power,
where significant systemic risk emerges and concerns several
VLOPs and VLOSEs, to invite relevant stakeholders to partici-
pate in the drawing up of codes of conduct, including by setting
out commitments to take specific risk mitigation measures, as
well as a regular reporting framework on any measures taken
and their outcomes. However, the practical effect of these pro-
visions remains to be seen: the latter is a highly circumscribed
possibility, while the former is only contained in Recitals and
not in the operative text of the DSA.

The third and perhaps most contentious point concerns the
lack of effective independence of those who certify the mea-
sures undertaken. In the original formulation by Ayres and
Braithwaite, this criticism was directed at the insufficient in-
dependence of the compliance directors, who are required to
report to regulators on pain of criminal liability any manage-
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ment overruling of compliance directives. In the context of the
DSA, such criminal liability is not envisaged, and no specific
requirements are detailed for the independence of the compli-
ance function. As a result, the effectiveness of this safeguard
may be questioned. On the other hand, more elaborate criteria
are established for the independence of the auditors: Article 37
requires that they do not provide audits for contingency fees;
that they have not provided non-audit services on matters au-
dited to the provider for the past 12 months and do not provide
them for 12 months after the completion of the audits; and
that they have not provided auditing services to the provider or
any legal person connected to it for more than 10 consecutive
years. Nevertheless, it is easy to foresee that the mere expec-
tation to provide auditing services to the same provider in the
future might influence the auditor’s objectivity. As convinc-
ingly argued on this blog11, this situation could only be tack-
led through a public auditing framework - although for this to
work effectively, a robust system of safeguards against regula-
tory capture12 must be defined.

Effects beyond the EU?

There is one additional reason why we should not simply brush
aside healthy scepticism on the institutional capacity to en-
sure the proper application of the DSA: the rest of the world
is watching. Since the Regulation seeks to deal with content
moderation challenges that are faced in a similar manner by
regulators, intermediaries and users across the globe, it won’t

222



Nicolo Zingales

be long before we see legislation in other jurisdictions inspired
by the DSA.

By way of example, the Brazilian Congress has already been
debating a bill that would replicate some of the dynamics of
the DSA, including the meta-regulatory approach. The latest
version13 of the bill attributes a crucial role to self-regulation
for social networks, search engines and messaging services,
overseen by a self-regulatory institution of their own creation
which would have the power to adopt and disseminate codes
of conduct for the implementation of the law. Differently from
the DSA, these codes would not be validated by a public author-
ity: instead, it would be the Brazilian Internet Steering Com-
mittee (a multistakeholder body composed of 9 government
representatives, 4 business representatives, 4 civil society rep-
resentatives, 3 science and technology representatives, and a
representative with notorious knowledge of Internet matters)
which would become the entity to issue guidelines for the im-
plementation of those codes, and certify compliance by the
self-regulatory institution with the principles set out in the
bill. More worryingly, the burden of monitoring and enforce-
ment would be placed on the market, in particular through its
self-regulatory institution. Institutional arrangements of this
kind may be the norm rather than the exception in countries
where public institutions suffer from insufficient resources and
a low level of trust, with foreseeable consequences for the pro-
tections that the legislation seeks to provide to platform users
and society.

One should also not underestimate a second type of Brus-
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sels effect14, which has to do with the possibility that regu-
lated entities themselves export outside the EU the compliance
framework that they establish under the DSA. While this could
substantially improve the dialogue between platforms and reg-
ulatory institutions abroad, in the absence of adequate insti-
tutional backing it raises the twofold risk of selective impor-
tation and insufficient consideration of the local context. To
prevent this, we need to ensure that the complexities of meta-
regulation are properly communicated and understood. This
starts from the realisation that the due diligence obligations
imposed on providers are not to be taken in isolation: they are
part and parcel of a broader ecosystem geared to enable appro-
priate experimentation, monitoring, and regulatory dialogue
with possible escalation to enforcement. And crucially, robust
mechanisms of oversight and accountability must be built into
this framework if it is to deliver on its promises.
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T he European Union’s Digital Services Act (DSA) is a ma-
jor milestone in the history of platform regulation. Other

governments are now asking themselves what the DSA’s pas-
sage means for them. This post will briefly discuss that ques-
tion, with a focus on platforms like Facebook or YouTube and
their smaller would-be rivals.

Direct global impact

The Good: Transparency, fair processes, improved platform
practices

The DSA will have major spillover effects for the rest of the
world. In some cases, this will lead to real benefits for users,
mostly in the form of platform features or internal systems
built for the DSA, but deployed globally. For example, plat-
forms’ more clearly articulated speech policies under Article
14 and better explanations of algorithms under Articles 27 and
38 will improve understanding both inside and outside the EU.
The largest platforms will likely also globally deploy some spe-
cific user protection measures, such as improved tools for com-
municating with the “accusers” and the “accused” in notice
and action systems. Positive changes made as part of very large
online platforms’ (VLOPs’) risk mitigation efforts under Article
35 seem likely to be global, as will more indirect benefits result-
ing from things like improved researcher access to data under
Article 40.
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The Bad: Fundamental rights risks and competition burdens

Not all of the DSA’s spillover effects will be beneficial, however.
The harms will be harder to identify, but I believe they will be
real. One set of risks involves Internet users’ rights. Civil so-
ciety groups have raised the alarm,1 for example, about future
back-room negotiations between regulators and platforms as
part of Article 36 “crisis response mechanisms” or Article 35
“risk mitigation” measures. If history is any indication, plat-
forms like YouTube, Facebook, Microsoft, and Twitter – the
companies that negotiated the Hate Speech Code of Conduct
and created a controversial2 upload filtering3 system for terror-
ist content -- will readily make concessions to European regu-
lators in order to protect their own businesses. The resulting
standards have been publicly criticized4 by civil society groups
for bypassing democratic processes and forfeiting users’ funda-
mental rights. Whatever we think of the current set of regula-
tors and platform representatives who will negotiate compara-
ble new agreements under the DSA, we should be wary of grant-
ing too much discretion and power over fundamental rights to
their successors.

The other predictable global harm will be to competition.
The DSA burdens even very small platforms with obligations
that today’s incumbents never shouldered, or else took on only
much later in their development. Facebook, for example, first5

released a transparency report in 2013, when it was worth $139
billion.6 It first allowed users to appeal removals of photos,
videos, and posts (but not comments) in 2018,7 when the com-
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pany was worth $374 billion8 and had some 35,0009 employ-
ees. Newer market entrants will take on similar obligations at
a much earlier stage: once they reach just €10 million and fifty
employees. (These are the platforms above the DSA’s “small
or micro” category. A chart listing which DSA obligations will
affect companies of different sizes is here.10)

The DSA also requires transparency and user notice-and-
appeal operations on a scale that even the largest incumbents
have never attempted. YouTube, for example, currently allows
appeals for the roughly 9 million videos it removes every three
months. But it does not yet do what the DSA will require: of-
fering appeals for the additional billion comments11 it removes
in the same time period. That’s more than a hundred-fold ex-
pansion. YouTube will presumably spend the money to extend
appeals and other DSA requirements to comments – a cate-
gory of online speech that can be important in attracting and
retaining users, but that is often high in quantity and low in
quality. Academic researchers attempting to assess sentiment
or political valence of YouTube comments, for example, have
complained that they are frequently “irrelevant”, “trivial”,12

and “tedious” to review. For smaller companies, simply elim-
inating comments may be the more affordable choice. A sec-
ond, and perhaps even more important change in the scale of
operations under the DSA may likely come from its extension
of transparency and notice-and-appeal operations to content
that is demoted or rendered less visible, rather than removed.

Other DSA obligations, like Article 21’s out-of-court dispute
resolution requirement for disagreements about content mod-
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eration, are much more untested. The threat of outside re-
view may incentivize13 better moderation by platforms in the
first place. And settlement bodies will surely remedy incorrect
moderation decisions in many cases. But there are also a lot
of ways that they may go awry, including by providing conflict-
ing outcomes that encourage forum-shopping by users and cre-
ate pervasive fragmentation and inconsistency in interpreta-
tion of platforms’ community standards. Platforms above the
“small or micro” DSA category will all, under the DSA, have
to participate in this experimental system. They also have to
fund it – paying their own costs and those of users who prevail
in disputes.

As I discussed in a previous post,14 it is not clear that re-
quiring platforms with just a few hundred employees to build
out detailed and cumbersome new content moderation, “due
process”, and transparency capabilities will have upsides suffi-
cient to justify the barriers to market entry these burdens will
create. If we want smaller platforms to one day rival today’s
giants, perhaps we should not treat them like Meta or Google
so early in their growth. In this respect, too, the DSA will have
worldwide effect. Companies like Facebook and Twitter grew
by being globally available, and expanding gradually in regions
where significant user bases developed. Their successors will
not have this flexibility. Investors and entrepreneurs around
the world will factor in the now-substantial compliance costs
that come with attracting EU users before they even consider
launching new platform businesses.
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The Future: Uncertain

Those are my predictions. The DSA’s future is uniquely diffi-
cult to game out, though. The DSA superficially resembles an-
other major regulation, the GDPR, particularly in its standard-
ized compliance practices and reliance on regulatory action.
But while the GDPR built on long-established legal structures,
platform practices, and regulatory relationships, the DSA’s
mechanisms and systems have been, until now, theoretical or
tested only at much smaller scale.

That makes the DSA, like any other cutting-edge tool or sys-
tem, something of an experiment. Some of its innovations will
probably be great successes. Others will not. If Article 17 truly
requires platforms to notify users every time their content is de-
moted or otherwise restricted in visibility, for example, users
may rapidly tire of the resulting flood of notices. Or platforms
may refrain from deploying beneficial measures to, for exam-
ple, demote “borderline”15 content in order to avoid costs and
hassle. That would leave users in the EU more exposed to po-
tential disinformation, racial slurs, and other harmful content.
The DSA’s unprecedented and extensive appeal mechanisms,
similarly, will have some predictable benefits. But it could also
turn out that users who avail themselves of measures like Ar-
ticle 21’s out-of-court dispute mechanisms are disproportion-
ately far-right trolls, crackpots, and contrarians. At a mini-
mum, research suggests they may be mostly men.16 That would
leave us in need of different tools to protect the rights of online
speakers who are marginalized or simply less assertive, as well
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as readers and viewers whose rights to access information have
been harmed by improper takedowns. As a final example, the
Commission may build its planned, unprecedented database
under Article 24, hosting billions of notices about platforms’
content moderation decisions, only to discover both high costs
and important limitations. This may occur in particular if the
platforms’ removal of any personally identifiable information
means that researchers using the database often have no idea
what content was actually removed, or which users were actu-
ally affected.

Impact on national laws around the world

Lawmakers around the world are champing at the bit to enact
their own new platform regulations. My suggestion to them
would be to wait a few years before enacting laws that look like
the DSA. There is plenty of other regulatory work to be done in
the meantime. The U.S., for example, is in dire need of a real
federal privacy law. We could also use basic legal reforms to en-
able “adversarial interoperability”17 or “competitive compat-
ibility”18 – allowing new technologies to interoperate, build
on, and draw users away from today’s incumbents. There is
room for productive legal debate and reform relating to more
ambitious “middleware”19 or “protocols, not platforms”20 ap-
proaches to content moderation, as well. Any “DSA 2.0” in
other countries will be better if it builds on the demonstrated
successes and inevitable failures of particular DSA provisions,
after that law has actually been launched and operationalized.
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There are a few more specific lessons from the DSA that bear
notice in other countries.

Internal company “due process” changes

To DSA drafters’ credit, many of its rules in areas like con-
tent moderation and transparency reflect longstanding asks
from global civil society. The DSA also avoided problematic
“turnaround time” requirements of the sort enacted in Ger-
many21 or required under the EU Terrorist Content Regulation
and proposed in other countries including Nigeria,22 which
would require takedown on 24 hours’ notice. Lawmakers in
other countries should take heed of the DSA’s approach, but
also be aware of the potential harms from unnecessary interna-
tional fragmentation in laws’ details. Platforms of any size, but
particularly small ones, would struggle with similar-but-not-
identical requirements across borders – with resulting waste
of operational resources, damage to competition, and risk of
further Internet balkanization. One tool to address this con-
cern might be the modular23 model proposed by former U.S.
FCC Commissioner Susan Ness and Chris Riley. Following that
approach, lawmakers might select some standardized legal lan-
guage or requirements for consistency across borders, while
adopting their own rules where there are grounds for national
divergence.

Regulatory relationships

Left-leaning thinkers in the U.S. have long been attracted24 to
the idea of creating new regulatory bodies, or empowering ex-
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isting ones, to assume roles similar to those held by the Com-
mission and DSCs under the DSA. Absent significant change
in the U.S. Congressional balance of power, that does not seem
likely to happen. Any U.S. “DSA 2.0” would likely lack that very
important component of the EU’s new system. The same may
be true – and perhaps should be true – in many other parts of
the world. Some activists in some Latin America countries, for
example, have long cautioned against empowering regulators
in this manner. Indian experts25 have similarly been critical of
the role assumed, and rules proposed, by that country’s Min-
istry of Electronic and Information Technology.

Platform removal obligations for “lawful but harmful” speech

A major concern in platform regulation, both inside and out-
side of the EU, is about the impact of speech that is legal but
causes harm. This category of “lawful but awful” speech exists,
in some form, within any human rights-compliant legal sys-
tem. The DSA chose not to regulate such speech directly by pre-
scribing new content prohibitions to be enforced by platforms,
but instead to regulate the systems and processes by which
platforms enforce their own Community Guidelines or other
speech rules. That avoids major human rights questions that
would arise from laws restricting previously lawful speech. I
think it is also wise for reasons of administrability and fair pro-
cess, as I have discussed elsewhere.26 But some countries may
be tempted to instead follow the UK, where lawmakers have
now spent several years in an on-again / off-again flirtation
with regulating “harmful” speech.
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“Must-carry” obligations

Courts in countries from Germany27 to Brazil have ordered
platforms to reinstate content that the companies themselves
deemed unlawful or violative of their Terms of Service. Law-
makers in Poland,28 Mexico29 and elsewhere around the world
have considered legislation to create carriage obligations. Leg-
islators have also enacted (Australia)30 or considered (U.S.,31

UK)32 de jure or de facto carriage requirements for specific
content, usually relating to news or elections. Few U.S. ex-
perts would have considered such obligations feasible until
very recently, when very strange and crudely crafted “must-
carry” laws were enacted in two states: Texas33 and Florida.34

The resulting litigation35 has sent an epoch-defining First
Amendment question hurtling toward America’s newly reck-
less, conservative-dominated Supreme Court. Other coun-
tries’ incremental creep toward carriage mandates for major
platforms may abruptly be bypassed by tremendous changes
in the U.S.

Conclusion

The DSA is a far better law than most that have been proposed
in other parts of the world. I have encouraged36 U.S. lawmak-
ers to emulate it in many respects. But lawmakers around the
world should view it as a starting point, rather than an end
point, in considering potential regulations in their own coun-
tries. That means looking at the law’s substantial strengths,
but also asking how to do better.
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The Digital Services Act was finally published in the Official
Journal of the European Union on 27 October 2022. This
publication marks the end of a years-long drafting and
negotiation process, and opens a new chapter: that of its
enforcement, practicable access to justice, and potential
to set global precedents. The Act has been portrayed as
Europe’s new “Digital Constitution”, which affirms the
primacy of democratic rulemaking over the private trans-
national ordering mechanisms of Big Tech. With it, the
European Union aims once again to set a global standard  
in the regulation of the digital environment. But will the  
Digital Services Act be able to live up to its expectations,  
and under what conditions?
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