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Abstract 

Retinal detachment (RD) is an ocular emergency, which needs quick intervention to 

preclude permanent vision loss. In general, ocular ultrasound is used by 

ophthalmologists to enhance their judgment in detecting RD in eyes with media 

opacities which precludes the retinal evaluation. However, the quality of ultrasound 

(US) images may be degraded due to the presence of noise, and other retinal conditions 

may cause membranous echoes.  All these can influence the accuracy of diagnosis. 

Hence, to overcome the above, we are proposing an automated system to detect RD 

using texton, higher order spectral (HOS) cumulants and locality sensitive discriminant 

analysis (LSDA) techniques. Our developed method is able to classify the posterior 

*Revised manuscript (clean)
Click here to download Revised manuscript (clean): Retinal Detachment Revised Version 3 Clean.docx

http://ees.elsevier.com/cbm/download.aspx?id=467196&guid=019ee502-9a06-4528-894d-c807dbdb66c5&scheme=1


2 
 

vitreous detachment and RD using support vector machine classifier with highest 

accuracy of 99.13 %. Our system is ready to be tested with more diverse ultrasound 

images and aid ophthalmologists to arrive at a more accurate diagnosis. 

Keywords: Retinal detachment, texture, ultrasound, classifier, image, HOS, cumulant 

1. Introduction 

Retinal detachment (RD) can lead to severe visual impairment and blindness if left 

untreated [1]. However, early diagnosis and timely treatment can improve visual 

prognosis. Limited availability of trained retinal specialists in third world countries 

makes it difficult for early diagnosis of these patients. Ultrasound has been found to be 

an effective modality for medical personnel who are not retinal specialists, like general 

ophthalmologists to diagnose RD [2] as well as distinguish RD from a common 

mimicker and posterior vitreous detachment (PVD) [3]. In opaque ocular media, like 

significant cataract or vitreous hemorrhage, ultrasound B scan remains as the mainstay 

for the diagnosis of RD.  On ultrasound, RD appears as a membrane of even thickness 

with uniform high reflectivity, attached to the optic nerve with limited movement on 

dynamic ultrasound. A similar appearance may be seen in blood-lined PVD which is 

moderate to highly reflective with good mobility in contrast to poor mobility in RD. 

Accurately distinguishing between these two conditions can help to provide immediate 

and correct treatment for RD [3].  

Retina is the innermost membrane of the eye on which the lens focuses light, thus 

forming an image. It is made of light sensitive cells which transmit the optical 

information to brain in the form of electrical impulses. Retinal detachment is a medical 

emergency where the retina detaches from its supporting membrane, thus pulling itself 

out from its normal position. Retinal detachment hinders normal vision, which if left 

untreated can lead to permanent loss of vision. There are various methods implemented 
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for the diagnosis of this disorder. The most common and easy one being the 

ophthalmoscopy. Here, the doctor examines the fundus of the eye with the help of 

yellow light. The fundus consists of retina, the optic disc and the blood vessels. This 

technique requires greater amount of examiner experience to correctly detect the 

disorder [1]. Since this method involves flashing the light into the eyes to see its interior, 

the opaqueness of vitreous humor; the jelly inside the eye, can hinder the view as it 

obstructs the light penetration. 

For implementing ophthalmoscopy, the pupil needs to be dilated. For this 

purpose, a medicated eye drop is used. The use of this drop for dilation could be 

discomforting and may lead to various complications [3]. This is one of the major 

drawbacks of using this method.  There are also other noninvasive tools and techniques 

for the diagnosis of retinal detachment. MRI (Magnetic Resonance Imaging) [4], OCT 

(Optical Coherence Tomography) [5], color fundus photography [6] and ultrasound 

imaging are the commonly used techniques for better diagnosis of this disease [7, 8]. 

OCT produces high resolution images of the retina. Similar to ultrasound 

imaging, but instead of sound, the reflected light is used for imaging. The depths in the 

image is perceived based on the time taken by the light to travel back after reflection. 

The drawback of this technique is that the equipment is expensive and the light gets 

scattered off the peripheral parts of the crystalline lens, thus, deteriorating the quality of 

the image. MRI imaging has the advantage of wide imaging view over the other ocular 

imaging techniques.  Amongst all these methods, ultrasound (US) imaging has a major 

advantage over other imaging techniques [33 - 41]. Various researchers have proven 

that ultrasound imaging provides highly sensitive, efficient, accurate and reliable 

images. However, ultrasound is only used in two scenarios: (a) optical media opacities 

precluding a view to the retina; (b) personnel untrained in ophthalmoscopy, i.e. non-

ophthalmologists, nevertheless this will be less frequent.  
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Shinar et al. [9] has shown that with the use of ocular ultrasound, less experienced 

person could detect RD with greater sensitivity and specificity. Study carried out on 35 

patients by Coleman et al. [10] showed that ultrasonography is a powerful technique in 

the diagnosis of RD. In addition, Damianidis, et al. [4] demonstrated that 

ultrasonography is better than CT and MRI for evaluation of RD. Yuen Aoi Chee et.al 

[11] worked on various processing tools for retinal detachment from ultrasound 

imaging.  Morajab et.al [12] used principal component analysis (PCA) combined with 

Hough Transform for feature extraction. Recently, Gupta et al. [42] had proposed a 

thresholding based technique and concluded that their results matched with 

radiologists. It was also observed that it was challenging to differentiate PVD from RD 

using US images.  

The main focus of this paper is to develop an efficient system to segregate PVD 

and RD in all situations. The remainder of the article is presented in the following 

sections. The details of the data acquisition is given in Section 2. The proposed 

methodology is outlined in Section 3 and results are presented in Section 4. The 

discussion on the results are described in Section 5 and conclusion is in Section 6. 

2. Dataset used 

A total of 100 patients were included in the study, with 36 patients having retinal 

detachment and 64 patients with blood-lined posterior vitreous detachment (PVD).                        

The diagnosis of retinal detachment or blood lined PVD was done by two independent    

graders (RRN, SHMA) based on clinical presentation, ultrasonographic feature of 

aftermovements and membrane reflectivity. Ultrasonography was carried out using 

Appasamy Marvel B-scan-64-bit system with B-scan probe of 12 MHz and A scan of 10 

MHz respectively. The A scan vector was adjusted to pass perpendicular to the retinal 

detachment or blood lined PVD as required, with an adjustment of the gain between 
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zero to 20 Decibel. Ultrasonography was performed in supine position for all the 

patients. Ultrasonography was done in a sitting position wherever a diagnosis of 

exudative component was suspected and such patients were excluded from the group. 

In total, we used 229 ultrasound images from 100 patients. Figure 1 shows typical 

ultrasound images belonging to RD and PVD subjects. 

 

Figure 1. Typical ultrasound images of two classes: (a) RD and (b) PVD. 

3. Proposed methodology 

Our approach to identify RD requires three major stages. In the first stage US images are 

preprocessed and various filter banks of texton are applied with different scales and 

orientations to highlight the signatures of retinal structure. In the second stage, retinal 

features are represented by using higher order spectra (HOS) cumulants and locality 

sensitive discriminant analysis (LSDA). In the final stage, the features are evaluated 

statistically and classification is performed using support vector machine (SVM) 

classifier as given in Figure 2. The details of each stage is given in the following 

subsequent section. 
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Figure 2: Three-stage architecture of proposed system. 

Stage 1: Formation of 2D filtered image 

Preprocessing is required to ensure that the dataset is consistent and relevant features 

are displayed more clearly. To minimize the noise in the input images, adaptive 

histogram equalization is applied to the gray scale image [13]. This step results in 

uniform spreading of intensities in the output image and it is rescaled to 368 444 using 

interpolation technique [14] for further analysis. 

Texture analysis refers to the characterization of the regions in an image by their 

texture content. It attempts to quantify intuitive qualities as a function of spatial 

variation in pixel intensities. The basic microstructures of images are obtained by using 

various set of filters. In this study, we have used Leung-Malik (LM) [15], maximum 

response (MR) [17], and Schmid (S) [16] filter banks to formulate the 2D filtered image.  

In practice, convolution operation is performed between input images with filter 

banks [30, 31, 32]. LM filter bank has a total of 48 filters: derivative of two Gaussian at 3 

scales and 6 orientations and 8 and 4 Laplacian of Gaussian and Gaussian filters, 

respectively. At multiple orientations and scales, LM set has a combination of spot, 
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edge, and bar filters. Figure 3 shows the example of filtered image after applying LM 

filter bank to posterior vitreous detachment and retinal detachment. However, MR filter 

bank comprises of 38 filters which is similar to LM filters. MR8 is obtained to 

accomplish rotational invariance, which consist of 8 filter response. Subset of MR8 i.e., 

filter bank MR4 is considered to look at the filter at single scale. In addition, 13 

rotationally invariant ("Gabor-like") filters are generated to form S filter bank and these 

filters have rotational symmetry. Figure 4 and Figure 5 show the example of filtered 

images after applying MR and S filter banks, respectively for posterior vitreous 

detachment and retinal detachment classes.  These filters are able to capture various 

salient features at various orientations of the image. The application of these filter banks 

helps to enhance the 2D singularities such as curves, line, etc. present in the retinal 

images. This enable us to generate various nonlinear features at different orientations 

which helps yield highest performance.   
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Figure 3: Images obtained after applying LM filter bank to PVD and RD ultrasound 

images.  
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Figure 4: Images obtained after applying MR filter bank to PVD and RD ultrasound 

images.  
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Figure 5: Images obtained after applying S filter bank to PVD and RD ultrasound 

images.  

 

Stage 2: Representation of retinal images 

Since most of the bio-signals are non-Gaussian, non-stationary, and nonlinear in nature, 

higher order statistics is required to model it. For the given signal, higher order 

correlations are the HOS cumulants [18,45] and it is derived from the higher order 

moments. In the present study, 3rd order cumulants are used to analyze the retinal 

images. Generally, cumulants are estimated in terms of moments [19, 20] and cumulants 

are most preferable choice for stochastic signals. In order to generate 3rd order 

cumulants, the knowledge about 1st, 2nd, and 3rd order moments are essential. It is noted 

that, HOS has shown better performance in the field such as in brain image analysis [21] 

and thyroid nodules analysis [22]. In practice, 3rd order HOS cumulants are calculated 

from 1D signals. Therefore, images are converted to one dimensional (1D) projections 
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with Radon transform (RT) [23]. The HOS cumulants are computed for each     i.e. 

,                .  

 These features are further reduced to fewer features using LSDA method [29]. It 

is a geometrically motivated supervised dimensionality reduction technique.  Initially a 

graph is constructed to know the underlying structure of the manifolds. This graph is 

then divided into between-class and within-class graph using label information (i.e., 

   and   ). For    data points                  , sampled from manifold, the 

weight matrix ( ) is given by, 

                                   
                                             

                      (1) 

                                   
                                             

                        (2) 

Where,       is the set of k-nearest neighbors and it is further divided to        or 

       if neighbors share the same label and        or        if neighbors do not have 

the same label. The within-class graph experiences a large penalty if    and     belongs 

to the same class and are mapped distantly. Likewise, between-class graph experiences 

a large penalty if    and     belongs to different class and are mapped nearby. Therefore 

it is for good mapping of appropriate minimization and maximization of the objective 

functions. 

Stage 3: Identification 

In this stage, the class of test image is classified using generated features from the 

preceding stage. The significance level of these features help us to form the set of 

important features required to perform the classification. Hence the features are 

statistically tested using student's t-test [24].  For 2 sets of data, p- and t-values are 

obtained. The features are ranked based on t-values i.e.,                , which 
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indicates that feature with greater  t-values are more valued. The features are organized 

from highest to lowest rank and ignoring lower significant feature will possibly increase 

the classification accuracy.  

  These features are further categorized by using various supervised learning 

classifiers. In the present work, we have used support vector machine (SVM) classifier 

to separate the two classes. SVM is a binary classifier which generates the hyperplanes 

to separate the classes [25]. It helps to train more data with higher number of classes 

quickly and less vulnerable to over fitting compared to other classification techniques 

[26]. For the unknown sample    decision function of the SVM can be written as, 

                                                                               
                                           (3) 

where,     are the Lagrange multipliers,    are labels,         is the kernel function,    

are the support vectors, and     is the number of support vectors. In this work, order 1, 

2, and 3 of polynomial kernel (i.e., P1:SVM, P2:SVM, and P3:SVM ) is used. 

 

4. Results 

The system was developed and executed using MATLAB platform with standalone 

system.  The images were first preprocessed and resized to predefined size.  For each 

image LM = 48, MR4 = 4, MR8 = 8, and S = 13 filtered images were generated. HOS 

cumulants for each filtered image was extracted for every   . Hence, each image 

produced 117504, 9792, 19584, and 31824 features using LM, MR4, MR8, and S filter 

coefficients, respectively. Hence, four feature sets were generated for PVD and RD 

images. The size of these features were further reduced to 30 with the help of LSDA 

data reduction technique. Highest weighted features were then classified using SVM 

classifier. To validate our approach, 10-fold cross-validation approach wass employed. 
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The parameters such as true and false positive (i.e., TP and FP) and true and false 

negative (i.e., TN and FN) were used to estimate the system accuracy (Sacc), positive 

predictive value (Sppv), Sensitivity (Ssen), and Specificity (Sspe). It is noted that the system 

achieved highest accuracy of 99.13% using only 10 LSDA features. The Tables 1-4 shows 

the system performance using various filter coefficients. It is also observed that P3:SVM 

achieved better result in all cases.  

 

Table 1 : Classification results for LM filter based approach. 
Classifier # features TP TN FP FN Sacc (%) Sppv (%) Ssen(%) Sspe (%) 
P1:SVM 10 96 127 4 2 97.38 96.00 97.96 96.95 
P2:SVM 10 96 131 0 2 99.13 100.00 97.96 100.00 
P3:SVM 10 96 131 0 2 99.13 100.00 97.96 100.00 
*P1: Polynomial kernel of order 1 
 P2: Polynomial kernel of order 2 
 P3: Polynomial kernel of order 3 

 

Table 2 : Classification results for MR4 filter based approach. 
Classifier # features TP TN FP FN Sacc (%) Sppv (%) Ssen(%) Sspe (%) 
P1:SVM 8 94 129 2 4 97.38 97.92 95.92 98.47 
P2:SVM 9 95 129 2 3 97.82 97.94 96.94 98.47 
P3:SVM 9 97 129 2 1 98.69 97.98 98.98 98.47 

 

 

Table 3 : Classification results for MR8 filter based approach. 
Classifier # features TP TN FP FN Sacc (%) Sppv (%) Ssen(%) Sspe (%) 
P1:SVM 7 68 86 45 30 67.25 60.18 69.39 65.65 
P2:SVM 8 73 96 35 25 73.80 67.59 74.49 73.28 
P3:SVM 9 78 97 34 20 76.42 69.64 79.59 74.05 

 

 

Table 4 : Classification results for S filter based approach. 
Classifier # features TP TN FP FN Sacc (%) Sppv (%) Ssen(%) Sspe (%) 
P1:SVM 13 89 122 9 9 92.14 90.82 90.82 93.13 
P2:SVM 16 95 124 7 3 95.63 93.14 96.94 94.66 
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P3:SVM 13 95 131 0 3 98.69 100.00 96.94 100.00 
 

 

5. Discussion 

All the images were first subjected to various filters of the texton. Each set of output 

from LM, MR4, MR8, and S were analyzed separately. The HOS cumulants were 

computed from filtered image. It is observed that LM based images achieved promising 

results as compared to other filters. The HOS features extracted from LM were 

discriminative as shown in Figure 6.    
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Figure 6.  Plots of HOS cumulants at various angles (for LM 1, 4, 8, and 12) for RD and 

PVD classes 

To validate the efficacy of LSDA, the graph was also constructed using neighbouring 

samples i.e., neighbourhood preserving embedding (NPE) [27]. The principal component 

analysis (PCA) [28] was also considered for the evaluation, as it preserved the global structure.  

The total number of significant features (i.e., p<0.005) obtained by PCA, NPE, and LSDA were 

15, 5, and 11 respectively. Figure 7 shows the plot of system accuracy as a function of number of 

features. It is observed that PCA achieved maximum Sacc of 67.24% , Sppv of 64.93% Ssen of 

51.02 % and Sspe of 79.38 % using 13 features. NPE produced Sacc of 65.50% , Sppv of 

62.66% Ssen of 47.95% and Sspe of 78.62% using 5 features. However, Sacc of 99.13% , Sppv 

of 100% Ssen of 97.96% and Sspe of 100% weres achieved by  LSDA using only 10 

features.  
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Figure 7: Plot of accuracy versus number of features.  

LSDA achieved remarkable performance using only 10 features. The mean (m) 

and standard deviation (s) of initial 5 LSDA features with its t-values are shown in 

Figure 8.  LSDA efficiently handled nonlinearity by producing the discriminative 

features. It was noted that the mean values for PVD were quite high, when compared to 

RD. The PCA and NPE data reduction techniques are unable to discriminate the 

nonlinear HOS features. Hence, they gave low system performances.  

 

Figure 8: Plot of t-value versus features. 

The major advantages of the proposed system are as follows: 

1. Various filters of texton, HOS cumulants, textures, and LSDA helped capture very 

minute changes in the US images.   

2. Our system achieved the specificity of 100%, i.e., all PVDs were properly classified 

by the system automatically, which could reduce the workload of clinicians by 50%.  
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3. Our system obtained highest accuracy (99.13%) using only ten features. Hence, our 

system is less complex and easy to implement. 

4. The proposed method can also be applied to other image modalities like fundus, 

optical coherence tomography (OCT), Heidelberg Retina Tomograph (HRT), and 

magnetic resonance images of the eye. 

Application of texton, higher order spectral (HOS) cumulants and locality sensitive 

discriminant analysis (LSDA) techniques for automated detection of retinal detachment 

using ultrasound (US) images is the novelty of this paper. To the best of our knowledge, 

we are the first group to develop the automated system for retinal detachment using US 

images. The main technical contribution of this paper are: texton, HOS cumlants and 

data reduction techniques. The proposed method is able to capture subtle changes like 

retinal detachments efficiently and hence yielded high performance. 

The limitation of this work is that, we have only used 100 subjects in this study.  In 

future, we intend to use large database to develop the deep learning model like 

convolutional neural network [43,44] for automated diagnosis of retinal detachment. 

Such developed models may also be used for the diagnosis of other eye diseases like 

cataract, glaucoma and choroidal lesions. 

6. Conclusion 

Here, a novel system able to automatically discriminate PVD and RD using ultrasound 

(US) images has been developed. The novelty of this system is the use of filters, HOS 

cumulants and LSDA. The HOS features were able to capture the minute changes 

present in the US images and yielded highest classification accuracy of 99.13 % using 

only ten features. HOS cumulants were robust to noise present in the US images. This 

distinction would assist the ophthalmologists to give better and more accurate 
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treatments to their patients. In future, we plan to test our developed model using more 

US images before installing for clinical use. 
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