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Impact of watershed topography on hyporheic exchange

Alice Caruso∗, Luca Ridolfi, Fulvio Boano

Department of Environment, Land, and Infrastructure Engineering, Politecnico di Torino,
Torino, Italy

Abstract

Among the interactions between surface water bodies and aquifers, hyporheic

exchange has been recognized as a key process for nutrient cycling and con-

taminant transport. Even though hyporheic exchange is strongly controlled by

groundwater discharge, our understanding of the impact of the regional ground-

water flow on hyporheic fluxes is still limited because of the complexity arising

from the multiscale nature of these interactions. In this work, we investigate

the role of watershed topography on river-aquifer interactions by way of a semi-

analytical model, in which the landscape topography is used to approximate

the groundwater head distribution. The analysis of a case study shows how

the complex topographic structure is alone responsible of a substantial spatial

variability of the aquifer-river exchange. Groundwater upwelling along the river

corridor is estimated and its influence on the hyporheic zone is discussed. In

particular, the fragmentation of the hyporeic corridor induced by groundwater

discharge at basin scale is highlighted.

Keywords: SW-GW interactions; river; aquifer; hyporheic exchange;

topography; basin scale

1. Introduction

Riverine and groundwater systems are vital compartments for human ac-

tivities (e.g., agriculture, energy production, navigation), represent important
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environments for many ecological and biogeochemical processes, and are essen-

tial habitats for several plant and animal species [1, 2, 3, 4]. Therefore, the5

protection of these systems is an essential element of water resources manage-

ment. Aquifers and rivers were traditionally studied as separate components

of the hydrological system in most ecological research [2, 5], mainly because

their physical and chemical characteristics are completely different. However,

in the recent decades much attention has been paid to the interactions between10

surface water and groundwater [6, 3], widely recognising the strong connectiv-

ity between rivers and aquifers [7]. To date, many efforts have been made to

elucidate the basic physical drivers of groundwater-surface water exchange and

its connections with chemical and ecological processes [2, 8, 9].

The hydrodynamic and biogeochemical interactions between surface water15

and groundwater are characterised by occur across a wide range of spatial

and temporal scales, which interact and determine a complex system where

smaller flow cells (i.e., circulation structures) are nested inside larger flow cells

[10, 11, 12]. These different scales reflect the existence of multiple spatial scales

characterising landscape and river morphology (from the scale of a single ge-20

omorphological unit to that of the regional-watershed scale), which drive the

water movement within the catchment. On the whole, river-aquifer interactions

exercise a strong influence on the chemistry and the quality of both surface water

and groundwater because the river-sediment interface hosts an intense biogeo-

chemical activity, which affects nutrient cycling (e.g, organic carbon, nitrate25

and phosphate) [8, 13, 14, 15, 16] and contributes to the natural attenuation or

removal of pollutants [17, 18, 19, 20].

A crucial zone where the connection between rivers and aquifers occurs is the

hyporheic zone, located in the sediments beneath and adjacent to the river and

representing a dynamic ecotone where surface water and groundwater mix [5].30

As reported in [12], ’hyporheic flow is commonly distinguished from groundwater

flowing near rivers by its bidirectional nature, i.e., hyporheic flow is exchanged

back and forth across the streambed interface whereas groundwater recharge or

discharge is considered to travel unidirectionally over much longer distances’.
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Water exchanges through the streambed are mainly induced by variations in bed35

topography, permeability and hydrological conditions [21]. Hyporheic pathways

reach shallow depths (centimeters or decimeters) if developed beneath small

bedforms whereas they infiltrate up to several tens, hundreds, or even thousands

of meters when drivers are larger geomorphological features [12]. Laterally, the

hyporheic mixing can be limited in small rivers confined by hillslopes but may40

be extend into the riparian zone, including the wider floodplain and enhancing

the formation of a vast habitat suitable for many microbial communities [22,

23, 24]. The spatial variability of hyporheic zone reflects on hyporheic residence

times (i.e., the amount of time that river water is spends in contact with the

groundwater environment before re-emerging into the river), which range from45

seconds to tens of years and impact hyporheic biogeochemical patterns [12, 25].

The multiple scales at which hyporheic exchange is commonly observed are

small, however, if compared with the regional-watershed scales of groundwater

fluxes within the aquifers. It is useful to distinguish the small-scale hyporheic

fluxes from the interactions induced by large-scale hydraulic head gradients in50

order to understand how these two different types of river-groundwater inter-

actions affect each other. In fact, the exchange of water and solutes at the

small scale typical of hyporheic fluxes is controlled and influenced by ground-

water discharge into the river network and, vice versa, by the recharge of the

aquifer by rivers at large scale. One of the most emblematic situations on55

which hyporheic and regional flows interact occurs when the river is in gain-

ing conditions, i.e., it is fed by the aquifer. In this situation, the underlying

groundwater flow system obstructs the penetration of stream water into the

sediments, limiting the extent of the hyporheic zone and the magnitude of hy-

porheic flow paths [26, 27, 28, 29]. In order to analyse the structure of the60

hyporheic processes embedded within larger groundwater systems is therefore

necessary to describe how the flow originating from the complex surrounding

aquifer impacts exchange flux in the hyporheic corridor [30]. Understanding

the role of large-scale hydraulic gradients on hyporheic exchange is important

for the health qualitative assessment of the fluvial ecosystem because of the65
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implications for river contamination by nutrient and metal and for the biogeo-

chemical and ecological processes occurring along the river corridor [31, 32].

There exist several numerical and field-based studies aimed to advance the un-

derstanding of the hydrogeological behaviour of a watershed, which assess anal-

yse some specific aspects of groundwater-surface water interaction at large70

scale analysing some specific aspects (e.g., hydrological stresses, aquifer hetero-

geneity, etc.). However, the role of the hyporheic zone in this interaction is not

here examined in detail [33, 34, 35, 36, 37]. Conversely, some modelling and

experimental approaches were developed to specifically investigate the impact

of large-scale river-aquifer interactions on the main properties of local exchange75

at various scales [28, 29, 31, 38].

The influence of groundwater upwelling on bedform-induced hyporheic ex-

change was investigated by Boano et al. [27, 28], who developed a general

simplified mathematical model demonstrating how large-scale exchanges mod-

ify the shape and travel time of hyporheic pathways. At the small-scale of river80

bedforms also Laboratory studies [29] were performed at the small scale of

river bedforms, which assessed showing that increasing losing and gaining

stream flow conditions reduce hyporheic fluxes, for a simple case of interac-

tion with small geomorphological structures. Other analyses were conducted at

larger scales. Trauth et al. [38, 32] showed by way of a 3D numerical model85

(which couples a fluid dynamics code to a groundwater flow model) that reduc-

tions of the hyporheic exchange flow rate in a pool-riffle stream were caused by

an ambient groundwater system, demonstrating how some biogeochemical re-

actions (aerobic respiration and denitrification) are influenced by variations of

gaining and losing conditions. Cardenas [31] analysed via numerical modelling90

how sinuosity-driven lateral hyporheic exchange is affected by net gains from and

net losses of water to the adjacent aquifer. They showed that the exponential

reduction in flux when the river loses or gains is more pronounced in straighter

channels than in sinuous channels. Gomez-Velez et al. [39, 40] proposed a

multi-scale model that investigates the consequences of hyporheic exchange at95

the watershed scale. Hyporheic exchange in synthetic river networks was eval-
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uated by integrating the fluxes induced by single geomorphological features,

obtaining a quantification related to the whole river system. Nevertheless, the

influence of the upwelling component of regional groundwater flow was consid-

ered in a simplified way. All the mentioned studies have provided some insights100

into the interactions between hyporheic exchange and groundwater flow at dif-

ferent scales. However, a clear and complete evaluation of how hyporheic fluxes

interact with groundwater at the watershed scale (generally 10-1000 km in lin-

ear extent) and are affected by the landscape structure is still missing [12, 29].

Such an evaluation is fundamental to predict the actual behaviour of hyporheic105

exchange along the river network and its influence on nutrient cycling.

The present work investigates how the geometrical complexity of the water

table at the watershed scale impacts on affects the spatial patterns of groundwa-

ter inflow fluxes in a river network. These groundwater fluxes in turn influence

hyporheic exchange since the size of the hyporheic zone is significantly con-110

strained by the upwelling of groundwater., as previously explained. Therefore,

our aim is to provide a deeper understanding of how hyporheic processes are in-

fluenced by the ambient groundwater flow, examining the impact of groundwater

structure at basin a large scale on the hyporheic fluxes. Focusing on catchments

in humid regions, we consider a case in which the water table can be plausibly115

assumed as a plausible reproduction to reproduce of the topographic surface.

Under these conditions, the complexity of the water table structure is a direct

consequence of the topography complexity, i.e., the geometrical variations of

the ground surface elevation spanning a wide range of spatial scales. Our study

shows that the complex geometrical structure of the water table is itself able to120

entail a strong spatial variability of upwelling groundwater (i.e., groundwater

upwards flow) along the river corridor and, consequently, of the confinement

effect of the hyporheic zone. A statistical analysis of the spatial correlation of

groundwater fluxes confirms the high variability of groundwater discharge to the

river network. In addition, the origin and the transit times of ground-125

water fluxes, which have important implications for the management

of chemicals, are evaluated. Finally, we assess that both the groundwater
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fluxes into the river and the transit times of water pathways through the aquifer

are characterised by a probability density function that is well approximated by

an exponential tail show a similar behaviour when the analysis is limited130

to the only main river or extended to the whole river network.

2. Methods

2.1. Water table modelling and groundwater flow field

Characterising the groundwater table is fundamental in order to examine the

groundwater flow field and the groundwater-surface water connection. Water135

tables at large (regional to continental) scales can be classified as “topography-

controlled” or “recharge-controlled”, depending on the degree to which they are

influenced by the topography [41, 42]. In this study, we considered the case of a

water table that is controlled by the topography and that it can be considered

a subdued and smoothed version of the ground surface. This assumption has140

been employed in the literature in both seminal [10, 43] and recent [11, 44, 45]

studies and asserts that the water table is fixed and the patterns of recharge and

discharge areas are fixed as well. A different approach to groundwater modelling

consists of imposing a recharge rate on the top of the aquifer and specifying the

hydraulic head where streams interact with the aquifer; in this case, the water145

table is not prescribed [34].

This assumption allowed us to assume consider a water table derived from

the topography, introducing a remarkable advantage as terrain elevation data

are characterised by higher accuracy, higher resolution and easy accessibility in

comparison to precipitation data [46]. The correctness of considering a water150

table that closely follows the shape of the ground surface will be tested in section

2.2 for our specific case. An orthogonal reference system was chosen, where x

and y define the horizontal plane, while z is the vertical direction (positive

upward). Here, z = 0 is defined as the lowest point of the water table in the

catchment.155
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In the present study, groundwater flow was analysed under steady-state

conditions assuming that the groundwater surface was static and neglecting

temporal variations. The basic governing differential equation for steady-state

groundwater flow in a homogeneous and isotropic medium is the Laplacian equa-

tion given by ∇2h = 0, where h is the hydraulic head of the groundwater [47].160

In a two-dimensional case, where the transverse flow component is ne-

glected, an exact solution of the subsurface flow field was obtained by Tóth

[10] considering a sinusoidal spatial head distribution applied over a flat bed

that represented the top boundary of the aquifer. Therefore, for the case of a

flow field subject to a sinusoidal spatial pressure variation composed by a single165

harmonic, the solution of the subsurface flow field is known.

To use the analytical solution, we modelled a domain bounded by two hor-

izontal planes located at z = 0 and z = −D, where D is the finite depth of

the aquifer. As boundary conditions, we considered a flat top surface at depth

z = 0 where the head distribution is imposed (Dirichlet condition) and a no-flow170

boundary condition at the depth z = −D. Mathematically, these boundary con-

ditions mean that h(x, y, z = 0) = H(x, y) and ∂h/∂z|z=−D = 0, where H(x, y)

denotes the phreatic surface. Following the approach adopted in previous works

[10, 48, 49], the water table can be decomposed into a sum of harmonics each

with different amplitude and frequency. Since the Laplace equation is linear,175

the overall solution can be calculated as sum of the individual solutions related

to the single harmonics. Starting from the simplification adopted in [10, 50]

and using the superposition principle applied to Darcy groundwater flow, we

adopted the approach proposed by Wörman et al. [49] which extended the two-

dimensional solutions [10, 50] to three-dimensional domains and derived an an-180

alytical expression to determine surface-groundwater flows in three dimensions

for an arbitrary topography, that is decomposed in a Fourier series. To this aim,

we employed the codes ”Spectop” and ”Specvel” developed by Wörman et al.

[49] for a spectral analysis of the groundwater table.

The application of the described approach requires a spatial distribution185

of hydraulic head H(x, y) to be prescribed. Digital elevation models (DEMs)
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are commonly used to represent the complexity inherent to a real landscape

topography. Using topographic data provided by a DEM, landscape topography

can be used as a proxy for the phreatic surface H:

H(x, y) = 〈h〉+

Ny∑
j=1

Nx∑
i=1

(hm)i,j sin(kx,ix) cos(ky,jy) (1)190

in which 〈h〉 is areal mean value of the hydraulic head, Nx and Ny are the

numbers of real harmonic functions applied in the x and y directions respectively,

(hm)i,j are the amplitude coefficients, kx,i = 2π/λx,i and ky,i = 2π/λy,i are the

wave number, and λx,i and λy,i are the wavelength of the i-th harmonic in each

direction. Hence, the periodicity of the water table was examined using a linear195

combination of harmonics encompassing a wide range of frequencies [49].

Using the boundary conditions and solving the Laplace equation, the three-

dimensional head distribution is given by [49]

h(x, y, z) = 〈h〉+
Ny∑
j=1

Nx∑
i=1

(hm)i,j · sin(kx,ix) cos(ky,jy)·

·
exp

(√
k2
x,i + k2

y,jz
)

+ exp
(√

k2
x,i + k2

y,j(−2D − z)
)

1 + exp
(
− 2
√
k2
x,i + k2

y,jD
) (2)

in which −D ≤ z ≤ 0, i.e., the solution is valid only below the plane where the200

sinusoidal head is applied. Each term of Eq. (2) represents a partial solution

to the groundwater flow field related to a specific spatial scale and the relative

contribution of each harmonic to the entire signal is provided by the amplitude

of that harmonic.

The unknown variables of a Fourier series are the amplitude (or Fourier) co-205

efficients and they can be determined by a least-square fitting of Eq. (1) to the

given topographical dataset. The wave numbers can be selected arbitrarily, pro-

vided that they respect the constraints for possible wavelengths (i.e., periodicity

equal to the domain size and frequencies smaller than the Nyquist frequency)

[46]. To model the phreatic surface, the longest wavelength, λmax, was cho-210

sen equal to the mean value of the domain lengths in the x and y directions,

as suggested by Wörman [49]. The other wavelength values were calculated as
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sub-multiples of the longest one. As a result, the shortest wavelength, λmin, was

equal to the longest one divided by the number of wavelengths in each direction,

i.e. λmin = λmax/N . In addition, we adopted isotropic harmonic functions so215

that Nx = Ny = N and λx,i = λy,i = λi.

The analytical solution (2) was applied to evaluate the head distribution and,

consequently, the subsurface velocity field over the whole domain as q = −K∇h,

where q is the Darcy velocity vector, and K is the hydraulic conductivity. Darcy

velocity was divided by the soil porosity to obtain an effective velocity, v, of220

the water within the pores. Similarly to other works [11, 34], we considered

a porous medium, with homogeneous and isotropic geologic conditions. While

this assumption is not well representative of the real stratigraphy on an aquifer,

our objective is to describe the general structure of river-aquifer interaction fo-

cusing on the hydraulic heterogeneity induced by the complexity of the water225

table shape. The value of hydraulic conductivity was chosen through a calibra-

tion procedure. For different values of hydraulic conductivity, the groundwater

recharge (determined as the total vertical flux at z = 0 over the whole basin)

was calculated and compared to the measured areal mean value for recharge.

The value of K was changed until a good comparison between modelled and230

observed recharge was obtained.

2.2. Input data

In this section, the input data used to test the model are introduced, in

conjunction with the description of the study area they refer to. The choice of

a specific study area is not to be interpreted as a restriction of our analyses and235

results to a specific region. Rather, it is aimed to assess the impact of a realistic

landscape topography on river-aquifer interactions, working with topographic

data from a real catchment.

The method was applied on the Borbore catchment (44◦ 53’ N; 8◦ 12’ W),

located in the Piedmont region of northwest Italy. The total area of the wa-240

tershed is 506 km2. The region has a continental climate, with a mean annual

air temperature of ∼ 13 ◦C and mean annual rainfall of 723 mm. The basin is
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located in a predominantly rural area, and the distribution of land use is 62.8%

agricultural lands, 30.7% forest, 4.1% grasslands, 1.9% residential lands, 0.2%

shrub land, 0.2% landfill, and 0.1% uncultivated land. The global data set of245

monthly irrigated and rainfed crop areas (MIRCA 2000, [51]) shows that the

Borbore basin is almost entirely rainfed and the percentage of irrigated area is

extremely low. Hence, seepage from irrigation canals is not an important source

of recharge to shallow groundwater and has a minimal effect on groundwater

levels and boundary conditions [52]. The elevation of the landscape ranges from250

114 m to 544 m a.s.l., with a mean value of 232 m a.s.l. The annual average

discharge of the Borbore river is about 9 m3/s, which corresponds to a mean

annual runoff of about 560 mm. This value was taken as reference value to

calibrate the hydraulic conductivity. Information about the study area is pro-

vided by the Regional Agency for the Environmental Protection of Piedmont255

(ARPA), which confirms the absence of a significant irrigation system.

To represent the topography of the study area, we used a DEM with a reso-

lution of 50 m (lpixel= 50 m). A channel-threshold area method for extracting

channel networks from DEMs was used. This method consists of specifying a

critical support area that defines the minimum drainage area required to initi-260

ate a channel [53]. The base of the aquifer was located at a depth D = 500 m

under the lowest point of the water table, except where specifically indicated.

As mentioned in section 2.1, detailed geological and geomorphological aspects

are not here taken into account since the analysis of their influence goes beyond

the scope of the present work in order to isolate the impact of the water table265

geometry. The study area is composed mainly of successions of clays and sands

and therefore is characterised by low permeability values, coupled to a relatively

high precipitation rate. As discussed below, these hydrogeologic properties are

compliant with the characteristics required for a topography-controlled water

table assumption since they both contribute to cause a shallow water table.270
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2.3. Validation Check of the topography-controlled water table assumption

The parameters required to evaluate the solution in equation (2) are here se-

lected and the topography-controlled water table assumption is validated tested

for the specific case. The differentiation of the water table into two types, i.e.,

topography- or recharge-controlled, depends on the aquifer properties and cli-275

mate characteristics. Some checks criteria are suggested in literature to verify

check if the shape of the water table can be reasonably approximated by land-

scape topography. Haitjema and Mitchell-Bruker [41] proposed a dimensionless

criterion to distinguish under what circumstances groundwater flow is controlled

by landscape topography or when it is recharged-controlled. The former situ-280

ation occurs in humid climates or regions with low topographic relief, where

the recharge rate (precipitation) is sufficiently high relative to the infiltration

capacity of the ground. In these areas, the groundwater table closely follows the

topography. Conversely, in dry climates or regions with high relief, groundwater

systems are characterized by deep groundwater tables and there is essentially285

no correlation between the shapes of the topography and of the water table.

First, we applied Haitjema’s criterion [41] to evaluate the soundness of the

hypothesis of topography-controlled water table in the study domain. This

criterion is based on the evaluation of the following ratio

∆h

d
' RL2

8KDd
(3)290

in which ∆h is the maximum ground water mounding (i.e., the maximum dif-

ference in elevation of the water table), d is the maximum terrain rise, R is

the recharge rate, and L is the distance between hydrological boundaries. If

the ratio ∆h/d is less than 1, the groundwater circulation can be classified as

recharged-controlled; if it is equal to or greater than 1 then the phreatic surface295

is topography-controlled.

The previous criterion evaluates the validity correctness of the hypothe-

sis of topography-controlled water table on the basis of landscape and climate

properties averaged over the whole basin. When the water table is modelled

as the sum of many harmonics, a more local perspective can be formulated to300
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choose an appropriate number of wavelengths that takes into account that the

groundwater surface undulation is certainly smoother and damped with respect

to the landscape topography [50, 54]. Therefore, the number of wavelengths

used in the Fourier series must be chosen in order to obtain a water table that

is plausible and does not induce high-frequency oscillations which cannot exist305

in the real water table. The local elevation of the water table is governed by the

balance between areal recharge and water flows, and this balance is governed

by the following Poisson-like differential equation

∇2H2 = 2R/K. (4)

The Laplacian of H2 can be numerically calculated for each raster pixel of the310

groundwater table and compared with the threshold value 2R/K. If the con-

dition ∇2H2/(2R/K) ≤ 1, is satisfied, the water table follows the topography

at that point and the assumption is valid. As discussed below, values slightly

higher than unity will also be accepted provided they only occur in small parts

of the catchment. Following this criterion, the phreatic surface was modelled by315

Eq. (1) using different numbers of harmonics N . Specifically, we started with

a detailed description of the water table using a large number of harmonics,

and we gradually eliminated some harmonics until Eq. (4) was verified for a

large part of the points of the considered domain. It was observed that the area

where the condition (4) was satisfied increased when an even lower number of320

harmonics was used to model the phreatic surface. On the other hand, a low

number of harmonics was insufficient to reproduce a plausible configuration of

the water table and, consequently, of the river network. Therefore, a good com-

promise between these conflicting instances was searched, choosing a number

of harmonics which respects both the requirements satisfactorily .325

On the basis of the above considerations, we selected a number N = 23

(N2=529 terms) of harmonics in each direction to use in the spectral solution

given by Eq. (1). The condition ∇2H2/(2R/K) ≤ 1 was rigorously satisfied for

about 55% of the domain points. In addition, about 95% of the domain points

satisfied the condition ∇2H2/(2R/K) ≤ 3 and the whole study domain satisfied330
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Figure 1: (a) Landscape topography of the study domain according to the digital elevation

model (DEM) with resolution 50x50 m. The coordinate system is WGS84/UTM. (b) Repre-

sentation of the water table obtained by the spectral solution using a number of harmonics

N = 23 in x- and y- direction. The elevation values are defined with respect to the plane

z = 0 passing through the lowest point of the water table. Warmer colors indicate higher

elevations.
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the condition ∇2H2/(2R/K) ≤ 5. The application of Eq.(4) at the scale of a

single pixel (50 m) allowed us to eliminate steep local hydraulic gradients that

are physically unrealistic. Hence, the chosen number of harmonics assured an

appropriate modelling of the water table, with a good compromise between the

absence of excessive undulations of the water table and the accuracy of the335

river network. The DEM of the study area and the water table obtained by the

spectral representation are shown in Fig. 1. The wavelengths of the phreatic

surface range from λmin=1.55 km to λmax=35.5 km.

For the chosen value of N , the calibration procedure explained in section

2.1 has led to a homogeneous hydraulic conductivity of 3.2·10-6 m/s. A value340

of porosity n = 0.3 which is consistent with the prevalent lithology (clay and

sand, [55]) was set. Assuming L equal to the characteristic length of the study

domain, the ratio ∇h/d in Eq. (3) is about 4, well above the unitary threshold.

Therefore, according to the criterion stated by Haitjema and Mitchell-Bruker,

the groundwater circulation in the study domain can be classified as topography-345

controlled.

2.4. Evaluation of exchange fluxes and groundwater pathway transit times

Once the water table was defined, the groundwater flow field was calcu-

lated over the whole domain as explained in section 2.1. The evaluation of

the groundwater flow field allowed us to identify discharge and recharge areas350

in the study basin. Recharge zones are areas where the aquifer is fed by sur-

face water from precipitation or rivers (vertical component of Darcy velocity

qz < 0). Conversely, discharge zones are areas where groundwater leaves the

aquifer (qz > 0), establishing effluent conditions and contributing to surface wa-

ter flow. The distribution of recharge and discharge areas is strictly correlated355

to the configuration of the water table and significantly influences the structure

of groundwater circulation [10, 56].

The identification of the groundwater discharge areas requires some attention

as the method overestimates the width of the upward groundwater flow zones

around the river network (as it is shown later in 3.1). The reason is the lack of360
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a specific boundary condition imposing the level of the phreatic surface equal

to the river head where a river is present. To take into account that some

trajectories ending near the river would could actually feed the river either

as runoff over hillslopes or as direct groundwater flow, we considered a strip of

extension B located around and along the river. When the width of the strip365

corresponds to the river cell size (i.e., B = 50 m), the only trajectories

arriving to the river cells are considered. The discharge of each raster cell

(pixel) belonging to this strip was calculated as Qi=qz,i ·Apixel, where qz,i is the

Darcy vertical velocity of the i-th cell and Apixel= l2pixel, and Qi was attributed

to the closest river cell. To quantitatively evaluate the exchange fluxes between370

the aquifer and the main river, the total groundwater discharge related to each

river cell was obtained by the algebraic sum of discharge to the river cells as

Q=
∑
Qi, where the summation is extended to all cells within the delimited

strip of width B. Following this criterion, exchange fluxes between surface

and subsurface water were groundwater discharge to the main river was375

quantitatively evaluated in terms of volumetric flow rate of exchanged water for

each river cell. The cumulative flux per unit channel width defined as

fz =
∫ L

0
qzdl, where L is the river length, was obtained integrating the

value of the vertical velocity beneath the riverbed along the channel.

This quantity gives an indication of the overall behaviour of the river380

(i.e, gaining or losing depending on the positive or negative sign of

fz).

In order to quantify the impact of regional groundwater discharge on hy-

porheic exchange at smaller scales, the groundwater velocity was first estimated

along the river corridor. Then, focusing on predicted hyporheic fluxes induced385

by bedforms [50], it was possible to evaluate the reduction of the size of hy-

porheic zone caused by groundwater upwelling through the relationship pro-

posed by Boano et al. (2008) [27]

zH =
1

kdune
log
( qz
u0

)
, (5)

where zH indicates the hyporheic zone depth, u0 = kduneKh0 is a typical veloc-390
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ity scale for the hyporheic flow, kdune = 2π/ldune is the bedform wavenumber,

ldune is the bedform wavelength, K is the streambed hydraulic conductivity, and

h0 is the amplitude of the hydraulic head profile determined by the presence of

bedforms. This head difference is commonly evaluated as [50]

h0 = 0.28
U2

2g

(hdune/d
0.34

)m
, (6)395

where U is the mean stream velocity, hdune is the bedform height, d is the

stream depth, g is the gravity acceleration, and m is an exponent equal to 3/8

if H/d < 0.34 and 3/2 otherwise. The bedform geometry can be correlated to

the flow and bed characteristics through the relations proposed by Julien and

Klaassen [57] given as400

hdune = ηd
(D50

d

)0.3

, ldune = ηξd, (7a, b)

with d and D50 the stream depth and the median sediment diameter of the

erodible bed, respectively, and η and ξ empirical coefficients. The average

values of these coefficients are equal to η̄ = 2.5 and ξ̄ = 2.5. Moreover, the

hyporheic exchange flux per unit bed area was evaluated following the theory405

proposed by Boano et al.[28] as

qH = qH,0

√
1−

( qz
u0

)2

+
qz
π

arcsin
( qz
u0

)
− qz

2
, (8)

with qH,0 = uo/π the hyporheic exchange flux in neutral conditions [50].

The spatial variability of groundwater upwelling along the river can be in-

ferred from the autocorrelation function of the vertical velocity, ρqz . Low values410

of the autocorrelation function indicate that values of ρqz at points located at

a given distance are not statistically correlated between themselves (generally

it is assumed that a value |ρ| < 0.2 indicates an absence of correlation). In

order to describe the correlation by varying the level of detail of the water table

representation, we chose different values of the number of harmonics N . For415

each value of N , the value of hydraulic conductivity was conveniently calibrated

(as illustrated in section 2.1) and the value of λmin was modified. As previously
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explained, λmin is a function of the number of harmonics, N , used to model the

phreatic surface and it becomes smaller as the number of harmonics increases.

In order to assess the origin of the groundwater discharging to the420

river and the time spent in the aquifer, we calculated the groundwater

flow trajectories in the aquifer were evaluated by a particle tracking routine

[58, 49]. Different infiltration areas in the basin can entail different

physicochemical characteristics because of the effect of land-use type

on soil properties. Moreover, longer flow paths and longer contact425

time with subsurface materials may influence the chemical charac-

teristics of the receiving surface water. To identify inflow patterns of

groundwater to the river, a single particle was placed at the z = 0 plane in

each discharge cell (which represents the arrival cell for a pathway that feeds

the river) within the considered area. The flow field was then reversed to track430

the streamline backwards. Therefore, the water particle positions were tracked

along flow pathways and the location of groundwater discharge along the river

network was determined. Finally, we evaluated the groundwater circulation

time, i.e. the time spent by a water parcel from its entrance into the soil to

its discharge into a surface water body. The transit time Ti of each i-th trajec-435

tory was used to obtain the pathway transit time distribution. The modelled

travel times are somewhat underestimated since the distance between

the top of the domain and the water table is neglected. However, this

underestimation is only relevant for short pathways, while it is negli-

gible for the long times which characterise the tail of the probability440

density function.

In order to present results in dimensionless form and obtain their general-

isation, we identified the characteristic scales (time scale T0 and velocity scale

q0) of groundwater flow within the watershed and introduced a suitable nor-

malisation. According to [50] and [59], the dimensionless travel time T̂i of each445

flowpath can be expressed as

T̂i =
Ti

2π
λmax

· Kn ·
d
D · tanh

(
2πD
λmax

) =
Ti
T0

(9)
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where λmax and d are the maximum wavelength and the maximum difference

in elevation of the water table, respectively, and Ti is the dimensional residence

time relative to a trajectory starting from a generic cell. Similarly, the dimen-450

sionless Darcy velocity q̂ can be evaluated as

q̂ =
q

λmax

2π ·
1
K∆ · tanh−1

(
2πD
λmax

) =
q

q0
. (10)

Finally, the normalised groundwater discharge Q̂ is obtained as

Q̂ =
Q

q0 ·A0
, (11)

where Q is the dimensional groundwater discharge and A0= B · lpixel.455

3. Results and Discussion

3.1. Flow field and exchange fluxes

Once the water table is modelled the hydraulic head in each point of the

domain is known. Therefore, flow velocity and direction at any depth and the

overlying recharge can be completely determined by the equation q = −K∇h.460

According to the direction of water flow, it is possible to distinguish between

inflow conditions (negative vertical velocity, qz < 0), where surface water con-

tributes to subsurface flow, and effluent conditions (positive vertical velocity,

qz > 0), where groundwater drains into the river. Figure 2 shows the spa-

tial distribution of recharge and discharge zones in conjunction with the values465

of vertical velocity in each point of the domain. It can be observed that the

discharge area configuration in the considered catchment and with reference to

an average annual situation follows quite well the structure of the river network.

For the steady state condition (i.e., average annual condition), it can

be observed that the configuration of the discharge area agrees quite470

well with the structure of the river network. The spatial succession of

recharge and discharge areas across a valley is due to the presence of flow systems

at different scales and entails that water at close locations may have different

origins and, consequently, different chemical properties [10].
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Figure 2: Spatial distribution of recharge areas (a) and discharge areas (b) in the Borbore

basin. The colour scale indicates the values of vertical velocity [m/s] of groundwater. The

river network is represented: the thicker line indicates the Borbore river, the thinner lines

indicate its tributaries.
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Figure 3: Vertical velocity of groundwater discharge qz [m/s] (a) and cumulative flux for unit

width fz [m2/s] (b) as a function of the dimensional downstream distance l along the main

river for B = 50 m. Positive and negative values of vertical velocity indicate river gaining

and losing conditions, respectively.
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The value of the vertical component of the groundwater velocity beneath the475

river bed indicates whether the river is gaining or losing. We considered a

groundwater discharge area of width equal to the river cell size (i.e.,

B = 50 m) in order to evaluate the overall behaviour of the river and

the confining effect of groundwater discharge on hyporheic exchange.

This velocity value is represented in Fig. 3a for the main river as a function of480

the dimensional downstream distance along the channel, l. Positive values rep-

resent water gaining river conditions and negative values represent losing river

conditions. It should be noticed that water gains and losses are here estimated

at the scale of hundreds of meters since the aim is assessing how the hyporheic

fluxes are impacted by groundwater upwelling at basin scale. Therefore, Fig. 3485

does not consider the water exchange induced by river topography at a smaller

scale, i.e., morphological units (such as bars, meanders, step-pools sequences,

etc.), which also can affect the patterns of exchange flow and, consequently, the

transport of nutrients and contaminants. As it is possible to observe in Fig.

3b, which depicts the cumulative flux per unit channel width fz defined in490

section 2.4, along the river fz =
∫ x

0
qzdl the net surface-subsurface exchange

flux is positive, i.e., most of the river is gaining. However, there are also some

reaches where the river recharges the aquifer (i.e., losing flow conditions).

The confinement effect of groundwater discharge on hyporheic exchange is

exemplified for two representative river reaches (in upstream and downstream495

areas of the basin) under gaining conditions. For these reaches, the vertical

extent of the hyporheic zone (see Fig. 4) and the rate of the hyporheic flux

(see Fig. 5) were evaluated through the relationships (5) and (8), respectively.

The stream characteristics of the reaches were evaluated on the basis of data

provided by ARPA, resulting in medium characteristic values given by500

(d̄, Ū)=(0.45 m, 1.10 m/s) for the upstream reach and (d̄, Ū)=(0.95 m, 0.95

m/s) for the downstream reach. The bedform geometry was calculated using

Eq. (7) obtaining (h̄dune, l̄dune)=(0.1 m, 2.80 m) for the upstream reach and

(h̄dune, l̄dune)=(0.15 m, 5.95 m) for the downstream reach. The calibrated hy-

draulic conductivity value was used, and the median grain size D50 = 10−4 m,505
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Figure 4: Hyporheic zone depth (left vertical axis) for (a) an upstream and (b) a downstream

gaining reach for average hydraulic and morphodynamic parameters. Error bars

represent maximum variations induced by the considered ranges of U , d, hdune,

and ldune is marked by the bars. The arrows indicate the intensity of groundwater

upwelling for B = 50 m (right vertical axis).
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which corresponds to a fine sand, was assumed. The hyporhic zone depth ranges

from 0.20 m to 1.30 m in the upstream reach and from 0 m to 1.5 m in the down-

stream reach. Similarly, the hyporheic fluxes range from 7 ·10−9 m/s to 3 ·10−8

m/s in the upstream reach and from 7.4·10−9 m/s to 0 in the downstream reach.

Therefore, Overall, it can be observed that high upwelling velocities counter-510

act the penetration of the river water in the streambed sediments, reducing the

depth (Fig. 4) and the intensity (Fig. 5) of hyporheic exchange and sometimes

preventing the development of bedform induced flow. In fact, the flow from the

stream to the hyporheic zone is totally suppressed when groundwater discharge

upwelling velocity is equal or higher than the velocity of the hyporheic flow515

and this happens in a large part of the downstream reach. Therefore, we can

state that the vertical extent and the rate of hyporheic exchange are highly vari-

able since they reflect the variability of the groundwater upwelling. The amount

and depth of solute exchange with the river will consequently be influenced by

the variation in groundwater input.520

In order to make the results more general and representative, we

assessed how hyporheic exchange is expected to be influenced by the

variability of the hydraulic and morphological features of the stream.

Specifically, a variation of ±10% was adopted for the flow parameters

(i.e., d = d̄ ± 10% and U = Ū ± 10%). Moreover, the dune height525

defined by Eq. (7a) was varied considering 0.8 < η < 8, as observed

in [57]. A range of dune lengths was then calculated imposing a

ratio hdune/ldune = 5 − 10% [60]. In this way hdune ∈ [0.03 m, 0.31 m]

and ldune ∈ [0.27 m, 6.17 m] were obtain in the downstream reach,

while hdune ∈ [0.04 m, 0.52 m] and ldune ∈ [0.45 m, 10.41 m] in the530

downstream reach. The maximum variation of the hyporheic zone

depth for the considered parameter ranges is shown by the bars in

Fig. 4. High and long dunes increase the hyporheic zone depth. The

dune size exerts a stronger influence on hyporheic zone depth than the

flow characteristics. Variations of the hydromorphological features535

also affects the rate of the hyporheic exchange, which is found to be
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Figure 5: Hyporheic flux per unit bed area in (a) an upstream and (b) a downstream reach

in gaining conditions.

highest for the smallest bedforms that correspond to the shallowest

hyporheic zones.

Figure 6 shows The autocorrelogram of the vertical velocity shown in Fig.6

provides information about the spatial variability of groundwater dis-540

charge. It is plotted as a function of a normalised downstream distance,

l̂ = l/λmin, in order to identify the spatial scale that characterises the variabil-

ity in exchange fluxes and to obtain a generalized result that is valid regardless

of the watershed size. It can be observed that the spatial correlation decreases

to small values (|ρ| < 0.2) at a dimensionless distance comparable to the unit545

value (always in the range 0.5-1.5), and it remains low except for some short

reaches in which |ρ| is slightly higher than 0.2. Therefore, the typical correlation

scale, C, is approximately equal to λmin, i.e., C = O(λmin). This means that the

vertical velocities related to river reaches (i.e., pixels) more distant than λmin

are statistically uncorrelated. The only correlation could be obtained for l̂ ≤ 1,550

i.e., for reaches closer than λmin. However, λmin represents the resolution with

which the water table is modelled, hence it is not possible to consider results

obtained for l < λmin (l̂ < 1) as reliable because the observed correlation is at

least partially determined by the periodicity of the smallest harmonic function.

This result indicates that the vertical exchange velocity is essentially uncorre-555
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Figure 6: Autocorrelogram of the vertical velocity ρqz as a function of the dimensionless

downstream distance l̂ = l/λmin for different values of the number of harmonics N used in

the spectral solution (2).

lated along the Borbore river since for l > λmin a significant correlation does not

exist and for l < λmin results are not truly reliable. Introducing more spatial

scales and describing in greater detail the water table, the autocorrelation scale

of the vertical velocity as a function of the dimensional downstream distance

is reduced and more complexities arise in the phreatic surface representation.560

Hence, the smaller scales lead to less correlation over space and entail a more

complex description of the groundwater flow field.

In Fig. 2 (b) we showed that wide upward groundwater flow areas exist,

which largely extend around the stream channel. However, considering that

this result is at least in part a consequence of the hypothesis of topography565

controlled water table, as explained in section 2.3, it is reasonable that the

actual groundwater discharge is limited to the streambed. Considering two

three different values of the discharge area width, B = 50 m, B = 200 m and

B=1000 m, we evaluated how the spatial pattern of the groundwater discharge

into the river varies with the size of this contributing area since the actual width570

of this strip is uncertain.

Figure 7a shows the groundwater discharge into the main river for the two

three different discharge areas of width equal to B = 50 m, B = 200 m and
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Figure 7: Profile of the dimensionless groundwater discharge, Q̂, to the main river (a) and

probability density function of the groundwater discharge (b) for two three different extension

of the area feeding the river.

B = 1000 m (i.e., the only river cell in the first case and a distance of

100 m and 500 m on each side of the river in the other two cases). The575

figure reveals the presence of a strong spatial variability of the groundwater

discharge along the river. This variability is expected to influence the river-

hyporheic zone exchange, enhancing the formation of different environmental

conditions along the river ecosystem. The spatial distribution of groundwa-

ter discharge shows more peaks for the larger width of the contributing area580

and a smoother behaviour for the narrower band. However, the high degree of

irregularity observable in both all cases indicates that the exchange between

the river and the aquifer can be quite different even among adjacent reaches

along the stream. Field and numerical studies frequently found similar high

variability in the intensity and also in the direction of exchange fluxes [61, 62].585

In our specific case, this strong spatial variability is attributable uniquely to

the complex multiscale groundwater flow field induced by watershed topogra-

phy since other factors (such as heterogeneity of the aquifer geology, river bed

morphology, etc.) are not included here. Among the several potential causes

of natural variability in a river-aquifer system, the geometrical structure of the590

water table is therefore able to induce heterogeneity in exchange fluxes along
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Figure 8: Results from particle tracking simulation in 3D (a) and 2D (b) view. The black

lines represent the groundwater pathways that discharge in the main the river.

the river. From this result, it can be inferred that groundwater upwelling acts

more or less randomly quite irregularly in confining the hyporheic fluxes, as

is observable also in Figs. 4 and 5. This implies the lack of a that there is no

typical scale imposed by groundwater upwelling, i.e., a scale equal or greater595

than the minimum scale used to model the phreatic surface does not emerge.

Consequently, this randomness heterogeneity will reflect on the extension of

the hyporheic zone and on all processes linked to the hyporheic fluxes (such as

chemical reactions, biogeochemical and ecological processes, etc.), which in turn

will be not characterised by a typical scale imposed by upwelling.600

The probability density function of exchange discharge between the river and

the aquifer is represented in Fig. 7b for the two three examined cases. It can

be observed that the values are well modelled by an exponential tail (straight

lines in Fig. 7b, R2 = 0.69 for B = 50 m, R2 = 0.79 for B = 200 m and

R2 = 0.87 for B = 1000 m). Moreover, the two three examined cases gives605

very similar results: this means that the adopted normalisation allows us to

eliminate substantially the dependence on the dimensional parameters and to

obtain a general result.

26



T [years]
×104

0 0.5 1 1.5 2 2.5 3 3.5

P
ro

b
a

b
ili

ty
 D

e
n

s
it
y

10-10

10-5

100

(a)

B=200 m - D=500 m
B=1000 m - D=500 m
B=200 m - D=1000 m
B=1000 m - D=1000 m

T̂

0 5 10 15 20 25

P
ro

b
a

b
ili

ty
 D

e
n

s
it
y

10-5

100

(b)

B=200m - D= 500 m
B=1000m - D= 500 m
B=200m - D= 1000 m
B=1000m - D= 1000 m

Figure 9: Probability density functions of transit times, calculated using the particle tracking

method. Distributions of travel times in dimensional (a) and dimensionless (b) form. The

dimensionless time, T̂ , is defined in (9). Simulations are performed for two different depths

of the impermeable layer, D = 500 m and D = 1000 m, and two different widths of the

contributing area, B=200 m and B=1000 m.

3.2. Flow trajectories and residence times

The evaluation of groundwater pathways and transit time distribution is610

initially limited only to the main river in order to identify the areas of the basin

directly feeding the main river by groundwater discharge. The streamlines were

calculated for two different values of depth of the impermeable layer, D= 500

m and D = 1000 m, in order to investigate the influence of this parameter on

the transit times. In addition, two different contributing areas of width B=200615

m and B=1000 m were considered. Figure 8 shows the groundwater pathways

feeding the main river obtained for D = 500 m and B = 200 m. It can be

detected that only part of the whole basin feeds the base flow of the main river

(Borbore river). In the represented case, the length of the trajectories ranges

from 5 m to 10 km, with a mean value of 2 km. The mean distance reached by620

the trajectories is 3 km.

The transit time of each trajectory was calculated and the probability den-

sity function for each simulation is reported in Fig. 9, in dimensional (Fig.

9a) and dimensionless (Fig. 9b) form. It can be observed that the transit
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time distribution follows an exponential decrease (R2 = 0.88− 0.94), similar to625

the structure of the discharge distribution. This result is consistent with other

works on humid catchments with similar geological settings [34, 63], which show

how the exponential behaviour of the transit times distribution is characteristic

of groundwater flow at the catchment scale within homogeneous aquifers with

uniform recharge. However, other studies [44, 11] found residence time distri-630

butions with power-law tails. This difference can be explained considering the

aspect ratio of the domain. Specifically, when the aquifer is sufficiently deep

(tanh(2πD/L) ' 1), the influence of the impervious bottom on the flow field is

limited, while when the domain is shallow enough so that tanh(2πD/L) � 1,

the influence of the bottom is relevant. In this work, the impermeable bottom635

layer is relatively shallow in comparison with the longitudinal extension of the

study domain, i.e., D/L� 0.02−0.03 from which tanh(2πD/L) ' 0.1−0.2. In

particular, the presence of a shallow bottom prevents the presence of the previ-

ously long and deep streamlines, which are confined to the shallow parts of the

aquifer. This causes shorter trajectories and shorter residence times and leads640

to the observed exponential tailing, eliminating the very long trajectories that

are responsible of a power-law tailing behaviour. As for the discharge Q∗, the

results suggest that the adopted normalised scale allows us to obtain a general

behaviour since dimensionless curves are similar regardless of the values D and

B. The dimensional results show that a deeper aquifer results in longer transit645

times, while the width B has no relevant effect.

Finally, the analysis of groundwater discharge and water pathways was ex-

tended to the whole river network. The simulations were carried out for B=200

m and D=500 m. Fig. 10a represents a comparison of the probability density

function of groundwater discharge between the cases in which only the main650

river and the whole river network are considered. A similar comparison was

also implemented for the transit times and is shown in Fig. 10b. It can be

observed that the exponential model is preserved and the behaviour is very sim-

ilar. Therefore, the results can suggest a fractal nature of groundwater-surface

water exchange, as discussed in [44].655
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Figure 10: Comparison between groundwater flow results for the main river and the whole

river network. Probability density function of groundwater discharge (a) and of travel times

(b) are reported in dimensionless form.

4. Conclusions

Landscape topography is among the major factors that control the interac-

tion between surface and subsurface waters, since it represents the dominant

driver for groundwater movement at large scales. A study of the role of topo-

graphic complexity in controlling river-aquifer exchange has been presented in660

this work. We have focused on the effects induced by the ground surface struc-

ture, considering a simplified system composed by a homogeneous and isotropic

aquifer.

The connectivity between the river and the aquifer has many important eco-

logical and environmental effects on the fluvial ecosystem, because it affects665

the quality and quantity of surface and subsurface water. A crucial point for

biogeochemical pathways and nutrient cycling rates is the groundwater-surface

water interface, since it controls the flux of groundwater solutes discharging into

rivers, and vice versa. Studying subsurface-surface water interactions at large

scales is useful to identify the zones of a catchment that are more important670

in determining where groundwater is discharging into the river and where at-

tenuation of groundwater pollutants at the groundwater-surface water interface
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might reduce the concentration of pollutants in river water.

The analysis of a simplified real case study has demonstrated how the river-

aquifer interaction is influenced by landscape topography, which induces spatial675

heterogeneity in groundwater discharge to the river. Groundwater discharge

exhibits substantial spatial variations induced by the complex structure of the

water table, even among adjacent reaches along the river. This result suggests

that groundwater upwelling related to a river reach should be modelled as a

spatially random fluctuating variable when an analysis at smaller scales is680

implemented. We have observed that a more detailed description of the water

table entails a reduction of the spatial correlation scale of exchange fluxes since

the representation of the phreatic surface becomes more complex. Overall, a lack

of autocorrelation of the vertical exchange velocity along the river is evidenced.

An exponential behaviour has been found both for groundwater discharge and685

transit time distribution.

This study can be intended as a first important step to conceptualise rep-

resents an important step in conceptualising how the structure of a re-

gional aquifer influences groundwater upwelling, which, in turn, defines and

constrains hyporheic exchange (i.e., limits the extent of the hyporheic zone).690

The strong impact of groundwater discharge at the reach scale on hyporheic

fluxes at smaller scales influences the exchange of water and solutes between

the river and the hyporheic zone. Therefore, the source of spatial complexity in

hyporheic fluxes is not only the geomorphological river complexity but also the

topographic structure of the whole basin. The landscape structure substantially695

affects the groundwater flow field, which plays a key role in defining the depth

and the intensity of the hyporheic exchange since it confines and embeds the

hyporheic zone. These results represent a complement to existing frameworks

to analyse the consequences of hyporheic exchange on water quality and stream

ecology at large watershed scales.700

The analyses developed to reach the aims of the study are independent of the

specific approach used to obtain the water table and could be implemented using

more refined (but computationally demanding) numerical methods, obtaining
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similar qualitative results, since they are due to the intrinsic complexity of

the groundwater table. Future efforts will be certainly devoted to increase the705

complexity of the system and to verify the impact of factors such as geological

variability on the results. It is expected that the inclusion of other factors

of natural complexity will further complicate the spatial patterns of exchange

fluxes. In fact, other factors could contribute to the strong spatial heterogeneity

in fluxes observed in various field studies. Therefore, the main finding regarding710

the almost random confinement of the hyporheic zone would be confirmed also

in a more complex system.
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[44] A. Wörman, A. I. Packman, L. Marklund, J. W. Harvey, S. H. Stone,

Fractal topography and subsurface water flows from fluvial bedforms to

the continental shield, Geophysical Research Letters 34 (7) (2007) L07402.

[45] X.-W. Jiang, L. Wan, M. B. Cardenas, S. Ge, X.-S. Wang, Simultaneous

rejuvenation and aging of groundwater in basins due to depth-decaying850

hydraulic conductivity and porosity, Geophysical Research Letters 37 (5)

(2010) L05403.
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