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“All models are wrong, 
but some are useful.” 

George E. P. Box 
 



 
 

 Summary 

The development of Urban-Scale Energy Models (USEMs) at the district level 
is currently the goal of many research groups due to the increased interest in 
evaluating the impact of energy efficiency measures in cities. These models are 
useful to explore energy efficiency solutions at urban scale and to quantitatively 
assess retrofit strategies and energy supply options. This can lead to more effective 
energy policies and management of energy supply and demand. USEMs can be used 
to obtain lower energy demand identifying the available renewable energy sources 
(RESs) that meet the actual and future energy demand. Since the relationship 
between urban form and buildings affects energy performances (EPs), the combined 
use of urban planning, retrofit interventions, and RESs can optimize the EP in cities.  

A review of the literature reveals that USEMs can consider a few of the 
variables that influence energy consumption, especially as regards big urban 
contexts. Research needs to be dedicated to the construction of data-driven and 
process-driven models that consider several possible factors to describe the urban 
environment, and an approach needs to be developed that is flexible and can easily 
be applied to different contexts. 
Overall, USEMs are complex and they need simplifying to be an effective decision-
making tool. The aim of this doctoral research is to investigate and develop new 
energy models at urban scale to promote a smarter use of energy and to meet energy 
demand with more efficient renewable energy systems, especially to help public 
administrations define policies suited to existing built environments. 

Within this research, energy models at urban scale were designed for different 
European cities. Through the use of a place-based approach, these models can 
estimate energy consumption, energy production and energy productivity from 
RESs related to a specific territory, considering their spatial distribution and local 
environmental impact. Depending on the availability of data and on the type of 
analysis needed, different methods and techniques can be used to develop USEMs. 

Firstly, simplified data-driven models, which use bottom-up and top-down 
approaches, were designed using highly detailed data at building level and 
aggregated data at municipal level, respectively. Annual energy models based on 
the Geographic Information System (GIS) were created and applied to different 
territorial contexts in order to evaluate the main energy-related variables and to 
characterize the energy performance of buildings. 



 
 

Subsequently, new engineering models (i.e., process-driven model) at district 
scale were created by considering variables at building, block of buildings and 
neighborhood scale, and the morphology of the built environment. Urban energy 
balance models were introduced at monthly and hourly time-steps using the support 
of GIS tools. The energy consumption for space heating and space cooling was 
estimated by considering the thermal balance of the built environment for different 
territorial contexts and climate conditions. 

A monthly engineering model was created to evaluate the EP of the buildings 
connected to the district heating network in Turin, Italy. In order to evaluate the 
thermal peak loads, an hourly model was developed. A dynamic urban-scale energy 
model was designed according to the current standards used for the EP of buildings. 
Applying this dynamic model, the optimal shape of the buildings with low energy 
consumption for space heating and cooling and high solar energy production has 
been defined for different urban neighborhoods. 

Based on the dynamic urban-scale energy model, a hybrid model was designed 
using a data-driven correction with a Random Forest algorithm. The new model 
was used to study the impact of the COVID-19 pandemic on the energy 
performance of the residential buildings in three neighborhoods in the Canton of 
Geneva, Switzerland. 

Place-based energy models were also used to evaluate the feasibility of 
establishing energy communities, grouping producers, users and prosumers. A 
methodology to promote self-consumption and self-sufficiency using the 
integration of solar energy with photovoltaic-battery systems and considering the 
new economic incentives in Italy was developed. 

The shape of cities, the characteristics of outdoor surfaces and the EP of the 
built environment also influence the thermal comfort conditions and the livability 
of urban spaces. Smart solutions for the city of Turin were identified in order to 
mitigate the urban heat island effect and improve thermal comfort conditions. The 
applicability of smart solutions was analyzed to support the review of the Building 
Annex Energy Code of Turin. This analysis was performed within the ‘Re-Coding’ 

project aimed at updating the current building code of the city, undertaken by the 
Research Centre Future Urban Legacy Lab. 

In conclusion, this doctoral research proposes different place-based approaches 
to design energy models. These models can investigate energy consumption, 
productivity from RESs and energy retrofit scenarios. The goal is to help 
stakeholders, urban planners and policy makers to plan sustainable cities and smart 
energy systems taking into account the real built environment, the socio-economic 
characteristics of the population, financial incentives and energy polices. 
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Introduction 

 Research background 

1.1.1 Context 

Today 54% of the world’s population resides in urban areas and in 2050 the 

projections are for 66%. In Italy this percentage is 68%, and is expected to increase 
in the future [1]. While the transportation and industrial activities can differ among 
cities, buildings are a common and key-contributor to reducing greenhouse gas 
(GHG) emissions and promoting a more sustainable use of energy [2]. The energy 
consumption of buildings has a significant impact on urban sustainability and 
climate change, and these phenomena are more pronounced in high-density urban 
contexts. Cities are responsible for 75% of GHG emissions, and the building and 
transport sectors are the main contributors [3]. 

New urban development is an opportunity to combat climate change, and to 
create new livable and energy efficient urban areas in order to obtain better 
environmental sustainability [4]. Cities around the world have begun to set targets 
for the reduction of GHG emissions in order to achieve low environmental impacts 
and to address climate change [5].  

In recent years, the obtained data have showed that global energy-related CO2 
emissions rose in 2018, increasing by 1.7%, following a 1.6% increase in 2017 from 
the previous year. The building sector accounted for about 28% of the total energy-
related CO2 emissions [6]. The 97% of the EU building stock not being energy 
efficient and only 0.2% of EU residential buildings having undergone important 
retrofitting measures. To achieve energy and climate targets for 2030, the 
improvement of energy performance (EP) of buildings and the reduction of energy 
consumptions is a fundamental point in European policies [7].  

With the European Green Deal, the European Union is increasing its climate 
ambition and the aim is to make its economy sustainable. Some key actions are the 
decarbonization of the energy sector and ensuring the buildings are more energy 
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efficient by promoting low-carbon strategies and energy-efficient technologies. 
Therefore, cities have to encourage a resilient development improving building EP 
and encouraging policy makers, planners and architects to work together in 
delivering a sustainable built environment [8,9]. 

In Italy, and in most European countries, energy policies are focused on two 
prior actions to reduce energy consumption and GHG emissions: an improvement 
in energy efficiency (EE) and an exploitation of the available renewable energy 
sources (RESs) [10]. A number of solutions may be adopted, such as the distribution 
of heat through a district heating network (DHN), the use of building envelopes and 
urban spaces to produce energy from RESs and a mix of user types with a different 
daily energy load in the same areas. The limited availability of RESs in urban 
contexts leads to the need for a combination of these solutions, with strategies to 
reduce, manage and monitor energy uses [11]. The balance of energy demand and 
supply should be at the smallest scale possible: at a building, block of buildings or 
district scale rather than at an urban or territorial scale [12]. However, there is no 
one-solution strategy in energy planning at an urban or territorial scale, because 
cities, built environments and population are different.  

Urban-scale energy models (USEMs) can be of help in describing the use of 
energy in a real context, and they can take into account cultural differences that may 
influence the choice of energy retrofitting measures or the use of RESs. These 
models can also be used to evaluate future scenarios, and the impact of potential 
retrofitting measures as well as to identify the critical areas where a priority of 
interventions is required [13]. 

The EP of buildings is influenced by several factors, such as the building shape 
and their typological characteristics, the heating and cooling system efficiencies, 
the type of users and the behaviour of the people therein, but also by the urban 
context and the local climate [14]. The USEMs are fundamental to simulate energy 
consumption at urban scale taking into account not only characteristics at buildings 
level, but also the built-up urban context [15]. USEMs usually utilize three 
methods: process-driven (physical), data-driven (statistical and artificial 
intelligence) and hybrid [16]. It is possible to identify a reliable energy model if the 
input database is accurate and complete, and if the results can be compared with 
wide-ranging data on measured energy consumptions to validate the model [5]. The 
main problem of these models is that they need to manage a large number of data 
which may have different levels of accuracy and scales. Furthermore, they should 
also process data quickly [17].  

Geographic Information Systems (GIS) can georeference all the information on 
energy-related variables at a territorial scale, and they can play a key role in the 
identification and application of energy models at an urban scale [18]. GIS tools 
can also help decision-makers and urban planners by offering them the opportunity 
to visualize realistic and multilayer representations of urban energy consumptions 
and spatiotemporal parameters, as well as of performing qualitative and quantitative 
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analysis with different scenarios for future smart and more sustainable cities 
[19,20]. 

1.1.2 Existing energy models and tools 

The research is moved from building to urban scale and the development of 
USEMs is currently the goal of many research groups. Different energy and climate 
tools exist in the literature capable of running simulations at urban level, simulating 
space heating (SH) and space cooling (SC) energy consumptions, assessing energy 
productivity, and quantifying the outdoor thermal comfort conditions [21–23]. 

The most common tools able to estimate the building stock energy demand 
considering the building characteristics, the local climate conditions and the urban 
morphology are: CEA (City Energy Analyst), CityBES (City Building Energy 
Saver), CitySim, UMI (Urban Modeling Interface) and SimStadt [24–27]. UMI and 
CitySim are also able to investigate the outdoor urban comfort conditions. Some of 
the tools allow for city-scale simulations to be performed, enabling the impact of 
large-scale energy policies to be assessed. The analysis detail is less than other tools 
that simulate energy consumption at a district scale, providing more detailed 
information [23]. 

CityBES is an open web platform based on City Building Energy Saver that 
uses EnergyPlus. It allows to quickly simulate city-scale building energy 
consumption and to support EE analysis [25,28]. 

CitySim is a large-scale building energy simulation tool developed at EPFL 
(Ecole Polytechnique Fédérale de Lausanne) that includes a solver module 
(CitySim Solver) and a graphical interface (CitySim Pro) [11]. The simulation is 
based on a simplified thermal-electrical analogy and the aim is to support the more 
sustainable planning of urban environment [29,30]. It is used to quantify the energy 
consumption of buildings at district scale and the cooling effect of vegetation on 
SC consumption in urban environment by shadowing and evapotranspiration. 
CitySim is also able to estimate the mean radiant temperature (Tmrt) at urban level 
[31]. 

UMI is a building energy performance simulation tool based on the EnergyPlus 
engine that considers the mutual shading of buildings and the daylighting at 
neighbourhood scale. With the support of UWG (Urban Weather Generator) tool is 
able to evaluate outdoor thermal comfort conditions [32,33]. 

SimStadt is an urban modeling platform based on a dynamic physical energy 
model of building for simulating the energy demand of cities based on CityGML 
standard [34–36]. 

In conjunction with the reduction of the use of energy in urban spaces, there are 
improvements in the outdoor thermal comfort conditions. Today, there are several 
climate tools able to quantify the outdoor thermal comfort conditions in an urban 
environment, the main ones are: ENVI-met, RayMan, SOLWEIG (SOlar and 
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LongWave Environmental Irradiance Geometry model), UMI and CitySim [37–

39]. 
ENVI-met is a tool that simulates local climate and thermal comfort conditions 

in urban environment using a holistic approach. Biomet is a post-processing tool 
used to calculate human thermal comfort indexes based on ENVI-met simulation 
results (e.g., Tmrt). Biomet can evaluate the impact of green infrastructures by 
calculating the following thermal comfort indexes: the predicted mean vote (PMV), 
the predicted percentage dissatisfied (PPD), the physiologically equivalent 
temperature (PET), the standard effective temperature (SET), and the universal 
thermal climate index (UTCI). 

RayMan is a free tool able to evaluate thermal indicators used in the assessment 
of thermal comfort conditions (i.e., Tmrt PET and PMV) [40]. 

SOLWEIG is a free tool of QGIS based on shortwave and longwave radiative 
flows model able to simulate outdoor thermal comfort conditions [39]. It is an 
extension of UMEP (Urban Multi-scale Environmental Predictor), an urban multi-
scale environmental predictor used for a variety of applications related to outdoor 
thermal comfort, energy consumption at urban scale, and climate changes 
mitigation [41]. SOLWEIG estimates spatial variations of 3D radiation fluxes and 
Tmrt in complex urban settings by calculating PET and UTCI. 

Following a few studies regarding approaches (top-down, bottom-up, 
statistical), instruments (CityGML, Rhino, Ladybug tools for Grasshopper) and 
tools (CitySim, GIS, UMI) used to support the creation of USEMs are reported. 
Chen et al. [25] investigated the energy consumption considering buildings 
characteristics and shading buildings, shared walls and wheatear conditions. They 
introduced the CityBES tool to assess energy retrofit analysis, identifying EE 
measures to improve EP of a large number of buildings in cities. A bottom-up 
modeling approach for urban-scale analysis was developed by Hedegaard et al. 
[42], and the district heating consumptions of residential buildings were 
investigated using smart-meter data, building characteristics, and climate 
conditions. Their model was able to analyse the demand response potential 
investigating how to reduce the peak. USEMs have to be also take into 
consideration the presence of vegetation and trees, which affect the urban 
microclimate. Perera et al. [43] proposed an approach that, with the use of CitySim 
tool, allows to analyse the peak and the annual demand related to the urban climate. 
They found that neglecting the urban climate could cause a drop in power reliability. 
Buckley et al. [44] used GIS data to defined input data needed to simulate energy 
use with the UMI tool. The authors tested the impact of energy retrofitting policies 
at neighbourhood level considering 9,000 residential buildings in a Dublin. The 
methodology presented is reproducible elsewhere in Europe where building 
archetypes are available. 

The main problem of these tools is that frequently require a large amount of 
input data, which is not always available, or a detailed model of each building is 



   Chapter 1 
 

31 
 

needed. Additionally, these tools tend to have long simulation times, which can 
grow rapidly as more elements are added to the scene. 

 Research gap  

A review of the literature reveals that the problem of existing energy models 
tools is that they require a large amount of input data and often some information 
are not available. In addition, these energy tools only consider a few of the variables 
that influence consumption, especially as regards the urban context [16]. USEMs 
should consider not only building and climate characteristics, but also the urban 
morphology, occupancy behaviour, social and economic conditions, and local 
regulation. In addition, existing tools are able to simulate a group of buildings, this 
is not possible for an entire city due to excessive simulation times. 

Therefore, existing models and tools have limitations in representing a realistic 
urban energy distribution able to assess the EP at neighbourhood scale [45]. The 
simulation programs consist of an assemblage of different sub-models [21] and are 
time-consuming processes. Research should be dedicated to the construction of 
place-based models that considers several possible factors to describe the urban 
environment, to have a flexible, fast and easy approach that may be applied to 
different contexts. 

Another limit in the design of USEMs is the model validation. Due to privacy 
concerns, energy data, especially hourly data, are not available. So the trend is to 
use simulated data from other existing tools that have already been validated. 

In summary, the difficulty is to create models that are simple and easily 
applicable to different urban contexts, but at the same time sufficiently accurate to 
provide reliable results. 

 Research objectives and novelty 

The aim of this doctoral research is to investigate and design new energy 
models at urban scale. It proposes new methods for energy simulation on an urban 
scale, with the aim of overcoming the main limitations of existing energy models 
and tools. The place-based models presented use GIS tools and, as they are 
simplified models, the simulation times are significantly lower than with existing 
models and tools. Even if they are simplified models, they are sufficiently accurate 
and able to simulate energy consumption from the building block scale to the city 
scale. They use open data available for urban planning purposes, so are easily 
applicable to different urban contexts. To sum up, the main objectives of this 
research are the following: 

 To evaluate energy consumption driven variables by using sensitivity 
analysis in order to assess the EP of buildings at the urban level. Some 
variables can be defined as fundamental and other variables can be 
added to improve the accuracy of the energy simulations. 
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 To define a procedure to harmonize and process the input data using the 
existing open-source databases available for almost every city in the 
world (e.g. municipal technical maps and digital elevation models). 

 To design and optimize new energy-use models at urban scale using 
data-driven and process-driven methods. 

 To assess the accuracy of the models using the real energy consumption 
data available for different European cities regarding a variety of 
building stocks, users and climates, and to test their flexibility. 

 To analyze the relationship between urban morphology and the EP of 
buildings with implications for solar availability in urban areas, to 
optimize solar gains and to harness solar energy as a renewable resource 
for local energy production in densely built-up contexts. 

 To promote the use of smart green solutions (e.g. green roofs) with 
financial mechanisms and incentives, and to identify effective energy 
policies, considering the real characteristics of the buildings, the 
population and the urban morphology (e.g. for building codes). 

 To develop an “Energy Platform” for cities as a support decision-
making tool, able to quantitatively assess retrofit strategies and their 
impacts on the territory. 

 Thesis structure 

The doctoral thesis is divided into seven chapters and structured as follows. 
This chapter introduces the research background and gap. An overview of the 
existing urban-scale energy tools are presented. The second part describes the 
objectives, novelty and contributions of this research. Part of the work related to 
this chapter is published in the journals Energy Efficiency [46] and Sustainability 
[47]. 

Chapter two introduces place-based energy models for energy consumption, 
production, productivity from RESs and energy efficiency scenarios. Approaches, 
methods and data used to design these models are described. The work related to 
this chapter is published in the journals Energy Efficiency [13,46] International 
Journal of Heat and Technology [15], and in the report edited by ENEA (Italian 
National Agency for New Technologies, Energy and Sustainable Economic 
Development) [48]. 

Chapter three describes in detail place-based energy consumption models 
designed for different cities. “Annual data-driven model” section introduces 

simplified statistical models applied to the city of Turin in Italy. The work related 
to this section is presented at the International Scientific Conference CISBAT on 
Future Buildings & Districts – Energy Efficiency from Nano to Urban Scale in 
September 2017 [12]. The annual model for Turin was compared with other energy 
simulation tools applied to Essen in Germany and to Geneva in Switzerland [11]. 
The main topic of this doctoral research is the development of engineering models 
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that are more complex. Engineering monthly models for SH and domestic hot water 
(DHW) consumptions are designed for Turin and presented in “Monthly process-
driven model” section. The work related to this section is published in the journal 
Energy Efficiency [46]. Hourly models are designed distinguishing process-driven 
(i.e., engineering) models, data-driven models and hybrid models. Regarding 
process-driven models, a first version of a place-based dynamic engineering model 
is presented at the 38th International Conference UIT on Heat Transfer Conference 
in June 2021 [49]. The model is optimize by introducing three thermodynamic 
systems in the urban thermal balance. “Hourly process-driven models” section 

presents the last version of this model for SH and SC published in the journal 
Sustainability [50] and presented at the 38th International Conference UIT on Heat 
Transfer Conference in June 2021 [49]. “Hourly data-driven models” section 

introduces machine learning techniques and a light gradient boosting machine 
(LGBM) model is designed for the city of Fribourg in Switzerland. The work 
related to this section is published in the journal Sustainability [47]. Finally, a 
hybrid model that combines the place-based engineering model and machine 
learning techniques is described in “Hourly hybrid models” section. The work 
related to this section is submitted to the journal Sustainable Cities and Society [51]. 

Chapter four introduces place-based energy production and productivity 
models from RESs. A focus on solar energy is carried out, and the main tools used 
to investigate the solar energy potential in cities are described. Consumption models 
are implemented with productivity models to evaluate the potential use of solar 
thermal (ST) and photovoltaic (PV) technologies. A monthly model is presented in 
the first part of the chapter, and some scenarios are assessed using ST collectors 
and PV technologies. The work related to this section is published in the journal 
Tecnica Italiana - Italian Journal of Engineering Science [52]. Subsequently, 
hourly models are developed by analyzing the feasibility of PV technologies and 
storage systems. In this context, the possibility of establishing energy communities 
is investigated. The work related to this part is published in the journals Energies 
[53] and International Journal of Heat and Technology [54]. 

Chapter five introduces EE models and low-carbon scenarios for Turin. Energy 
retrofit measures are defined and the energy savings is evaluated by applying 
monthly data-driven and process-driven models. “Energy retrofit models” section 

is presented at the 10th International Conference IEECB&SC on Improving Energy 
Efficiency in Commercial Buildings and Smart Communities in March 2018 [55] 
and is published in the journal Energy Efficiency [13]. “Smart rooftop solutions and 

green infrastructures” section describes the impact of green and cool roofs in terms 
of energy and environmental benefits. The work related to this section is published 
in the journal Applied Sciences [56], and in the journal International Journal of 
Sustainable Development and Planning [57]. The last section on “Building shape 

and urban form” investigates how the urban form affect the EP of buildings and the 
solar potential. The results of this assessment are presented at the 3rd International 
IEEE Conference AND workshop in Óbuda CANDO on Electrical and Power 
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Engineering in November 2020 [58] and at the 38th International Conference UIT 
on Heat Transfer Conference in June 2021 [49]. Finally, the outdoor thermal 
comfort conditions are investigated as a function of the urban form, and this 
analysis is published in the journal Tecnica Italiana - Italian Journal of Engineering 
Science [59].  

Chapter six introduces EE policies and financial instruments for buildings. The 
first part describes in detail EE policies of EU starting from the 70s until today. In 
the second part, financial and fiscal instruments are described distinguishing loans, 
grants, subsidies and fiscal instruments. Finally an overview of public and private 
schemes in Europe is provided. The work related to this chapter is published in the 
journals. Energy & Buildings [60] and WIREs Energy & Environment [61], and in 
the report edited by JRC (Joint Research Center) [62]. 

Chapter seven summaries the main results of this doctoral research and 
introduces the future outlook. 
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Chapter 2  

Overview of place-based energy 
models  

 Chapter overview 

Energy consumption, production and productivity models allow to evaluate the 
distribution of energy at different territorial scales. With the use of the place-based 
methodology supported by GIS tools, it is possible to consider not only the variables 
at building scale, but also the urban context, which significantly affects the EP of 
buildings. In addition to these factors, the climatic conditions and the characteristics 
of the population are taken into consideration. 

There are two approaches used to design USEMs: top-down and bottom-up. 
Depending on the availability of the data and the type of analysis to be carried out, 
the proper approach is selected. Secondly, the technique to be used is identified, 
either data-driven methods or process-driven methods, or hybrid methods which 
combine both. 

There are a number of simulation energy tools and models, such as CEA, 
CityBES, CitySim, SimStadt, UMI, that are able to estimate building stock energy 
demand considering the weather data and urban parameters [25,26]. 

The existing models and tools can accurately simulate the EP at the block of 
buildings or neighbourhood scale, but not at the city level. In general, these models 
need the support of other combined tools, do not interact with the existing open 
databases and are also paid for. They used Rhino and/or EnergyPlus, which are 
much more complex and time consuming especially at urban scale (these tools were 
developed for application at building scale). Instead, the use of place-based 
methodologies supported by GIS tools is very flexible consenting to easily manage 
data at different territorial levels. 

Therefore, this doctoral research investigates how to design USEMs with a 
GIS-based approach. Figure 1 describes the structure of Chapter 2. This chapter 
defines how to design place-based energy models using different approaches (i.e., 
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top-down and bottom-up) with the support of GIS tools. These models give an 
important contribution in the assessment of the EP of buildings at urban scale, by 
analysing the energy consumption, production, productivity from RESs and future 
scenarios. The energy-related variables used as input data and the main output of 
these models are described in the last part of the chapter. 

 

 
Figure 1. Flowchart of Chapter 2. 

 Place-based energy models 

USEMs have to manage a large amount of data, which is generally inaccurate 
compared to the data of building scale models. On a territorial scale, information is 
not always available and it is usually provided on heterogeneous scales. Place-based 
models, that use GIS tools, allow to manage information from different sources and 
scale by overlapping databases and creating a complete territorial database (DBT). 
Using GIS tools, it is possible to quantify the energy consumption related to human 
activities in a specific territory, considering socio-economic features of local 
population. Energy demand of a territory can be compared with the thermal and 
electrical energy productivity from RESs available locally. Future scenarios based 
on EE measures can be defined, selecting the most effective energy policies and 
financial instruments able to promote the sustainable development of the territory. 

Place-based energy models can be classified as energy consumption models, 
energy production models, and energy productivity models from RESs. It is 
possible, with a combined use of energy consumption, production and productivity 
models, to design EE models and define low-carbon scenarios in which energy 
security, sustainability and affordability are promoted for a more resilient city [15]. 

Figure 2 describes the main steps necessary to create place-based models. The 
first phase is the collection of input data regarding buildings, climate conditions, 
characteristics of the terrain and population, characteristics of energy production 
systems/plants, and the identification of energy sources available locally. 
According to the type of input data, two approaches (i.e., top-down and bottom-up) 
can be used to create energy models at city scale (phase 2). Through the use of GIS 
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tools, all constrains on the territory are taken into consideration to assess the 
applicability of EE measures and the use of RESs. In the last phase, different EE 
scenarios are investigated and their impact from an energy, environmental and 
economic point of view can be analysed.  

 

 
Figure 2. Place-based methodology to design energy consumption, production, productivity from 

RESs and energy efficiency models [15]. 

Figure 3 shows the comparison between energy demand and supply which is 
carried out through the definition of hourly, daily, monthly, and annual energy 
consumption and production profiles. Especially in the analysis of the energy that 
can be produced from RESs, which are related to the climatic conditions of the 
territory, it is necessary to make a balance between daily and monthly energy supply 
and demand, also because the storage systems available on the market do not have 
yet a seasonal capacity. 

 

 
Figure 3. Place-based energy models with hourly, monthly and annual details [48]. 

The aim of these models is to investigate energy trends (historical, current, and 
future) on a large scale to understand how urban environment affect energy 
consumption, make assumptions on energy retrofit interventions and promoting 
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sustainable development through the exploitation of RESs. Therefore, place-based 
models are tools that can evaluate the distribution of the energy demand and supply 
of buildings at city scale by applying energy saving scenarios [21,22]. Since these 
models take into consideration the real characteristics of an urban environment, 
they can be used to support territorial energy planning, through the promotion of a 
sustainable development of cities towards energy transition [22]. 

2.2.1 Energy consumption models 

Place-based energy consumption models can predict the energy demand in 
buildings by distinguishing different users. The results can be aggregated at 
different scales and GIS tools can be used to assess the distribution of energy at 
territorial level. These models are used to simulate energy for (i) space heating (SH) 
and space cooling (SC), that is the energy required to maintain the internal 
temperature of the building at a comfortable temperature and air quality conditions, 
(ii) domestic hot water (DHW) that is the energy required to heat water to a 
comfortable temperature for users, (iii) appliances and lighting (AL) that is the 
energy consumed to operate appliances and for the lighting. 

These models can be designed using real data, such as monitoring campaign, 
questionnaires or bills. After validation, they can be applied to other case studies to 
predict hourly, daily, monthly, and/or annual energy from building up to city level. 
For example, D’Alonzo et al. [63] proposed a place-based methodology to assess 
the SH data of the residential building stock, knowing the measured SH demand. 
An energy balance at the building level was applied to a case study in Italy, and the 
energy consumption of almost 42,000 buildings was calculated. Buffat et al. [64] 
developed a model based on GIS data able to consider shadowing due to the 
topography and climatic conditions. The model was validated using the real data of 
1,845 buildings in the city of St. Gallen, Switzerland and 120 buildings in the 
Alpine village of Zernez, Switzerland. 

It is also possible to define the EP of buildings by consulting existing energy 
databases. The energy performance certificate (EPC) database is an important tool 
that gives information of the energy-use of buildings. Hjortling et al. [65] assessed 
building energy consumption in Sweden with reference to 186,021 EPCs, and the 
authors identified the main energy-related variables, such as the type of users, the 
construction period and the climate zone. 

Energy use can also be predicted using simulation techniques. 

2.2.2 Energy production and productivity models from RESs 

As the consumption models, the energy production models can be processed 
with a monitoring campaign that allows to predict the hourly, daily, monthly, and 
annual production according to the technology used and the climatic conditions. It 
is necessary to know the existing production system, for example by consulting 
online portals. It is possible to evaluate the thermal and electrical energy annually 
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produced from RESs by multiplying the installed power by the equivalent hours 
provided by the online portals. By consulting EPC databases, information on the 
installation of RESs technologies, such as ST collectors and PV panels, can be 
collected. Through the use of GIS tools it is possible to map the existing production 
sources and evaluate energy scenarios. 

So, considering the existing production systems, the energy that can be 
produced from RESs on a specific territory mainly depends on the availability of 
the sources, on their technical accessibility and on the existing constraints that can 
hinder their exploitation. In the assessment of the use of RESs, it is important to 
consider: (i) available and emerging technologies; (ii) energy potential available; 
(iii) planning of the infrastructures necessary for the prospective management of 
emerging technologies; (iv) investment and management costs, through a cost-
benefit analysis to ensure an adequate return on investments; (v) assessment of risks 
and environmental impacts; (vi) interactions, synergies, and competitions with 
other sectors economically relevant to the island. 

The productivity models take into account all constraints (territorial, 
environmental, technical, etc.) that limit the installation of production plants from 
RES. Groppi et al. [66] developed a GIS-based model to assess buildings energy 
consumption, production and productivity from solar energy in two urban areas in 
Rome, in Italy. The suitability of building rooftops for the installation of solar 
technologies considers regulatory constraints and building barriers. Pillot et al. [67] 
developed a model able to compute the optimal geographical location and size of 
PV technologies. The methodology was applied to a case study of French Guiana, 
and consider geographical and technical constraints. 

The new plants should also include environmental redevelopment interventions 
in the areas adjacent to the plants, to also create greater acceptance of these 
interventions by the population. 

2.2.3 Energy efficiency models and low-carbon scenarios 

Place-based energy models can be applied in future climate scenarios, to 
evaluate the impact of climate change in the energy demand and supply of 
buildings, as well as in the potential retrofit scenarios. The EPC database can be 
used to define EE scenarios and to evaluate the impact of EE measures on the 
existing EP of buildings [68–70]. Camporeale and Mercader-Moyano [71] and 
Gupta and Gregg [72] proposed a GIS-based methodology to identify areas suitable 
for energy refurbishment. EE scenarios were defined using EPCs. Exner et al. [73] 
proposed a number of energy-saving scenarios considering different renovation 
levels. The analysis was carried out for two case studies in northern Italy. With 
these models it was possible to assess the effect of different energy retrofitting 
measures on the improvement of the EP of buildings [74]. Meha et al. [75] 
investigated the impact of EE measures on the SH using a GIS-based methodology. 
According to the energy policies, three scenarios were applied to the case study of 
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Prishtina, Kosovo. Droutsa et el. [76] analysed 650,000 EPCs to understand the EP 
of existing residential buildings in Greece. They found that the most common 
retrofitting actions were the replacement of windows and the installation of solar 
collectors. Moreover, Ali et al. [77] proposed a methodology to identify retrofitting 
solutions by analysing a case study of Dublin. The authors investigated the EP of 
the building stock using an EPC dataset of the Irish residential stock. 

EPCs can also be used to improve the energy simulations by improving the 
detail of input data. Cozza et al. [78] examined the performance gap of retrofitted 
buildings located in Switzerland using the Cantonal Energy Certificate for 
Buildings database. The authors analysed 1,172 buildings for which both simulated 
and measured consumptions were known, and they found a gap of -23% in the EP 
of building (pre-retrofitted). This gap became positive (2%) for buildings that had 
been renovated. Ahern and Norton [79] performed a similar analysis and found that, 
for Ireland’s single-family housing, the adoption of thermal default values (U-
values) underestimated the EP of about 90% of the dwellings. The authors 
introduced a methodology, based on an Irish EPC database that is able to assess a 
realistic energy savings, after building retrofitting, using default U-values. Fan and 
Xia [80] optimized building energy retrofitting models using the EPCs of a few 
buildings in South Africa. The optimization was conducted using a grouping 
method and verifying the energy savings of the sample of retrofits. In general, the 
performance gap between predicted and measured energy use was found to deviate 
by 34%, and to depend on the model approach (impact of 20-60% on energy use), 
occupant behaviour (impact of 10-80%), and poor operational practices (impact of 
15-80%) [81]. 

In conclusion, these models can support the urban planning of new and existing 
neighbourhoods, to promote retrofit analysis of building stock, to improve the EP 
of buildings using smart green technologies, and to design and optimize district 
energy networks [82,83]. They are fundamental tools to identify effective energy 
policies in order to promote a sustainable development of cities. For example, 
Oberegger et al. [84] after the application of energy retrofit models, summarized 
the results using an EE cost curve allowing policy makers to estimate potential costs 
and energy savings. 

 Approaches and methods 

Currently, there are a variety of methods, tools and techniques used to design 
USEMs [85]. Depending on the type of input data (i.e., availability, accuracy and 
level) and on the type of analysis to be performed, there are different energy 
simulation approaches that can be grouped into two categories: top-down and 
bottom-up [12,35,86]. The main techniques used to simulate the energy 
consumption with these approaches are data-driven methods (i.e., statistical 
regression and artificial intelligence models) and process-driven methods (i.e., 
archetypes and physical models) [45]. Specifically, data-driven methods require 
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disaggregated historical consumption data to have a sample of a group of buildings, 
while process-driven methods use as input data building geometries and thermo-
physical characteristics. 

USEMs can be also categorized as white-box, gray-box and black-box 
methods, where: (i) white-box models, based on physics approach, need detailed 
information on the thermo-physical characteristics of buildings; (ii) gray-box 
models are an adjustment of white-box models and use also a statistical approach, 
the main input data refer to historical data and to the simplified physical 
information; (iii) and black-box models simulates the phenomenon using historical 
data without the detailed information about physical phenomena [16,87–89]. 

It is also possible to classify USEMs according to the type of energy simulation, 
as: non-steady state models [90] based on dynamic simulations, quasi-steady state 
models based on monthly or daily data sets [91] and steady-state models that do not 
consider the element of time [92]. The time resolution can vary, from an hourly to 
an annual precision, with different simulation times and different accuracy levels. 

Depending on the methodology used, the input data required for energy 
analyzes are different, the simulation techniques are more or less complex with 
different simulation times, and the results are more or less accurate with different 
territorial levels of analysis [93]. 

2.3.1 Top-down approach 

Top-down models (disaggregation of energy consumption from higher scale) 
use energy-related variables and statistical data to describe EP of urban areas. This 
approach provides aggregated energy information at large-scale [94]. 

Regarding energy consumption models, top-down approaches start from energy 
consumption data at municipal scale and allow to determine an average 
consumption of buildings, relating them with the climatic conditions and the socio-
economic characteristics. 

These models do not need specific data for each building. Variables refer to 
historic aggregate energy data at municipal or national level and other energy-
related variables, such as heated volumes, income, climate conditions, in order to 
attribute the energy use to the users of the entire building stock.  

2.3.2 Bottom-up approach 

The bottom-up approach (aggregation of energy consumption to higher scale) 
calculates the energy consumption of a single building or groups of buildings, and 
then elaborates the results to describe the distribution of energy consumption at 
municipal or territorial level [93]. 

The biggest challenge is collecting and processing a large amount of building 
data and then apply it to the entire city [95]. Variables used are at building scale 
and are more detailed than that used in the top-down approach. Input data refers to 
the geometric characteristics of the buildings, the properties of the construction 
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materials, the climatic conditions, technological systems, the type of users, the 
occupant behaviour and the urban morphology. 

Once validated, these models can be used to calculate energy consumption 
without the information of energy historical data. Simulation techniques are more 
complex than top-down methods, but they are more flexible, accurate and it is 
possible to model EE scenarios [96]. 

According to the literature, there are two main categories that use the bottom-
up approach: data-driven methods and process-driven methods. Nouvel et al. [97] 
compared a statistical (data-driven) and engineering (process-driven) models for 
urban heat consumption simulation of 1,000 buildings in Rotterdam, Netherlands. 
The accuracy of these models is strongly influenced by the lack of information on 
renovated buildings, occupants’ behaviour, and unoccupied buildings. A combined 
used of both methods (i.e., hybrid approach), allowed to improve the model 
accuracy. 

2.3.3 Data-driven method 

Data-driven methods can be classified in statistical regression models and 
artificial intelligence models. 

Statistical regression models involve regression techniques and are widely used 
due to their simple structure and fast processing time. These models analyse the 
relation between historical information of energy consumption and energy-related 
variables by defining different combinations of parameters. Input variables that 
have negligible impact are removed from the model to simplify it. Models based on 
these relations can be applied to calculate energy consumption. A statistical model 
was designed by Caldera et al. [98] using as a case study 50 residential buildings in 
Turin. Simplified correlations between the construction year of the building and 
main geometric and thermo-physical properties were observed. This statistical 
model was able to estimate the energy demand for SH. 

Statistical analyses can also be performed to define archetypes. Buildings are 
classified according to their dimension, orientation, construction year, location, 
operating parameters, etc. Referring to these archetypes, input data is identified and 
energy consumption is simulated for each cluster of buildings. In Netherlands, Yang 
et al. [99] have developed a model based on GIS data and archetypes to simulate 
SH and DHW consumption of residential buildings. Archetypes were defined 
according to building geometries, thermal properties, and heating systems. In a 
similar work [100], residential archetypes were defined by geometrical and 
thermophysical properties of the building, heating and cooling system type, 
geographical-climatic zone. This model was tested at territorial level in Sicily 
region, Italy. Streicher et al. [70] defined archetypes using the SH demand of 54 
Swiss residential buildings. Their bottom-up model uses as input data EPCs. 

Artificial intelligence models uses algorithms, and allow to define correlations 
between input data and output, in this case building energy-uses, considering 
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complex phenomena. The most used algorithms are decision trees, random forest, 
deep learning, gradient boosted trees, and support vector regression [89]. For 
example, Ali et al. [77] have designed a GIS-based energy model to predict the EP 
of buildings on a large scale. A data-driven approach, that uses 650,000 Irish EPCs, 
was used train the model. Using deep learning algorithms, the accuracy of the 
prediction was 88%. 

2.3.4 Process-driven method 

Process-driven methods are based on engineering models able to simulate 
energy consumption as a results of an energy balance. At urban scale less data are 
needed, but all information about each heat exchange are fundamental to complete 
the energy balance equations. One of the problems of these models is to collect 
correct information on the thermal properties of buildings, and to define 
occupational profiles as faithful as possible to reality. In fact, these models require 
a complete dataset to define the characteristics of a building, or a group of buildings, 
but they are very flexible and allow the identification of effective strategies to 
improve the EP at urban scale. Through process-driven models, it is possible to 
modify the various variables in the energy models, to obtain future scenarios of 
energy consumption and production. They can be used to optimize the urban energy 
system, by improving demand and supply.  

These models can be simple if they calculate the annual or monthly 
consumption, or they are more complex models based on hourly heat transfers 
between the building and the outdoor environment. For example, a simplified 
building stock model was designed for 20 European countries using TABULA 
database [101]. In this investigation archetypes were used to define input data, and 
a monthly engineering balance was applied at building level. 

Compared to other methods, with this approach it is possible to simulate the 
energy use with greater temporal detail (i.e., daily or hourly) [23]. 

 Input and output data 

A city building dataset is a fundamental component to design and apply 
USEMs. In an urban context, the energy consumption, production and productivity 
of a building stock is affected by several factors, such as the design of the built 
environment, the relationship between the buildings and open spaces, the type of 
materials used for the external surfaces, the socio-economic characteristics of the 
population, the type of obstructions and, naturally, the climate and local climate 
conditions [102–104]. 

The accuracy of USEMs depends on the reliability of the databases and the 
amount of missing data. Models at city scale are simplified models, and not all data 
are always available for the entire city. With the use of a sensitivity analysis the 
main variables that influence energy in buildings can be identified, and some 
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variables are fundamental such as building characteristics and climate data and 
other variables can be added to improve the accuracy of the energy simulation. 

The main input datasets include building and system data, building operational 
data, whether data, GIS data, EE measures, codes and standards, availability of 
RESs, policy and regulations. 

After the collection and processing of input data, USEMs can be designed and 
used to simulate energy consumption, production, and productivity from RESs. 

The output can be mapped using a place-based methodology and it is possible 
to create energy maps. The results can have different scales, from the building scale 
to the city scale, and different time resolution with annual, monthly, and hourly 
details. 

2.4.1 Input data 

The main energy-dependent variables are building characteristics such as the 
building envelope and utility systems’ efficiencies, local climate conditions and 

variations around buildings, the people’s behaviour, social and economic 
conditions, local and national regulations, the characteristics of energy production 
plants, the availability of energy sources, but also the urban morphology that 
significantly affects the energy consumption and productivity from RESs 
[105,106].  

To process the input data, it is necessary to use tools able to collect data from 
different sources and to manage city building dataset. The most common tools are 
CityGML model which uses a standardized geometrical format and GIS tools [107]. 
The place-based models designed in this research use open databases available for 
most of the territories and cities that describe the municipal/regional master plan 
and the land use. 

With CityGML it is possible to create and design 3D city models using an open 
standard format to support the energy simulation at city level [11,108–111]. 

GIS tools allow to capture, process, storage, and display of in-depth 
information of the real characteristics of the building stock, and this data is used to 
simulate energy demand and supply at city level. For example, Ferrari et al. [112] 
elaborated a database to map energy-related features in order to estimate the energy 
demand of urban buildings in the city of Milano in Italy. In addition, GIS tools can 
play a significant role in the analysis of RESs available locally [18,19,66,113]. In 
several researches [66,114–116] GIS tools were used to determine the potential of 
solar energy in cities, by investigating the available rooftop area, the obstructions 
and shadow effects on buildings, and by evaluating and mapping solar irradiation 
in urban areas.  

Building data 

At building level, there are three main groups of input data, which are used to 
describe the sample of buildings to be analysed. 
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The first group refers to the building geometry, including the building shape 
and height, the number of floors, the heated and gross volume, the heat loss 
surfaces, the quota of transparent and opaque envelope, the type of roof and the 
orientation. GIS tools are of significant importance to investigate these variables. 
The main data used to assess the building geometry refers to municipal technical 
maps and digital elevation models. Municipal technical maps give information on 
the building’s footprint, the type of users and the construction year. Information of 

building footprints can be used to quantify the number of floors, the building height 
[m] the roof area [m2], the net heated volume [m3] and the usable area [m2] useful 
to understand the quota of heated building and the occupancy (if a building is fully 
or partially heated), the surface-to-volume (S/V) ratio [m2/m3] that is the ratio 
between the heat loss surface and the gross heated volume of a building, it indicates 
how compact a building is identifying the building typology (e.g. detached house 
or big condominiums), the building orientation and the roof typology that indicate 
the surface of the roofs exposed to solar radiation to understand their capturing 
capacity and the solar potential. Elevation models can be used to assess shadows’ 

effects on buildings and the surrounding’s urban context to quantify the solar 

radiation, considering the sun and sky models, and to evaluate the building 
characteristics such as roof slope and orientation. There are two types of digital 
elevation model: the digital terrain model (DTM) that describes the natural terrain, 
and represents the bare-Earth surface without natural or built features, and the 
digital surface model (DSM) that represents the Earth’s surface including trees and 

buildings.  
The second group refers to the thermophysical properties such as the thermal 

transmittances, the total solar energy transmittance, the absorption coefficient for 
solar radiation and the emissivity for thermal radiation of opaque and transparent 
envelope, and the thermal capacities of heated zones. For existing buildings, 
thermophysical properties and building elements can be defined according to the 
construction year and using values indicated in standards and literature. It is 
possible to assign to each building its construction materials such as thermal 
transmittance, resistance, and thermal capacity. If the construction year is used to 
define the characteristics of the building, it is not considered whether the buildings 
have been retrofitted. To overcome this problem, EPC databases can be used to 
update the building data. From the EPC it is possible to identify the buildings that 
have been retrofitted. 

The third group refers to the type of energy systems and their operation 
conditions, such as SH, SC, ventilation and DHW systems [117]. Knowing the type 
of energy system and its efficiency, it is possible to quantify the energy supplied 
for SH, SC and DWH. Usually this data can be defined according to standards, 
literature and census data. From census data (e.g., Italian National Institute of 
Statistics – ISTAT which are open data) it is possible to have information at block-
of-building scale on the type of heating system (central or autonomous), and on the 
type of energy vector (e.g., natural gas). 
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Population data 

Population data are important for defining socio-economic characteristics and 
occupant behaviour. 

Socio-economic and demographic characteristics influence the energy use in 
buildings. From census data (e.g., Italian National Institute of Statistics – ISTAT 
which are open data) it is possible to have information at block-of-building scale 
on people occupancy, number of inhabitants, number of families and family 
members, percentage of foreigners, gender, age, income, employment rate, 
economic data (annual income). All these parameters allow to optimize energy 
models, and to define effective energy policies according not only to the existing 
building stock, but above all to socio-economic and demographic characteristics of 
the population. 

Occupancy profiles of buildings play an important role in the energy 
consumption and in the optimization of the energy demand and supply [118]. The 
human behaviour, different occupancy densities and variations in thermal and 
lighting preferences contribute significantly to the gap between simulated and real 
EP in buildings [119–121]. When real data is not available, these variables can be 
defined according to standards and literature. 

Climate data 

Climate and local climate conditions can be assessed using weather stations’ 

measurements and climate tools such as Meteonorm that is able to extract climate 
data for a specific location.  

The main variables used in the energy simulations are the Heating Degree Days 
(HDD), the Cooling Degree Days (CDD), and the hourly data on temperature, 
relative humidity, vapor pressure, and wind velocity of the outdoor air. 

There are also portals that can provide information on climate data. For 
example, the Photovoltaic Geographical Information System (PVGIS) portal gives 
information on the solar radiation and temperature, with monthly, daily and hourly 
profiles of a specific location. 

Urban data 

The spatial configuration of the built environment can be described using 
several energy-related parameters able to express the compactness of the built 
environment and the type of the surrounding open spaces. Urban parameters can be 
classified in variables used to describe the urban morphology and the outdoor urban 
surfaces. Table 1 summarizes the main urban parameters that affect the energy 
demand and supply of buildings. 

Urban morphology can be assessed with GIS tools using municipal technical 
maps and elevation models (i.e., DTM and DSM). The main variables are the 
building density (BD), the building height (BH), the building coverage ratio (BCR), 
the relative buildings’ height (H/Havg), the canyon effect or aspect ratio (H/W), the 
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sky view factor (SVF), the solar exposition, and main orientation of the streets 
(MOS). 

The main data used to investigate urban surfaces are satellite images and 
orthophotos. Satellite images can be used to analyse the land cover types and to 
calculate the albedo (A) of the outdoor spaces, the presence of vegetation, and the 
land surface temperature (LST). Orthophotos with RGB (red, green, blue) and IR 
(infrared) spectral bands can be used to identify green areas and to evaluate albedo 
values of outdoor urban spaces and buildings’ roofs, as a function of colour tones. 

Table 1. Urban parameters that affect the energy performance of buildings [46]. 

Type Parameter Description Unit References 

U
rb

an
 m

or
ph

ol
og

y 

Building 
coverage 

ratio 
BCR It is defined as the percentage of built area m2/m2 

[70,102,122,123] 
 

Building 
density BD It is the ratio of the building volume to the 

sample area m3/m2 

Canyon 
effect or 

height-to-
width ratio 

H/W 

The canyon effect can be measured by 
means of the aspect ratio, that is, the ratio 
between the height of the urban canyon 

and its width 

m/m [102,124,125] 

Main 
orientation of 

streets 
MOS 

The main orientation of buildings at an 
urban scale may be calculated using MOS 

from 0 (north) to 1 (south) 
- [126,127] 

Relative 
height H/Havg 

Describes the solar exposition in relation to 
the building heights m/m [102,123,126] 

Sky view 
factor SVF Measures the portion of sky visible from a 

given location or point - [128,129] 

U
rb

an
 su

rf
ac

es
 

Albedo A 

It is used to describes the characteristics of 
outdoor surfaces, and it is the percentage 
of solar incident irradiation reflected by a 

surface 

- [123,130–132] 

Normalized 
difference 
vegetation 

index 

NDVI 

Describes the presence of vegetation. Low 
values (-1) for barren rock and sand areas 
or urban/built-up areas, 0 values for water 

and high values (+1) for vegetation. 

- [133] 

Land-surface 
temperature LST Describes the temperature of horizontal 

surface °C [134,135] 

Urban heat 
island effect UHI Is used to evaluate the factors that have the 

most influence on the urban climate - [43,136] 

 

Energy consumption data 

Measured energy data are necessary to design, calibrate and/or validate USEMs. 
The measured consumption data are sensitive data, so it is not always possible to 
collect it and use to develop energy consumption models. Usually, energy data are 
provided by the energy distribution companies of the cities. They can give 
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information on heat and electricity consumption. The detail of energy data can be 
annual, monthly, or hourly, from the apartment/building scale to the 
neighbourhood/district scale. Energy data should refer to at least two or three 
consecutive years in order to carry out accurate statistical analysis and to 
develop/validate the models. 

Depending on the information scale of the energy data, top-down or bottom-up 
models can be developed. Bottom-up approach uses energy consumption data of 
measured energy-needs at building scale. Top-down approach elaborates energy 
data at municipal or urban scale. For example, data from Sustainable Energy Action 
Plans (SEAPs) of the cities give information on the distribution of energy use and 
how to achieve energy and climate goals using RESs and EE measures. 

Energy data can also be collected from bills or questionnaires, this approach 
takes more time to process the information. 

Another tool that provides information on energy data of building are the EPCs. 
This database can also be used to evaluate the type of EE action and the impact 
retrofit interventions. 

With the use of GIS tools, it is possible to process and georeference the energy 
data for an entire city. The real characteristics of the territory can be associated to 
the energy data. 

2.4.2 Output data 

USEMs aim to consider the urban context by simulating the EP of a group of 
buildings at multiple temporal and spatial scales. They can map the energy demand 
with: (i) annual or monthly detail from time-aggregated energy data [137]; (ii) 
hourly detail from consumption profiles’ data [138,139]. USEMs are also able to 
visualize and replicate the effects of the surrounding urban area on the buildings. 
GIS tools can be used for mapping and planning the distribution of energy at 
different scales. The outputs of USEMs allow to visualize the distribution of energy 
consumption, identifying for example the most critical areas (high consumption) 
and, in these urban areas, the thermal comfort conditions are scares compared to 
other ones. USEMs can therefore support energy retrofit strategies by assessing 
their impact on the territory [140]. Below are indicated some studies that, after the 
application of USEMs, map energy consumption at territorial scale, using 3D-city 
models. 

Johansson et al. [82] created an energy atlas of the multifamily building stock 
in Sweden to enable estimations of the costs, the effects on energy-use and the 
socio-economic features associated with possible retrofit strategies. The atlas was 
developed using the extract transform and load technology to aggregate information 
on the energy building performance, ownership, retrofit status, and socio-economic 
characteristics of inhabitants from various data sources. Belussi et al. [141] mapped 
the energy consumption of buildings, at an urban scale, using a bottom-up and top-
down methodology, which was based on information provided by an open-source 
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database on geometrical, morphological and typological characteristics (TABULA 
and EPCs data). A statistical approach was adopted, and the energy performances 
were calculated according to the building characteristics (volume, S/V, thermal 
transmittance). 

More recently, Sokol et al. [5] introduced an urban building energy modelling 
using a new Bayesian approach. Their model allows calibrating building archetypes 
to model small residential and commercial building stocks and the results were 
mapped using a 3D city-model. Monteiro et al. [142] developed a 3D model, and 
the energy simulation was made to identify the reference value for different 
building types and estimate the total urban energy consumption. Li et al. [143] 
classified residential building archetypes developing a bottom-up energy modeling 
at district level. With the support of UMI (Urban Modeling Interface) [32], the 
distribution of energy consumptions has been investigated at territorial scale. 

 
 



 

50 
 

Chapter 3  

Place-based energy consumption 
models 

 Chapter overview 

This chapter describes how to design place-based energy consumption models 
using different approaches and methods (Figure 4). The models presented were 
developed within this doctoral research. Depending on the availability of data and 
on the type of analysis needed, one approach or methodology is better than another. 
The simplest models are the annual data-driven ones. In the first part of this chapter, 
annual top-down and bottom-up models based on GIS-tools, that use statistical 
techniques, are designed for the city of Turin using data with high detail at the 
building level (bottom-up) and data at the municipal level (top-down) [12]. 

To consider the urban morphology in the EP assessment, a new place-based 
monthly process-driven model is designed according to the standards on the energy 
balance of buildings. It is an urban energy balance created for the residential sector. 
The model is validated using the energy consumption data for SH and DHW of 
residential buildings connected to the DHN in Turin [46]. 

In order to evaluate the thermal peak loads, an hourly process-driven model is 
developed. Starting from the monthly model, new urban parameters are added to 
the thermal balance of the built environment in order to improve the accuracy [144]. 
Subsequently, the thermal balance is improved considering three thermodynamic 
systems that exchange heat with each other. This model is able to simulate SH and 
SC demand of residential users. It is applied to the city of Turin and validated using 
the real data for the heating season [50] and simulated data for the cooling season 
[49]. 

As already mentioned, the different methods used have strengths and 
weaknesses in terms of simulation times, flexibility, and applicability. An hourly 
data-driven model that uses a machine learning (ML) technique is developed for 
the city of Fribourg in Switzerland. The accuracy and flexibility of this model is 
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compared with the hourly process-driven model that uses an engineering technique 
[47]. 

Finally, a hybrid model is designed for some neighbourhoods in the Canton of 
Geneva in Switzerland. The hourly engineering model is optimized by adopting a 
data-driven correction with a Random Forest (RF) algorithm [51]. 

 

 
Figure 4. Flowchart of Chapter 3 

The accuracy of the models presented in this chapter is investigated using: the 
relative error (RE), the percentage relative error (Er), the mean absolute error 
(MAPE), the mean absolute percentage error (MAPE or |Er|) and the coefficient of 
determination (R2). 

 Annual data-driven models 

The purpose of this section is to define statistical models at urban scale using 
top-down and bottom-up approaches. Energy consumption models are designed for 
the city of Turin considering the built environment, high population densities, 
anthropogenic activities, energy demands, and environmental impacts. Figure 5 
shows the methodology used to design the models at urban scale. 

These models are used to calculate annual SH and DHW consumption for both 
residential and non-residential buildings using GIS tools. Top-down and bottom-up 
approaches consider established statistical methods as well as the introduction of 
energy-dependent urban-scale variables. The main variables are assessed 
considering sampling more than 2,000 buildings. For these buildings, the data 
measured for over three heating seasons in the city are known. Normal distribution, 
average and variance of energy consumptions are used to discard anomalous data. 
The described GIS-based methodology can be used to manage and represent 
buildings’ energy consumptions from building level to city scale. 
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Figure 5. Methodological flowchart of the space heating models at urban scale for buildings in the 

city of Turin [12]. 

3.2.1 Input data 

To design annual statistical top-down and bottom-up models the following 
databases are elaborated: the municipal technical map of the city, the census 
database of population (ISTAT, National Institute of Statistics; in Italian: Istituto 
Nazionale di Statistica, 2011), the DSM, building data (height, S/V ratio, roof type, 
etc.) processed from the municipal technical map (open database) and the DSM, 
and local climate conditions (e.g., outdoor air temperatures, HDD). 

 

 
Figure 6. The data sample of 2,092 buildings georeferenced (in red) and the six weather stations 

considered (in blue) [12]. 
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The main energy-use related variables used for residential buildings refer to 
construction year, compactness (or S/V ratio) and heated/gross volume; for non-
residential buildings data refer to the type of user, and heated/gross volume. 

The statistical bottom-up model is designed using data at building level. The 
energy consumption of about 2,000 residential buildings and 130 schools and public 
buildings connected to the DHN is georeferenced using GIS tools. Energy data is 
normalized according to the 2011-2012 heating season (with a relative deviation of 
1.5% on the medium value of HDD in the last 10 years). Local climate data of six 
weather stations in the city are used (Figure 6). 

In the design of the statistical top-down model, the SEAP (Covenant of Mayor, 
2005) is used. The energy consumption of the city is analysed for all sectors at the 
aggregated municipal scale for the year 2005. 

3.2.2 Statistical model 

Buildings are subdivided into homogeneous groups according to the type of 
user and the geometrical characteristics. For each homogeneous group, a statistical 
analysis is performed to evaluate the normal distribution of energy consumption 
data. This allowed to discard anomalous data that differed too much from the 
average consumption. After the analysis of the trend of the consumptions for each 
homogeneous group, an average value of energy consumption and its standard 
deviation is determined.  

Table 2. Homogeneous groups of buildings identified considering type of use, class of 
construction year and S/V values [12]. 

Type of 
use 

Construction 
year 

Classes of S/V [m2/m3] Buildings 
analysed 

Buildings 
selected 1 2 3 4 5 

Residential 

(1-2) <0.32 0.32-0.41 0.41-0.59 0.59-0.78 >0.78 409 325 
(3) <0.38 0.38-0.58 0.58-0.68 >0.68  366 288 
(4) <0.32 0.32-0.38 0.38-0.50 >0.50  553 433 
(5) <0.37 0.37-0.57 0.57   238 187 
(6) <0.33 0.33-0.36 0.36   41 33 
(7) <0.30 0.30-0.40 0.40-0.82 >0.82  12 10 

(8-9) <0.40     2 2 
Type of use   

Schools 

Nurseries and kindergartens 41 28 
Primary and secondary 46 30 
Grammar schools or lyceums 22 20 
Technical institutes 33 31 

Offices 39 27 
 
In Table 2, homogeneous groups of buildings subdivided by the type of use, the 

construction year, and the S/V ratio, are reported. Regarding the residential sector, 
buildings are classified using nine classes of construction year: before 1918 (class 
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1), between 1919 and 1945 (class 2), between 1946 and 1960 (class 3), between 
1961 and 1970 (class 4), between 1971 and 1980 (class 5), between 1981 and 1990 
(class 6), between 1991 and 2000 (class 7), between 2001 and 2005 (class 8), after 
2006 (class 9). Most of the analysed buildings (87.5%) were built before the first 
Italian Law on energy savings in buildings (L. 373/1976). In particular, 29% of 
residential buildings were built in 1946-1960, 20% in 1919-1945, and 20% in 1961-
1970. 

Figure 7 shows an example of the normal distribution for specific SH energy 
consumption considering the heating season 2011-2012 with about 2,221 HDD at 
20 °C according to “Via della Consolata” weather station. This homogenous group 
refers to residential buildings with S/V lower than 0.32 m2/m3 and buildings built 
before 1945. In green is indicated 68% of the selected data and in red the anomalous 
data with consumptions lower or higher than the average energy-use ± its standard 
deviation. 
 

 
Figure 7. Normal distribution of specific space heating energy consumption for a homogeneous 

group [12]. 

Comparing the results of the bottom-up approach at buildings scale and the top-
down approach at municipal scale, a correction factor is determined. This is 
necessary to improve the accuracy of the bottom-up model, that is a simplified 
model and does not consider important factors such as the spatial variability in solar 
gains, indoor/outdoor air temperatures, the use of RESs and, mainly, the level of 
buildings’ retrofit those changes building energy consumption. To consider these 
variables and to adapt the model to real energy consumption data at building and 
municipal scales, the energy simulations of the bottom-up model are multiplied by 
a correction factor. This factor takes into account the type of environment in which 
the building is located, so it is typical for Turin. 

3.2.3 Model results and validation 

Regarding the bottom-up model, the analysed residential buildings are mainly 
compact and big condominiums with low S/V values. On average the S/V is 0.38 
m2/m3, and the value for all residential buildings in Turin is of 0.6 m2/m3 with lower 
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closes to 0.5 m2/m3 in the historical centre. For each construction year, the analysis 
on different classes of S/V ratio is conducted, as reported in Table 2.  

In Figure 8 the average and standard deviation (with the vertical line) values 
for SH consumption (EPh in kWh/m3/y) are indicated for each construction year. 
Buildings built between 1961 and 1990 consumed more energy for SH than old and 
recent ones, probably due to the thinner structures of the envelopes built during the 
economic boom after the end of the Second World War. After 1991, the average 
energy consumption decreased due to the consequences of the Italian Laws on 
building energy savings (L. 373/76 and L. 10/91). 

Differences in energy consumption, represented by the standard deviation, are 
mainly due to the compactness of the envelope, the heating system efficiency, the 
solar exposition, and other energy-related variables of the buildings. The trend of 
energy consumptions increased after 1960 and decreased after 1991. 

For a higher robustness of the statistical analysis more data on energy 
consumptions are needed, especially for recent buildings built after 2001 (as can be 
observed by the number of buildings in Table 2). 

 

 
Figure 8. Average values of specific space heating consumptions (EPh) and standard deviations 
(vertical lines) of residential buildings by construction year for the heating season 2011-12 [12]. 

For public buildings, consumptions data of 233 buildings are collected. 61% of 
them are schools (142 buildings) and, for this type of public sector, some 
distinctions are made according to the type of school. In Figure 9 it can be observed 
that: (i) nursery and kindergarten buildings consumed more energy, as they require 
warmer environments than primary and secondary schools; (ii) high schools are 
divided into grammar schools and technical institutes because they have different 
timetables and various types of laboratories and activities with consequently 
different energy demands. 
 

 
Figure 9. Average values of specific space heating consumptions (EPh) and standard deviations 
(vertical lines) of non-residential buildings by type of users for the heating season 2011-12 [12]. 
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In Figure 10 the average energy consumption for SH of residential buildings is 
represented for each homogeneous group according to the construction year and 
S/V values. SH consumption increases with higher values of S/V, and the intensity 
of the increase depends on the construction year. 

 

 
Figure 10. Specific space heating consumptions (EPh) of residential buildings according to the 

S/V and construction year [12]. 

As already observed in Figure 10, the older buildings have similar 
consumptions to newer buildings. Therefore, other different clusters are 
investigated. As seen in Figure 11, the buildings built before 1970 and between 
1991 and 2001 can be grouped together, as for the buildings built between 1971 and 
1990. Lower energy consumptions can be noted for newer buildings (built after 
2001) and similar EPs can be observed for buildings with high values of S/V.  

 

 
Figure 11. EPh of residential buildings according to the S/V, grouped into three homogeneous 

classes for different construction years [12]. 

In the development of top-down model, the information of heated volumes in 
the SEAP and in the municipal technical map of the city are compared for all the 
buildings. The average specific energy-use value is deducted from the overall 
consumption for the different type of buildings. In Table 3 the average 
consumptions data used for the buildings in Turin are reported. In brackets the 
corrected heated volumes (that is defined by comparing GIS and SEAP databases) 
and the relative specific energy-uses data is indicated. 
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Table 3. Gross heated volumes of buildings and the relative specific energy-uses for space 
heating and hot water (EPgl) consumption considering the reference heating season of 2011-2012 

with 2,221 HDD at 20°C [12]. 

Type of user N. of buildings Volume (at 2005) km3 EPgl (kWh/m3/y) 
Churches 306 25.52 (510.41) 27.73 (4.45) 
Commercial buildings 2,818 11,691.18 (8,993.22) 17.06 (22.18) 
Hospitals 606 2,508.01 53.03 
Hotels 260 849.21 (424.60) 57.62 (28.81) 
Industrial buildings 4,519 29,713.93 88.70 
Offices 918 3,232.15 22.08 
Residential buildings 44,803 160,548.12 31.09 
Recreational buildings 108 593.94 23.14 
Schools 1,754 5,340.73 25.35 
Services buildings 1,985 5,315.57 30.55 
Sport facilities 397 512,415.11 36.82 
Swimming pools 93 271.89 69.02 
Universities 403 2,147.47 (3,376.43) 41.20 (26.20) 

 
In Table 4, the statistical comparison between bottom-up and top-down models 

using GIS tools is reported. The bottom-up models for residential and non-
residential buildings in Turin are applied using with a correction factor of 1.02 to 
match the results of statistical models of buildings consumption and the SEAP 
municipal energy consumption reported for the year 2005. This value shows the 
good quality and accuracy of buildings database. The correction factor considers: 
the different types of heating systems across the city’s neighbourhoods, the 
percentage of centralized and autonomous systems, the presence of the DHN, and 
the different level of buildings retrofit [145]. 

Table 4. Gross heated volume of residential buildings, HDD, percentage of space heated and 
the correction factor applied to Turin [12]. 

City Turin 
Volume of residential buildings in 2005 (103m3) 160,548 
Volume of residential buildings in 2015 (103m3) 163,362 
Standard HDD at 20°C UNI 10349-3: 2016 2,648 
HDD at 20°C year 2005 2,703 
HDD at 20°C for last 10 years (last 5 years) 2,449 (2,150) 
Thermal energy-use at 2005 (MWh/y) 5,846,863 
Thermal energy-use from District Heating at 2005 (MWh/y) 1,000,104 
% Of heated volumes from ISTAT 2011 database (-) 0.845 
Correction factor (-) 1.02 

 
With these models, the energy-consumption for SH and DHW production can 

be represented with the possibility to also correlate these data with the spatial 
distribution of buildings CO2 emissions.  
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Figure 12. The 10 districts in Turin with the considered weather stations and the average specific 

energy-use EPgl (the scale can be observed in the legend for tertiary sector) [12]. 

In Figure 12 the average specific energy-consumption is represented for the 
different districts with the vertical bar chart (scaled on the value of 42 kWh/m3/y 
for the tertiary sector in yellow). It is possible to observe how specific energy-use 
(EPgl) depends upon neighbourhood as outdoor air temperature may be influenced 
by the UHI effect, in addition to other local climate variations. Notably, lower 
values of EPgl are observed in the city centre (where the effect of UHI higher) 
regardless of whether the neighbourhood is residential, public, or tertiary. 

To sum up, a bottom-up statistical model was designed using measured energy 
data of 2000 residential buildings and a top-down model was designed for the whole 
city (residential, municipal, commercial and industrial sectors). The main energy-
depended variables (e.g., construction period, type of users, S/V) were elaborated 
for the city. Finally, the models were validated against SEAP aggregated city-level 
data. 

To have more accurate analyzes both in terms of precision of the model and in 
terms of temporal analysis, it is necessary to use other techniques and input data, 
such as process-driven models. The main limitation of the models presented in this 
section is that they are not very flexible and do not allow to evaluate how 
consumption changes according to the urban form.  
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 Monthly process-driven models 

This section presents a new bottom-up engineering model at urban scale with 
monthly detail. The model is designed by means of a quasi-steady state method. 
The calculation method refers to ISO 52016-1:2017 [146], ISO 52017-1:2017 [147] 
and ISO 13790:2008 [148] standards. Starting from the existing energy balance at 
building scale, the model is designed by introducing three urban variables 
elaborated with the support of GIS tools. The urban energy balance model is 
designed using as a case study the city of Turin. This place-based methodology is 
applied to thirty-three meshes (districts) with a dimension of 1 km x 1 km. The 
model is validated using the monthly SH and DHW consumption data of three 
consecutive heating seasons. The results showed that the model is very accurate for 
old built areas. The MAPE is 10% for buildings built before 1970, while the error 
reaches 20% for newer buildings. 

The novelty of this energy model is that it adds three urban parameters to the 
energy balance to take into account the urban context. The thermal radiation lost to 
the sky of the built environment is quantified through the use of the SVF, the solar 
exposition is described considering the MOS and the relative height of the district 
with respect to its surroundings H/Havg. 

3.3.1 Methodology 

The presented model is an energy balance at neighbourhood scale that simulates 
monthly thermal energy consumptions of residential buildings connected to the 
DHN. The measured energy data used for the validation refer to three consecutive 
heating seasons (2012-2013, 2013-2014 and 2014-2015). Monthly data about the 
energy consumption for SH and DHW were provided by the IREN district heating 
company for forty-eight meshes (districts) with a dimension of 1 km x 1 km. The 
energy model is set up considering the energy balance indicated in the ISO 52016-
1:2017 and ISO 52017-1:2017 standards for residential buildings. The thermal 
energy demand for humidification and dehumidification is not considered.  

The residential buildings of the city are classified according to the type of 
consumption: space heating “H” or space heating and domestic hot water 
“H+DHW” consumptions. This distinction was made after having analysed the 
consumption data: the meshes in which consumption was known in the summer 
months are identified as H+DHW, while the meshes in which consumption was 
only known for the winter season are classified as H. 

Only residential buildings are considered in this model. The percentage of 
residential buildings located in each mesh is calculated and this percentage is 
applied to the total energy consumption data to consider only the residential quota. 
This methodology hypothesizes that, in each area of the city, residential buildings 
have a certain consumption depending on the characteristics of the buildings, on the 
construction year, and on the shape and orientation of the built context. Since the 



   Chapter 3 
 

60 
 

main quota of energy consumption is due to residential buildings, it is assumed that 
the other buildings have a constant specific consumption [12].  

Two parameters are used to evaluate the distribution of users related to the 
quota connected to the DHN: 

 The percentage of residential, commercial, municipal and industrial 
sectors. These values were calculated using the municipal technical map 
of the city with GIS tools through the information of buildings’ volume 

(net and gross), area, number of floors and type of users. 
 The percentage of volumes connected to the DHN. This value was 

calculated using the data from IREN district heating company (net 
volume) compared to the total volume (from GIS database) of the area. 

Most of the residential buildings were built before 1990 and their shape is quite 
uniform, with only large condominiums being connected to the DHN. 

As previous mentioned, the adopted approach is a bottom-up engineering 
model of the heat and mass flow balance which may be used to predict thermal 
energy-use at a district scale. The model is based on simplified heat transfer 
equations, and three urban variables that affect the thermal consumption of 
buildings are introduced. Existing standards do not consider these parameters, but 
this methodology has introduced them in order to analyse how the orientation of the 
building and how the relationship between a building and its surrounding context 
influence its energy performances. The heat and mass flows of the thermodynamic 
system are represented in Figure 13 with the control surface and the main 
characteristics of the building stock and the surroundings. 

 
Figure 13. Scheme of heat and mass flows of the thermodynamic system of the building stock at a 

neighbourhood scale with the control surface (black line) between the building stock and the 
outdoor environment [46]. 

The EP of buildings is strongly influenced by the climatic conditions. The 
weather data (air temperature, relative humidity, and solar radiation) have been 
associated to each mesh (district), and they refer to the average climatic data of the 
city and to the nearest weather station (WS). 

For each homogeneous group of buildings, the following monthly energy 
balance for SH and DHW production is carried out: 
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 The thermal energy demand of the building envelopes, with heat 
dispersion for transmission and ventilation, and the solar and internal 
heat gains, considering the thermal transmittance values of the 
envelope, the air flow rate, the solar shadings, and the internal heat 
gains. 

 The energy supplied to the buildings, considering the efficiency of SH 
and DHW systems. The distribution losses of the DHN are not 
considered because the energy meters are located near each building. 
Therefore, the efficiency of the systems considers the generation and 
utilization components, respectively from the point of delivery of the 
building to the distribution system and from the distribution system to 
the emission system. 

This place-based method involves the calculation of the energy demand and 
supply of residential buildings necessary to guarantee internal air temperature 
comfort conditions at a temperature of 20°C during the heating season. This 
methodology adapts the energy balance equations at a building scale. Some 
variables used in the standards are modified to describe the phenomenon at a larger 
scale. Three urban variables were added to the energy balance equations: the SVF, 
the MOS and H/Havg. These urban parameters were introduced to evaluate the solar 
exposition (solar heat gains) and heat dispersion (radiative extra-flux to the sky) of 
each mesh. The laminar coefficients (i.e., convective and radiative) of the heat 
losses on the building façade, were selected according to the wind velocities 
recorded by local weather stations and the Italian Standards (i.e., UNI/TS 11300). 
These coefficients were identified by experimental campaigns and CFD analyses. 

Figure 14 shows the process from the input data and pre-processing to the 
simulation procedure: 

 Input data refers to the buildings, climate conditions, and urban 
morphology. Only a number of the indicated urban parameters (with an 
‘x’) are considered in this version of the model.  

 In the pre-processing phase, the input data are elaborated and associated 
to each mesh. 

 The simulation results are compared with the measured data, for 
validation purposes, and the model was calibrated with a number of 
urban variables to optimize it and reduce the error. 

The input data are elaborated with GIS tools and a database is created using: 
the municipal technical map, the territorial database of the region, the socio-
economic data, the WS measurements (HDD, air temperature, relative humidity, 
solar radiation), satellite images (Landsat 8) with a precision of 30 meters available 
from USGS website, the DSM with a precision of 5 meters provided by Piedmont 
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region, and the monthly energy consumptions data provided by the IREN district 
heating company. 

An iterative procedure is performed on excel spreadsheets to reduce the error 
of the energy simulations, using the following quality measures: (i) the error (E) is 
used to compare the results of the model (forecast values) with the measured data; 
(ii) the relative error (Er) and the absolute relative error (|Er|). Er is calculated as 
the difference between measured and forecast value, divided by the measured value. 
|Er| is the measure of the prediction accuracy of the model and is the absolute value 
of the relative error; (iii) the coefficient of determination (R2), which is a key output 
to compare calculated and measured data, and it was used as a guideline to establish 
the accuracy of the model. 

The joint use of these types of error allows to consider both the absolute values 
and the percentage differences between calculated and measured data but also to 
consider ‘acceptable’ higher percentage errors if the absolute consumption value is 
very low. 

In the last part of this analysis, to understand how the urban form influences the 
energy consumption of residential buildings, some simulations are made using the 
variability of two urban parameters: SVF and MOS. Four scenarios are investigated 
considering different levels of unfavorable and favourable conditions. 

 

 
Figure 14. Flowchart of the methodology: data input (building data, climate data and urban 

morphology data), pre-processing (mesh scale data) and simulation (calibration and validation at 
mesh scale) [46]. 
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3.3.2 Input data 

The following data is elaborated by means of GIS tools at a building and district 
scale: 

 Climate conditions (air temperature and relative humidity, solar 
irradiance, HDD), distinguishing between the average monthly data for 
Turin and the monthly data of the nearest WS in order to characterize 
the local climate of the different urban built-up areas. 

 Building characteristics (heated volume, type of building, construction 
year, S/V ratio, net floor surface, opaque and transparent envelope type 
and area). 

 Characteristics of the heating system (centralized or autonomous 
system, system efficiencies, type of energy vector). 

 Urban morphology (solar exposition, streets orientation and SVF). 

Climate data 

The local climate conditions are influenced to a great extent by such 
environmental context factors as the urban morphology, the solar exposition, the 
type of materials of the outdoor spaces and the presence of vegetation and/or water. 

In this analysis, the data of five WSs are used to evaluate how the urban 
characteristics influenced the local climate and the energy consumptions. Two 
models are elaborated. The first one considers the average climatic conditions of 
the entire city, and the second one uses the local climate data registered by the 
nearest WS. As shown in Figure 15, the WSs data (air temperature) are very similar 
even if, in the heating season 2013-2014 with 1,962 HDD (“Via della Consolata” 

WS), a difference of 1°C could influence the energy consumption of about 10%. 
 

 
Figure 15. Distribution of the monthly WS air temperatures for the 2013-2014 season in the city of 

Turin (using data from five WSs) [46]. 

The local climate data used as input data refer to: monthly average values of 
the outdoor air temperature [°C] and monthly average solar irradiance [W/m2] on 
the horizontal plane taken from the WSs in Turin. 
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Building data 

The thermophysical and geometric parameters of the buildings in the analysed 
forty-eight meshes, are characterized using information from the municipal 
technical map of the city (2015), ISTAT census data (2011), European standards 
and data from the literature review [149]. Because of missing data and/or 
anomalies, only a certain number of meshes are analysed to develop the monthly 
energy models. The unused meshes are lacking in data for a few months of the three 
considered seasons. Therefore, to avoid errors in the model due to a lack of data for 
some months and/or due to the presence of erroneous data, only thirty-three of the 
original forty-eight meshes were selected. 

The following data are calculated for each mesh to characterize the residential 
buildings connected to the DHN. The geometrical data are calculated using the 
attribute of a 2D footprint. The territorial database is implemented with other 
official information, such as the characteristics of the territory (using the DSM) and 
the distribution of the population (ISTAT data). 

The typological characteristics of the building used as input data are: (i) net and 
gross heated volume [m3] of the buildings; (ii) net and gross floor surface [m2] of 
the buildings, the net area is obtained by multiplying the gross area by the fn 
coefficient as a function of a typical wall thickness (dm) of the construction period; 
(iii) heat transmission surfaces [m2] of the inferior or ground slab, of the roof or the 
upper slab and of the vertical walls, but the walls adjacent to other heated buildings 
are not considered in the calculation; a transparent surface equal to 1/8 of the floor 
is assumed for the windows (equally distributed among all external wall 
orientations), according to [149]; (iv) solar exposure and orientation, the MOS is 
evaluated considering an average value at a census section scale (at a block of 
buildings scale); (v) shading elements, using the DSM of Turin and the equations 
on solar geometry in GIS (i.e., area solar radiation in spatial analyst tool); (vi) solar 
reflectance of the external outdoor surfaces taken from satellite images (the near-
IR albedo calculated from Landsat 8 images was used in this work [151]). 

The thermal properties of the building used as input data are: (i) thermal 
transmittance [W/m2/K] of the envelope; a specific value is selected for each 
construction year for all the heat transmission surfaces, and an average value is 
associated to each district (1 km2) considering the percentage distribution of the 
buildings with different construction periods [149]; (ii) total solar transmittance 
(ggl) of the transparent envelope; only two values of ggl are considered, with 
reference to the standard (ISO 52016-1:2017): for single glass and for double glass, 
and the construction period and the maintenance level of the buildings are also taken 
into consideration; (iii) the solar radiation absorption coefficient (αsol) of the opaque 
envelope is determined considering the main colour of the building envelope; (iv) 
emissivity (ε) of the envelope is assumed constant for opaque and transparent 
elements; (v) reduction frame factor (FF) of the windows is supposed constant; (vi) 
thermal capacity (Cm) [kJ/m2/K] is determined as a function of the construction 
year; (vii) system efficiencies (η) are determined for the different construction years 
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for the SH and DHW systems, considering the typical centralized and autonomous 
systems that are connected to the DHN (ISO 52017-1:2017, [149]). 

Below is the list of the use of the buildings used: (i) type of use, the buildings 
are classified as residential, municipal, tertiary, and industrial (the municipal and 
tertiary ones are further sub-categorized); (ii) type of ventilation, natural or 
mechanical; (iii) heating season period, which depends on the Italian climatic zone; 
(iv) internal heat gains (Qint), which depend on the use of the of building types (ISO 
52016-1:2017). 

Urban data 

Each mesh is categorized by analysing different urban variables. These 
variables are evaluated using the municipal technical map (2015), ISTAT census 
data (2011), remote satellite images (2015) and the DSM with a precision of 5 
meters. A georeferenced territorial database was created. Average values of urban 
morphology factors are identified for each mesh. 

The H/W, the H/Havg, the BCR and BD are calculated using GIS tools. 
The SVF is calculated with the support of Relief Visualization Toolbox (RVT) 

software [150], an average value of SVF is elaborated and associated to each mesh 
with a GIS tool. The SVF is used to quantify the shading reduction factor (Fsh,ob) 
resulting from external obstacles and the form factor (Fr) between the buildings and 
the sky. The SVF is considered at a mid-height of the buildings (considering an SVF 
= 1 at the building roof level) and this value is constant for each month of the year. 

Albedo near infrared (ANIR) is considered in order to investigate different 
materials used for the urban surfaces can influence the microclimate in the 
surrounding building context. The ANIR is calculated from remote sensing images 
(Landsat 8) referring to November 2nd, 2015, at 10 a.m. with a percentage of cloud 
cover of only 3.9%; three bands (α4, α5 and α7) are used to predict the ANIR [130]. 
These data were assumed constant for each month of the year. 

The presence of vegetation is evaluated with the NDVI using Landsat 8 satellite 
images (for November 2nd, 2015, at 10 a.m.) [151]. Turin is mainly East-South 
oriented, following the course of the Po River and facing the hills. 

The main orientation of the buildings is calculated using the MOS. The optimal 
condition of solar exposition is the East-West axis (with MOS = 1), while the worst 
condition is the North-South axis (MOS = 0). 

3.3.3 Engineering model 

This section describes the method used to define the monthly energy balance 
for a group of residential buildings, adapting the energy balance from a building to 
a district scale. Usually, these standards specify calculation methods that can be 
used to assess the sensible energy needs for SH, based on monthly calculations at 
building scale. This calculation method can be used for residential or non-
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residential buildings and can be applied to buildings at the design stage, to new 
buildings after construction and to existing buildings in the use phase. 

Space heating energy demand 

Equation (1) defines the monthly energy balance of the building stock 
envelope, considering the total heat transfer (𝑄𝐻,ℎ𝑡) and total heat gains (𝑄𝑔𝑛) for 
SH under different climatic conditions: 

𝑄𝐻,𝑛𝑑 = 𝑄𝐻,ℎ𝑡 − 𝜂𝐻,𝑔𝑛 ·  𝑄𝑔𝑛 = (𝑄𝐻,𝑡𝑟 + 𝑄𝐻,𝑣𝑒) − 𝜂𝐻,𝑔𝑛 · (𝑄𝑖𝑛𝑡 +𝑄𝑠𝑜𝑙) (1) 

 
The total heat transfer (𝑄𝐻,ℎ𝑡) is composed of the sum of the heat transfer due 

to transmission (𝑄𝐻,𝑡𝑟) and ventilation (𝑄𝐻,𝑣𝑒), while the heat gains are due to the 
internal (𝑄𝑖𝑛𝑡) and solar (𝑄𝑠𝑜𝑙) heat components. 

The transmission heat transfer, between the heated space of the building stock 
and the external environment, is driven by the difference between the air 
temperature inside the heated buildings (𝑇𝑖) and the external air temperature (𝑇𝑒) is 
assumed constant at 20°C. This methodology introduces a monthly model, and the 
temperature during the day varies slightly, but on average always remains constant. 
Two outdoor air temperature values are considered for 𝑇𝑒: the average monthly 
temperature of five WSs in the city and the monthly air temperature of the nearest 
WS in each mesh. The utilization factor (𝜂𝐻,𝑔𝑛) is a function of the heat flow 
balance through the building envelope and the thermal inertia of the building stock; 
it is evaluated for each month and for each mesh, according to the internal heat 
capacity characteristics of the building stock, considering the different construction 
years. 

The construction characteristics of the building stocks are assumed, in 
consideration of the different construction years and the geometric features of the 
buildings, as evaluated with the support of GIS tools. 

Equations (2) and (3) describe the total heat loss as a result of transmission and 
ventilation of the building stock, respectively, and considering a uniform inside air 
temperature of 20°C during the heating season (𝜏 is the number of hours). 

𝑄𝐻,𝑡𝑟 = 𝐻𝑡𝑟,𝑎𝑑𝑗 · (𝑇𝑖 − 𝑇𝑒) · 𝜏 + {∑𝐹𝑟,𝑘 · 𝜙𝑟,𝑘
𝑘

} · 𝜏 − 𝑄𝑠𝑜𝑙,𝑜𝑝 (2) 

 
The transmission heat transfer coefficient (𝐻𝑡𝑟,𝑎𝑑𝑗) is calculated considering: 

the thermal transmittance values (𝑈) of the buildings for different construction 
years (before 1918, 1919-1945, 1946-1960, 1961-1970, 1971-1980, 1981-1990 and 
1991-2005) for each mesh using the percentage quota per heated volume [149]; the 
opaque and transparent heat dispersing areas (𝐴), calculated by means of GIS tools 
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(with a constant transparent area equal to 1/8 of the building floor surface); and the 
unheated volumes of the attics and cellars. 

The extra heat transfer, considering the thermal radiation lost to the sky, 
depends on the form factor between the building stock and the sky (𝐹𝑟,𝑘) and on the 
thermal radiation lost to the sky (𝜙𝑟,𝑘). 

𝐹𝑟,𝑘 = 𝐹𝑠ℎ,𝑜𝑏 ∙
1 − 𝑐𝑜𝑠𝛼

2
=  (𝟏 + 𝑺𝑽𝑭𝒈)/𝟐 ∙

1 − 𝑐𝑜𝑠𝛼

2
 (2.1) 

𝜙𝑟,𝑘 = 𝑅𝑠𝑒 · 𝑈𝑜𝑝 · ℎ𝑟 ∙ (𝑇𝑒 − 𝑇𝑠𝑘𝑦) (2.2) 
 
The form factor 𝐹𝑟,𝑘 depends on the SVF of the building stock and on the 

inclination 𝛼 of the control surface. The SVF is calculated at the ground level (𝑆𝑉𝐹𝑔) 
for each mesh and an average value of SVF is considered at the mid-height of the 
buildings (considering an SVF of 1 at the building roof level). 

The thermal radiation 𝜙𝑟,𝑘 is calculated considering the control surface with a 
constant external thermal surface resistance (𝑅𝑠𝑒), which is a function of the outdoor 
air velocity, and an external radiative heat transfer coefficient (ℎ𝑟), which is a 
function of the control surface emissivity and of the sky temperatures. 

Moreover, to consider the influence of the direct solar radiation component, 
𝑄𝑠𝑜𝑙,𝑜𝑝 is multiplied by the MOS value, as indicated in Equation (2.3), for zones 
with low relative heights (H/Havg < 1) and with unfavorable orientation of the streets 
(with MOS < 0.5). In this way it is possible to consider a non-optimal solar exposure 
and, as a result, lower solar heat gains. 

𝑄𝑠𝑜𝑙,𝑜𝑝 = {∑𝜙𝑠𝑜𝑙,𝑜𝑝,𝑘
𝑘

} · 𝜏 (2.3) 

with: 

𝜙𝑠𝑜𝑙,𝑜𝑝,𝑘 = 𝐹𝑠ℎ,𝑜𝑏,𝑜𝑝 · 𝐴𝑠𝑜𝑙,𝑜𝑝 · 𝐼𝑠𝑜𝑙,𝑜𝑝 = 𝝎 ∙ (𝟏 + 𝑺𝑽𝑭𝒈)/𝟐 ∙ 𝐴𝑠𝑜𝑙,𝑜𝑝 · 𝐼𝑠𝑜𝑙,𝑜𝑝 

𝝎 =

{
 
 

 
 𝑴𝑶𝑺 𝑖𝑓

𝑯

𝑯𝒂𝒗𝒈

< 1 𝑎𝑛𝑑 𝑴𝑶𝑺 < 0.5

1 𝑖𝑓
𝑯

𝑯𝒂𝒗𝒈

≥ 1 𝑜𝑟 𝑴𝑶𝑺 ≥ 0.5

 

(MOS = 0 for a building axis with a North-
South orientation and MOS = 1 for a building 

axis with a West-East orientation) 

𝐴𝑠𝑜𝑙,𝑜𝑝 = 𝛼𝑠𝑜𝑙,𝑜𝑝 · 𝑅𝑠𝑒 · 𝑈𝑜𝑝 · 𝐴𝑜𝑝 

 
The shading reduction factor (𝐹𝑠ℎ,𝑜𝑏,𝑜𝑝) is a function of the external obstacles 

and is equal to the average value of SVF at the mid-height of the buildings; solar 
irradiance (𝐼𝑠𝑜𝑙,𝑜𝑝) is the amount of incident solar irradiance on the opaque 
envelope; the absorption coefficient (𝛼𝑠𝑜𝑙,𝑜𝑝) of the opaque envelope is supposed 
constant and depends by the average color of the buildings walls; thermal surface 
resistance (𝑅𝑠𝑒) is a function of the outdoor air velocity; the thermal transmittance 
of the opaque envelope (𝑈𝑜𝑝) depends on the different periods of construction; the 
opaque envelope area (𝐴𝑜𝑝) is calculated by means of GIS tools. 
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The total heat transfer (𝑄𝐻,ℎ𝑡) in Equation (1) is also influenced by the 
ventilation heat losses (𝑄𝐻,𝑣𝑒): 

𝑄𝐻,𝑣𝑒 = 𝐻𝑣𝑒,𝑎𝑑𝑗 · (𝑇𝑖 − 𝑇𝑒) · 𝜏 (3) 

with:  

𝐻𝑣𝑒,𝑎𝑑𝑗 = 𝜌𝑎 · 𝑐𝑎 ∙ {∑𝑞𝑣𝑒,𝑘
𝑘

} = 𝜌𝑎 · 𝑐𝑎 ∙
𝑛 ∙ 𝑉

3600
 

 
The value of the heat transfer coefficient resulting from ventilation 𝐻𝑣𝑒,𝑎𝑑𝑗 

depends on the heat capacity of the air per volume (𝜌𝑎 · 𝑐𝑎 = 1,200 J/m3/K), on the 
air flow rate volumes (𝑞𝑣𝑒,𝑘) or on the hourly air exchange volumes (𝑛). 

Equations (4) and (5) describe the total heat gains (𝑄𝑔𝑛), which are obtained by 
summing the internal heat gains (𝑄𝑖𝑛𝑡) and the solar heat gains (𝑄𝑠𝑜𝑙,𝑤). 

𝑄𝑖𝑛𝑡 = {∑𝜙𝑖𝑛𝑡,𝑘
𝑘

} · 𝜏 = {5.294 ∙ 𝑆𝑓 − 0.01577 ∙ 𝑆𝑓
2} ∙ 𝜏 (4) 

 
The internal heat gains 𝑄𝑖𝑛𝑡 are calculated considering the floor area of 

residential buildings and the average area per dwelling (with the geometrical 
characteristics of the building stock calculated with GIS tools and ISTAT census 
data for 2011). 

The global value of the internal heat gains is obtained for residential buildings 
with a net floor area (𝑆𝑓) less than or equal to 120 m2 (UNI/TS 11300-1:2014 issued 
to implement the European Directive 2002/91/CE). 

𝑄𝑠𝑜𝑙,𝑤 = 𝝎 · {∑𝜙𝑠𝑜𝑙,𝑤,𝑘
𝑘

} · 𝜏 (5) 

with: 

𝜙𝑠𝑜𝑙,𝑤,𝑘 = 𝐹𝑠ℎ,𝑜𝑏,𝑤 · 𝐴𝑠𝑜𝑙,𝑤 · 𝐼𝑠𝑜𝑙,𝑤 = (𝟏 + 𝑺𝑽𝑭𝒈)/𝟐 ∙ 𝐴𝑠𝑜𝑙,𝑤 · 𝐼𝑠𝑜𝑙,𝑤 

𝐴𝑠𝑜𝑙,𝑤 = 𝑔𝑔𝑙 · (1 − 𝐹𝐹) · 𝐴𝑤 
 
The solar heat gains 𝑄𝑠𝑜𝑙,𝑤 are calculated by multiplying the heat flow rate, due 

to the solar heat sources 𝜙𝑠𝑜𝑙,𝑤,𝑘 by 𝜔 considering the solar exposition (as 
mentioned above); the shading reduction factor, due to the external obstructions 
(𝐹𝑠ℎ,𝑜𝑏,𝑤), is calculated considering the SVF; the effective glazing area (𝐴𝑠𝑜𝑙,𝑤) 
pertains to the window area (𝐴𝑤), the window frame factor (𝐹𝐹) and the total solar 
energy transmittance of the glasses (𝑔𝑔𝑙) for the different construction years of the 
buildings. 
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Domestic hot water demand  

The energy demand for domestic hot water (𝑄𝑊,𝑛𝑑) is calculated according to 
Equation (6). 

𝑄𝑊,𝑛𝑑 = 𝜌𝑤 · 𝑐𝑤 ·∑𝑉𝑤,𝑖 · (𝑇𝑒𝑟,𝑖 − 𝑇𝑜) · 𝐺

𝑖

 (6) 

with:  

𝑉𝑤,𝑖 = 1.067 · 𝑆𝑓 + 36.67 
 
Where 𝜌𝑤 and 𝑐𝑤 are the density and the specific heat of water, respectively; 

𝑉𝑤,𝑖 is the required daily volume of hot water; (𝑇𝑒𝑟,𝑖 − 𝑇𝑜) is the difference between 
the hot water supply temperature (assumed equal to 40°C, with reference to the 
standard ISO 52017-1:2017 condition) and the incoming cold water temperature 
(assumed equal to the annual air temperature); 𝐺 is the number of days of the 
considered calculation period (year) which, in this case, is equal to 365 days; 𝑉𝑤,𝑖 
is the required daily hot water volume as a function of the average floor area per 
dwelling in each mesh; for residential buildings, 𝑉𝑤,𝑖 is obtained by the standard 
(ISO 52017-1:2017) for apartments with net floor surfaces (𝑆𝑓) between 50 and 200 
m2. 

Heat energy consumption 

The energy need (𝑄𝐻,𝑛𝑑 and 𝑄𝑊,𝑛𝑑) being known, annual average values of the 
system efficiencies (𝜂𝐻 and 𝜂𝑊) are used to quantify the energy supplied for space 
heating (𝑄𝐻) and domestic hot water (𝑄𝑊) at district scale for each 1 km2 mesh: 

𝑄𝐻 =
𝑄𝐻,𝑛𝑑
𝜂𝐻

 𝑄𝑊 =
𝑄𝑊,𝑛𝑑
𝜂𝑊 

 (7) 

 
To exclude the quota of non-residential energy consumption, it is assumed that 

the non-residential users have a constant specific consumption (expressed in 
kWh/m3/y) [12]. This hypothesis can be considered acceptable since the 
consumption provided by the IREN district heating company is mainly for 
residential buildings. 

Theoretical backgrounds 

In this subsection the comparison between the standard energy balance at 
building scale and the new energy balance at neighbourhood scale is explained in 
detail. Referring to the energy balance equations for residential buildings of the new 
model, the various variables introduced in the urban-scale model are summarized 
in Table 5. 
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Table 5. Comparison between energy balances at building scale with the new model at 
neighbourhood scale [46]. 

Standard energy balance at 
building scale New energy balance at neighbourhood scale (mesh scale) Eq. 

The energy needs 𝑄𝐻,𝑛𝑑 and 
all terms of the energy 

balance refer to a single 
residential building. 

𝑄𝐻,𝑛𝑑 and all terms of Eq. 1 refer to the residential buildings 
in a neighbourhood; the quota of residential buildings is 

calculated by the percentage in volume. 
(1) 

The transmission heat transfer 
coefficient (𝐻𝑡𝑟,𝑎𝑑𝑗) is 
calculated with thermal 
transmittances and heat-
dispersing areas of the 

building envelope. 

𝐻𝑡𝑟,𝑎𝑑𝑗  is calculated knowing: the areas and the thermal 
transmittances, by average values weighted on the volumes 

of buildings of different construction periods. 
(2) 

The outdoor climatic variable 
(as the air temperature 𝑇𝑒) is 
the monthly average value 

recorded locally. 

For a district, 𝑇𝑒 is the monthly average value recorded by 
the nearest WS; for the city, the average value is calculated 
considering all WSs. The same applies to all other climatic 

variables. 

(2), 
(2.2), 
(3), 
(6) 

The form factor between the 
building surfaces and the sky 
(𝐹𝑟,𝑘) is calculated knowing 
the shading reduction factor 
𝐹𝑠ℎ,𝑜𝑏 and the surfaces 

inclination. 

The form factor between the buildings and the sky (𝐹𝑟,𝑘) is 
calculated with the average values of SVF on the envelope 
surfaces (e.g., for the vertical walls at the mid-height of the 

buildings). 
(2.1) 

The solar heat gains through 
the envelope elements (𝑄𝑠𝑜𝑙) 

are calculated knowing 𝐹𝑠ℎ,𝑜𝑏 ,  
𝐴, 𝛼𝑠𝑜𝑙,𝑜𝑝, 𝑈𝑜𝑝, 𝑔𝑔𝑙  and 𝐹𝐹 of 
each opaque and transparent 

surface. 

The 𝐹𝑠ℎ,𝑜𝑏 is equal to the average value of SVF on the 
envelope surfaces multiplied by the solar exposition of the 

district 𝜔; the solar exposition 𝜔 considers the height of the 
buildings compared with their surroundings and their main 
orientation. The envelope area is calculated with GIS tools 

and for 𝛼𝑠𝑜𝑙,𝑜𝑝, 𝑈𝑜𝑝 and 𝑔𝑔𝑙an average value is utilized 
depending by the period of construction. 

(2.3), 
(5) 

The ventilation heat losses 
(𝑄𝐻,𝑣𝑒) are calculated 

knowing the air volume of a 
buildings and the air flow rate 

of the type of user 
(residential). 

The air volume and the air flow rate of all buildings are 
calculated with GIS tools knowing the: gross volume of 
buildings, envelope thickness, percentage of occupied 
volume and percentage of residential buildings in the 

districts. 

(3) 

The internal heat gains (𝑄𝑖𝑛𝑡) 
depends by the useful floor 
area and by the type of user 

(residential). 

𝑄𝑖𝑛𝑡  is calculated with GIS tools knowing the: gross area of 
buildings, envelope thickness, percentage of occupied 

volume and average floor area of dwellings. 
(4) 

The energy demand for 
domestic hot water (𝑄𝑊,𝑛𝑑) 

depends by the required 
volume of hot water and the 
water temperature gradient. 

𝑄𝑊,𝑛𝑑 at depends by the: number of dwellings, average 
dwelling floor area, percentage of DHW systems connected 

to the DHN and the water temperature supplied by the 
aqueduct (𝑇𝑒= average annual external air temperature). 

(6) 

The energy supplied for space 
heating (𝑄𝐻) and domestic hot 

water (𝑄𝑊) for each district 
depends by the energy needs 

and the efficiency of the 
systems 𝜂). 

The efficiencies of the systems 𝜂 were obtained by average 
annual values weighted on the volumes of buildings of 

different construction periods. 
(7) 
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3.3.4 Model application 

The model is applied to the city of Turin that is in the North-Western part of 
Italy, in the climate zone E with 2,648 HDD (according to UNI 10349-3:2016). 
Averaging over the five WSs considered, the HDD for the three consecutive heating 
seasons analysed are: 2,388 HDD for 2012-2013, 2,028 HDD for 2013-2014 and 
2,054 HDD for 2014-2015. 

There are about 60,000 heated buildings, of which 45,000 are residential, and 
the quota of heated gross volume is 232 Mm3. The residential sector is mainly made 
up of large and compact condominiums. More than 24,000 residential buildings 
(55%) have the S/V less than 0.45 m2/m3 (average value of Turin is 0.55 m2/m3). 
The 57% of residential buildings were built before 1960, 80% of the buildings were 
built before 1970 (before the first Italian Law 373/1976 on buildings energy 
savings), 15% of the residential buildings were built between 1970 and 2000 and 
only 2% were built after 2006. 

This methodology has investigated residential buildings connected to the DHN 
and the territorial analysis unit is a 1 km2 mesh. A total of 28,186 heated buildings 
are analysed in the 48 meshes, of which 78% (22,007) are residential buildings. 

The main construction year of the residential sector is between 1946 and 1970 
(52%): 7% of the residential buildings were built before 1918, 19% were built 
between 1919 and 1945, 11% between 1971 and 1980 and 10% after 1981 (only 
2% were built after 2006). 

The average S/V value is 0.54 m2/m3 and the median value is 0.44 m2/m3. The 
shapes of the buildings are quite homogenous in the considered areas. The 
residential buildings have a somewhat constant height of 18.5 m, and they are 
mainly large condominiums with low S/V values. The occupancy ratio of the 
residential buildings is close to 0.93, and this value is typical of the residential 
sector. 

The quota of DHW of the buildings connected to the DHN is low, around 10% 
and the percentage of buildings connected to the DHN is on average 55%, but this 
value varies a lot depending by the zone. Some meshes are excluded in this analysis 
because the type of energy consumption changed in the analysed period (only H in 
some seasons and H+DHW in other seasons). 

Since the model is based on the energy consumption of residential buildings 
connected to DH, the accuracy of the model depends on the number of buildings 
connected to the DHN.  
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(a) (b) 

Figure 16. Case study: (a) Distribution of the 48 meshes (1 km2) and classification of the type of 
energy consumption: space heating ‘H’ in red, space heating and domestic hot water ‘H+DHW’ in 

blue, ‘H’ and/or ‘H+DHW’ in yellow (the identification code (ID) is inside the meshes); (b) 
Identification of the nearest WS for each mesh and distribution of the different types of user 

considering 4 sectors: residential (red), tertiary (yellow), municipal (blue) and industrial (violet) 
[46]. 

Figure 16 shows the location of the 48 meshes analysed and information about 
the types of energy consumption, the nearest WS and the different type of users at 
a district scale. Figure 16a shows the 15 yellow meshes that are excluded from the 
analysis because they had some season with only H and others with H+DHW, 10 
meshes with only H and 23 meshes with H+DHW. Figure 16b shows the five WSs 
considered in this work: it can be observed that, for some meshes, the nearest WS 
does not describe the real weather conditions of the area (the station is too far away). 
The average Turin weather data are also used to design the model, and the result of 
two models are compared to evaluate how the urban characteristics influence the 
local climate and the energy consumption. The comparison of the two models 
allows to understand how much the precision of the models varies according to the 
climate and local climate characteristics. 
 
Assumptions 

Some assumptions have been made to apply the monthly energy model at a 
neighbourhood scale. Most of Turin’s residential building stock is built before 1970 
(80%), and the structural characteristics of the buildings are quite homogeneous. 
Therefore, it is assumed that the analysed residential buildings had certain factors 
in common (calculated using the European standards in force): 

 The gross heated volumes connected to the DHN are calculated from 
the net volumes divided by 0.75, as specified by the IREN district 
heating company. 

 The U-values are calculated for each mesh considering the percentage 
of building volumes for each construction year, and an average value 
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was identified by distinguishing between transmittance vertical walls, a 
transparent envelope, a floor with a basement (with an adjustment factor 
for unconditioned spaces, btrfloor = 0.8) and a ceiling with an unheated 
attic and an uninsulated roof (btrroof = 0.9). In Table 6 the data about the 
thermal transmittance for the different construction years are reported. 

 The fn coefficient, which is used to obtain the net usable floor area from 
the gross area, is calculated considering the construction year of the 
buildings. 

 The thermal capacity is assumed constant, with Cm = 165 kJ/m2/K for 
buildings with no or external thermal insulation, with a medium or 
heavy envelope and a greater number of floors than 3. 

 The average colour of the opaque envelope is an average one, neither 
dark nor clear, with a solar radiation absorption coefficient of αsol = 0.6 
and an emissivity ε = 0.9. 

 The external surface heat resistance Rse is taken as 0.04 m2K/W, 
considering that the contribution of wind to the different areas in Turin 
is negligible (about 1.4 m/s, according to UNI 10349:2016). 

 The window area is calculated considering 1/8 of the net floor area 
(according to the indications of the Italian hygienic standards for 
buildings D.M. 5/7/1975). The frame factor FF was assumed constant 
and equal to 0.8; the total solar energy transmittance values of the 
glasses ggl, are defined as a function of the construction year of the 
buildings and their level of maintenance referring to single glass (ggl = 
0.85) or to double glass (ggl = 0.75). 

 An air exchange rate of n = 0.5-0.3 h-1 is assumed for natural ventilation 
in residential buildings, depending on their construction year and level 
of maintenance. 

 The heating season for the city of Turin is from October 15th to April 
15th and covers a period of 183 days. The full months of October and 
April are considered in the energy simulations because the systems are 
switched on before this date in order to have all the heating systems 
active on October 15th; the same procedure takes place for the 
shutdown: the systems are gradually switched off from April 15th and 
the heating period is therefore generally longer.  

 The average value of the usable floor area per dwelling (Sf) is used to 
evaluate the DHW consumption of each mesh and it was always less 
than 200 m2 (with an average value of 88 m2). 

 The internal heat gains are calculated for each mesh, considering the 
average floor area per dwelling as 3.9-5.2 W/m2 (with an average value 
of 4.9 W/m2). 

 The system efficiencies of the SH and DHW are calculated for each 
mesh, considering the connection to the DHN (in Table 6, [149]). 
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For SH systems an average value is calculated for the different 
construction years as “multi-unit housing” building classes; a typical 
heating system is considered to consist of a radiator emission system on 
uninsulated walls with a climate control system, a vertical distribution 
system with about 4 floors and a heat exchanger as the generation 
system; according to construction year, the overall system efficiency 
was taken on average equal to 0.67-0.81 taking into account that the old 
boilers have been partially replaced with the district heating heat 
exchangers (according to the percentage of buildings connected to the 
DHN). 
For DHW systems the overall system efficiency is assumed to be about 
0.60; the percentage of buildings connected to the DHN for this service 
was calculated for the consumption of DHW. 

Table 6. U (W/m2/K) and ɳH (%) values for buildings with different construction years [46]. 

Variable <1918 1919-45 1946-60 1961-70 1971-80 1981-90 1991-2005 
Uwindow,  4.85 4.75 4.40 4.90 4.57 3.80 2.15 

Uroof 1.80 1.80 1.80 2.20 2.20 1.18 0.68 
Uwall 1.45 1.35 1.18 1.13 1.04 0.78 0.70 
Uslab 1.75 1.58 1.23 1.30 1.21 1.95 0.80 

H (with gas boiler) 67 67 (1961-76) 69 (1977-93) 75 
H (connected to DHN) 78 79 (1961-76) 82 (1977-93) 84 
 
Homogenous groups 

33 meshes with complete data on energy consumption for H and DHW from 
October 2012 to January 2016 are selected to apply and validate the monthly energy 
model. A consistent quota of residential buildings is found in most of the meshes, 
and the model is therefore studied for this type of user as the percentage in volume 
of the heated residential buildings in each mesh is known. The IREN district heating 
company supplied the monthly energy consumption data for each mesh, and the 
total of the heated volumes connected to the DHN. 

Two types of energy balance models are created based on the type of 
consumption: group 1 (H+DHW) had 23 meshes with information on the SH and 
DHW consumptions, and group 2 (H) is composed of 10 meshes with only 
consumption information for SH consumption. 

The data on energy consumption are available for each mesh and for three 
consecutive heating seasons: 2012-2013, 2013-2014 and 2014-2015. The meshes 
with low percentages of residential buildings, especially in the peripheral areas, 
may yield less accurate energy performance results. 

The group 1, H+DHW, is divided into three homogenous groups of buildings, 
according to their construction year: H+DHW|1 construction year < 1960, 
H+DHW|2 construction year 1961-1970, H+DHW|3 construction year 1971-1990. 
The S/V of the residential buildings in these areas is constant, with an average value 
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of 0.53 m2/m3 and a standard deviation of 0.07 (i.e., large condominiums). The 
energy-use model of the residential buildings is analysed considering the energy 
consumption of all the buildings and the proportion of residential buildings 
connected to the DHN. The meshes showed a high percentage of residential 
buildings (an average value of 72%), but there are some meshes (ID: 979, 1141, 
1300, 1350, 1353 and 1403) that had a smaller percentage, and the energy 
simulations could be less accurate. The state of maintenance of the buildings is 
generally good, with higher values for new buildings, and the average U-values are 
higher for the meshes with older buildings. Systems efficiency is about 72-75 % 
depending on the percentage of buildings connected to the DHN and the different 
construction years. The BCR is higher for the residential buildings built before 1960 
than for the buildings built later on, and the building density is in general greater in 
the central historical urban area of Turin. The H/W is also higher in the meshes with 
buildings built before 1960, while the H/Havg is basically equal for all the built-up 
areas. The SVFg is lower for the high-density areas and higher in the areas with a 
lower BCR (ID: 1296, 1350, 1403, 1404) and in zones with a high presence of 
vegetation (high NDVI in ID: 979, 980). 

The second homogenous group, H, is composed of 10 meshes. Due to the 
limited number of meshes, no subdivisions are made for the building construction 
years, consequently the accuracy of this model is lower. In this group, residential 
buildings were mainly built between 1961 and 1970 (6 meshes), the level of 
maintenance is more than sufficient, and the S/V was similar, with an average value 
of 0.58 m2/m3 and a standard deviation of 0.05. The percentage of residential 
buildings is in general above 77% (median value), with an average value of 69 %; 
only three meshes (ID: 1034, 1402 and 1405) had a lower percentage. As already 
mentioned, the U and the systems efficiency (≅ 72 %) depend on the construction 
year. SVFg is relatively constant, with an average value of 0.54. The presence of 
vegetation is somewhat scarce since the analysed areas are in a consolidated urban 
context. Three meshes (ID: 1031, 1032 and 1033) had a slightly high NDVI value, 
because they are near a park or a green area. The other urban variables showed that 
the areas are densely built, and the buildings had similar heights (with H/Havg of 1). 

Table 7. Variability of the building characteristics [46]. 

Group Period S/V Maint. 
level 

BCR H/W H/Havg MOS SVFg ANIR NDVI 
- - m2/m3 - - - - - - - 

H+DHW|1 < 1960 
0.47-
0.76 2-4 0.20-

0.43 
0.29-
0.56 

0.92-
1.02 

0.34-
0.53 

0.34-
0.53 

0.1-
0.13 

0.08-
0.18 

H+DHW|2 1961-70 
0.43-
0.61 2-4 0.27-

0.40 
0.31-
0.47 

0.98-
1.03 

0.35-
0.45 

0.40-
0.60 

0.11-
0.14 

0.13-
0.22 

H+DHW|3 1971-90 
0.37-
0.53 3-4 0.15-

0.29 
0.25-
0.42 

1.01-
1.08 

0.35-
0.48 

0.55-
0.73 

0.12-
0.16 

0.14-
0.29 

H - 
0.47-
0.64 3-4 0.19-

0.36 
0.24-
0.46 

0.95-
1.03 

0.29-
0.56 

0.47-
0.6 

0.12-
0.17 

0.11-
0.32 
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Table 7 describes the field of application of the models according to the 
variability of the data. The variability of S/V, level of maintenance (1 = very bad, 4 
= optimal), BCR, H/W, H/Havg, MOS, SVFg, ANIR and NDVI are indicated for each 
group. It can be observed that: (i) the variability of BCR and ANIR is low, because 
the urban context is consolidated, and the territory is densely built up; (ii) H/W has 
a similar range for each group; (iii) the H/Havg is close to 1, with the exception of 
the H+DHW|3 group (in which the buildings have more solar gains); (iv) MOS has 
a less variability, because most of the blocks of buildings have a North-South 
orientation; (v) meshes located in the peripheral areas have higher SVF and NDVI 
values, due to the lower urban density and the greater presence of green areas and 
parks. These data are used in the model to evaluate how energy consumption varies 
for different solar exposition values (SVF, H/Havg and MOS). The homogeneous H 
group shows a lower EP than the H+DHW groups, and the consumptions are lower 
in the centre of the city (high-density areas). Decreasing values of BCR have be 
observed from the centre to the peripheral areas, while rising values can be 
perceived for the SVFg and H/Havg. Regarding the MOS, the main streets in the 
historical centre of Turin are about 30° from the North-South axis along the Po 
River and face the hills. 

3.3.5 Model results and validation 

This section presents and discusses the results obtained for each mesh from the 
application of the monthly energy balance models to the residential buildings. The 
data are divided into two groups: group 1, referring to the energy-use for H+DHW 
in 23 meshes, and group 2, referring to the energy-use for H in 10 meshes. The 
following steps summarize the main phases for the definition of the model: 

 Identification of the input data of the built environment. At first, data 
about the main characteristics of the built environment were used for 
each mesh together with the calculation the geometric variables with 
GIS tool. The buildings were grouped for construction years and 
therefore at each group the characteristics of those buildings have been 
associated with a weight equal to the percentage quota in volume. Many 
attempts have been made to reduce model errors; for example, entering 
the maintenance level to reduce the thermal transmittance of the 
windows, but this evaluation did not lead to a significant improvement 
of the model. 

 Introduction of the SVF to describe the solar exposition and the thermal 
radiation lost to the sky of the built environment. 

 To consider the paths of the sun (and to reduce errors), in the calculation 
of solar exposure, the MOS and the H/Havg have been added. 

 Comparison of the simulation results using between the average climate 
data in the city of Turin and the data of the nearest WS to each mesh. 
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After identifying the main variables that affect energy consumption, the model 
is optimized to improve accuracy. Different types of errors are considered. With the 
support of the iterative procedure on excel spreadsheets, the errors are reduced by 
introducing new data and urban variables. Since in almost all the meshes the share 
of residential buildings connected to the DHN is prevalent, a constant specific 
consumption has been assumed for non-residential buildings. For the industrial 
activity, only in three meshes there are high percentages of this activity: 1350, 1403 
and 1402; this area is the industrial zone (called “Mirafiori”). From the analysis it 
has emerged that: 

 29 meshes have consumption related to residential users, with a high 
percentage of residential buildings of on average 76%. 

 In the meshes 979, 1034, 1141, 1300, 1353 and 1405 there is a high 
percentage of municipal and commercial buildings; as already 
mentioned, the energy consumption for SH of commercial buildings 
was considered constant with an annual specific consumption of 22-30 
kWh/m3/y [12]. 

 In the meshes 1350, 1402 and 1403 half of the buildings are residential 
and the other half industrial; mainly residential buildings are connected 
to the DHN and, for the remaining industrial portion (e.g., “Mirafiori”), 
a constant specific consumption was used. 

Figure 17 shows some examples of the monthly consumptions for SH and the 
DHW profile with reference to the following meshes: 1350 (Figure 17a), for 
residential buildings built between 1946 and 1960; 1351 (Figure 17b), for 
residential buildings built between 1961 and 1970; 1296 (Figure 17c), for 
residential buildings built between 1971 and 1980. The higher relative errors that 
can be observed in the mid-seasons are due to different utilization factors or types 
of regulation system.  
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(a) 

 
(b) 

 
(c) 

Figure 17. Monthly space heating and domestic hot water profile [MWh/month] for the 
August 2014 - August 2015 period: comparison between measured and simulated consumptions 
using the nearest WS ‘Politecnico’ and the average weather data were used: (a) mesh ‘1350’; (b) 

mesh ‘1351’; (c) mesh ‘1296’ [46]. 
 
The energy consumptions are compared considering the average weather data 

from five WSs in Turin (Tavg) and the weather data from the nearest WSs (Tws). The 
results show that the air temperatures Tws are slightly higher than the average air 
temperatures Tavg in Turin and the results of the calculated energy consumptions in 
these cases are consequently higher. The data regarding DHW use are quite constant 
during spring and summer, but this trend depends on the number of buildings that 
have hot water systems connected to the DHN in each mesh. 

The absolute relative errors |Er| are reported in Figure 18. The |Er| is chosen to 
present the results because it is more significant and the difference between the 
monthly measured values and the calculated values add up because they are always 
positive. In this work, the absolute relative errors are considered not significant 
when the energy consumptions are low. To take into account any final balance 
adjustments of the effective energy consumptions made by the IREN energy 
company, the global consumption is measured for the three heating seasons and 
compared with the result of the model.  

In general, |Er| values are variable between 4-17% but higher values (e.g., 
meshes: 979, 1190 and 1402) can be observed when the number of buildings 
connected to the DHN is very low (% of DH and number of buildings). Moreover, 
the meshes 1402 and 1403 have and high percentage of industrial buildings and 
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then the accuracy of this model is lower. The Er and |Er| increased when the Tavg 

was used, although no significant differences were observed. 
 

  
(a) (b) 

  
(c) (d) 

Figure 18. Absolute relative errors |Er|: (a) H+DHW: <1960; (b) H+DHW: 1961-70; (c) H+DHW: 
1971-90; (d) H: for all construction years [46]. 

The absolute relative errors |Er| of the model are mapped at a mesh scale, as 
shown in Figure 19. As previously mentioned, there are no major error differences 
between the model with the average Turin air temperatures data and the data from 
the nearest WS. These results, which have similar errors, are because the analysis 
is made on large neighbourhoods of 1 km2 or maybe Turin is not a very large city. 
Consequently, there are no high variations in air temperature, since the analysed 
areas are all urbanized, and there are limited microclimatic variations. 

Comparing errors with the information in Figure 17 and Figure 18, higher |Er| 
can be observed in meshes with: (i) a low percentage of buildings connected to the 
DHN (meshes: 1033, 1034, 1190, 1402); (ii) a low percentage of residential 
buildings (meshes: 1141, 1034 and 1402), for example, there is a significant quota 
of municipal buildings in mesh 1141; (iii) high values of NDVI (more green areas) 
and/or high values of albedo ANIR (meshes: 979, 1033, 1034, 1190); (iv) high BCR 
(meshes: 1034, 1086, 1190, 1298, 1353, 1402); (v) low SVFg (meshes: 1033, 1034, 
1141, 1244, 1297); (vi) low values of H/Havg (meshes: 1033, 1034, 1141, 1190, 
1402). 

Mesh 979 is considered as a particular case because it is the only mesh with 
most buildings built during the 1981-1990 period. As not enough data are available 
for this construction year, it is not possible to optimize the model for this group. 
However, further evaluations could be made with more data to understand whether 
and if so, what other urban parameters affect the energy consumption of buildings 
built between 1981 and 1990. 
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(a) (b) 

Figure 19. Absolute relative error with reference to the monthly energy balance model using data 
from the nearest WS; (b) Absolute relative error with reference to the monthly energy balance 

model using the average Turin data [46]. 

Figure 20 below refers to a comparison of the measured data (y-axis) with the 
calculated data (x-axis). The global consumptions (of three consecutive heating 
seasons) are indicated for each mesh and the H+DHW group (Figure 20a) is 
distinguished from the H group (Figure 20b). 

Some simulations are conducted to understand how the urban form influences 
the energy consumption of residential buildings. Using the variability of the data 
(Table 7), four scenarios are hypothesized considering different levels of solar 
exposition: (i) unfavorable low solar exposition, with an SVF of 0.34 and MOS of 
0.35; two intermediate conditions, with (ii) an SVF of 0.34 and MOS of 0.56 and 
(iii) an SVF of 0.73 and MOS of 0.35 (iv) favourable conditions with high solar 
exposition, with an SVF of 0.73 and MOS of 0.56. 

 

  
(a) (b) 

Figure 20. The calculated energy consumption value on the x-axis were compared with the 
measured value on the y-axis: (a) the ‘H+DHW’ group and (b) the ‘H’ group [46]. 

The results of scenarios (ii), (iii) and (iv) are compared in Figure 21. 
Comparison of the energy consumptions for different solar exposition scenarios: (i) 
SVFg = 0.34 and MOS = 0.35; (ii) SVFg = 0.73 and MOS = 0.35; (iii) SVFg = 0.34 
and MOS = 0.56; (iv) SVFg = 0.73 and MOS = 0.56 [46]. with the most unfavorable 



   Chapter 3 
 

81 
 

scenario (i) for all the H and H+DHW groups. The results show that the energy 
consumptions with the more favourable conditions of solar exposition (scenario 
(iv)) decreased by 10.9% compared with the most unfavorable conditions (scenario 
(i)). These results are the average values of the 33 analysed meshes. 
 

 
Figure 21. Comparison of the energy consumptions for different solar exposition scenarios: (i) 

SVFg = 0.34 and MOS = 0.35; (ii) SVFg = 0.73 and MOS = 0.35; (iii) SVFg = 0.34 and MOS = 0.56; 
(iv) SVFg = 0.73 and MOS = 0.56 [46]. 

Two examples of meshes with buildings from different periods of construction 
are compared in Figure 22 with different solar expositions. Again, in this case, the 
most unfavorable condition (scenario (i)) is compared with the more favourable 
solar expositions (scenarios (ii), (iii) and (iv)). The results show a few differences: 
there are lower energy consumptions for the 1300 mesh with older buildings and 
the energy consumptions could be reduced by as much as 10.1% with better solar 
conditions, while this difference is 8.4%. 

 

 
Figure 22. The energy consumption trends with the outdoor air temperature for two meshes with 

different construction periods and different solar expositions: mesh no. 1300 (1919-45 period) and 
mesh no.1085 (1961-70 period) [46]. 
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In summary, several district in the city of Turin were selected, in which the DH 
energy demand was available. The energy demand for SH and DHW in these 
districts was simulated using monthly process-driven models, based on a quasi-
stationary methods corrected by some urban parameters (i.e., SVF, H/Havg, MOS). 
Models were validated against measured DH data. The impact of urban parameters 
on the EP of buildings was investigated, and it has emerged that the SVF is more 
influential than the MOS. In the next sections, a sensitivity analysis investigates 
more in depth the effect of urban morphology and the other energy variables on 
consumptions. 

 Hourly process-driven models 

In order to evaluate the thermal peak loads, an hourly model is developed. A 
dynamic energy model to be applied at the urban scale is created starting from the 
energy balance equations at a building scale (according to ISO 13786:2018, ISO 
52016-1:2017, ISO 52017-1:2017, and ISO 13790:2008 standards). One of the 
novelties of this urban energy model is that it can be applied to groups of buildings 
considering the energy-related variables that describe the urban morphology. These 
variables are introduced in the incoming and outgoing energy flows of the energy 
balance equations. The aim of the development of the dynamic engineering model 
is to investigate the following topics: 

 Why should we use hourly models? The DHN is dimensioned according 
to the peak of hourly energy demand. Therefore, the evaluation of the 
morning peak of consumption is a key factor related to the capacity of 
the energy distribution network. Moreover, hourly models can be also 
used to evaluate the optimization of the energy supply/demand, 
especially boosting renewable technologies.  

 Is this hourly model accurate? How precise would the results be if the 
model is applied at an urban-territorial scale and to a group of buildings? 
The novelty of this model is its application to homogeneous groups of 
buildings using urban morphology variables. The model has been 
simplified so that it can use the data available for all the buildings in a 
city; it must provide results quickly, but these results should be accurate. 

 Starting from the consideration that the model will be used to calculate 
the hourly consumption of buildings in a city, it is better to consider the 
temperature inside the buildings to be constant (e.g., set-point range) or 
variable according to the weather conditions? 

Summing up, it is a simplified engineering model that uses a bottom-up 
approach applied at the urban scale. It uses existing territorial databases and a place-
based assessment through GIS tools. The model is studied to consider the 
interactions between buildings introducing new urban variables. Furthermore, with 
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this energy model it is possible to evaluate the future energy efficiency or renewable 
energy scenarios, representing the spatial distribution of the energy demand/supply 
to achieve energy and climate targets [55,152]. 

3.4.1 Methodology 

This section describes the input data and explains the equations that regulate 
the energy balance of buildings and groups of buildings. 

In this first part of this analysis, residential buildings with different energy 
consumptions are characterized according to the main variables that influence their 
energy consumptions. Subsequently, the buildings are characterized into archetypes 
and grouped into clusters according to their typologies and consumptions.  

The energy model is applied to the different clusters, identifying the most 
effective input data. Finally, to further reduce the errors, the buildings’ temperature 

profiles are corrected, considering climatic conditions. 
The accuracy of this hourly energy balance model is evaluated by comparing 

the forecast energy supplied with the measured consumptions for the 2013-2014 
heating season. The development of this model can be divided into three parts 
(Figure 23): 

1. Input data have been collected and processed using existing databases 
and the energy consumption provided by the IREN district heating 
company. The data have been processed and georeferenced with the 
support of a GIS tool. 

2. The energy balance with an iterative procedure is designed, dividing 
residential buildings into four clusters (homogenous groups) according 
to the hourly consumption profiles and the construction periods. The 
profiles of the building temperature, simulated using the energy balance 
equations, are compared with the indoor comfort temperature 
(according to ISO 7730: 2005 and EN 16798-1:2019). To further 
optimize the model, the internal temperature of the buildings is 
corrected, considering the climatic conditions (external air temperature 
and sol-air temperature). 

3. The energy consumptions are simulated using optimized energy balance 
equations and have been compared with the measured energy 
consumptions to test the accuracy of the model and validate it. 

This place-based methodology is able to calculate the time series of internal 
temperature and the heat loads, using equations for the transient heat and mass 
transfer between the external and internal environment through the opaque and 
transparent elements bounding the building, as a function of internal and external 
heat flow and temperature. The thermal balance of building is made up at an hourly 
time interval. The main goal of this kind of model is to consider the influence of 
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hourly and daily variation in weather, operation, and their dynamic interactions for 
heating. 

 

 
Figure 23. Flowchart of the methodology [50]. 

3.4.2 Input data 

This section describes the input data, how they are analysed, and the tools that 
were used for their management and processing. A georeferenced database is 
created using the data presented in the following sub-sections (see Table 8). 

The input data refers to: geometrical data calculated using municipal technical 
maps with the support a GIS tool; thermophysical parameters of the building and 
building elements estimated according to construction year and using values 
indicated in standards and literature; operating and boundary condition described 
using urban and morphological parameters; constants and physical data; hourly 
local climatic data. The main steps in the management of data are indicated below: 

 A sorting algorithm is used in the pre-processing phase to elaborate the 
DH energy consumption data. The raw data of the energy consumptions 
were interpolated with a constant time interval equal to 1 hour; building 
data with too many errors or missing data (more than 10%) are 
discarded. 

 GIS tools are used to locate each building, identifying its characteristics 
according to the availability of data at the urban scale. The input data 
were processed to evaluate the geometrical and typological 
characteristics of buildings and groups of buildings and all energy-
related variables; at the block of buildings scale, also the sky view factor 
(SVF), urban canyon height-to-distance ratio (H/W), building 
orientation, and solar exposition were evaluated to characterize the 
buildings’ surrounding context. 
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Table 8. Main input data of buildings and urban morphology characteristics [50]. 

 Input data Source GIS tool Scale 
K

no
w

n 
da

ta
 

Net and gross area, usable area, 
heated volume, dispersing 

surfaces (geometric 
characteristics) 

Municipal Technical 
Map 

Calculate 
geometry Building 

Period of construction, type of 
user (typological characteristics) 

Municipal Technical 
Map 

Select by 
attributes Building 

Type of roof Municipal Technical 
Map, DSM, orthophotos 

Aspect, Slope, 
Solar radiation Building 

Solar exposition 
Municipal Technical 
Map, Digital Surface 

Model (DSM) 

Calculate Polygon 
Main Angle Building/Urban 

Sky view factor Municipal Technical 
Map, DSM 

Relief 
Visualization 

Toolbox software 
Urban 

Height-to-distance ratio Building footprints Generate near 
table Urban 

Weather data 
ARPA and Politecnico 

di Torino weather 
stations 

Select by 
attributes District 

H
yp

ot
he

si
ze

d 
da

ta
 Percentage of transparent 

envelope 

National Ministerial 
Decree of July 5th, 1975 

(in Italian) 

Calculate 
geometry, Join by 

attributes 
Building 

Thermal transmittance, 
resistance, system efficiency 

ISO 52016-1:2017, ISO 
52017-1:2017, UNI-TR 

11552:2014, [149] 
Join by attributes Building 

Thermal capacity 
ISO 13786:2018, UNI-

TR 11552:2014 and 
UNI 11300-1:2014 

Calculate 
geometry, Join by 

attributes 
Building 

 

Climate data 

Hourly climate data are used to simulate the hourly energy consumption for the 
space heating and cooling of buildings. The local climate data are processed with 
reference to the nearest weather station (WS), the ENEA portal (Italian National 
Agency for New Technologies, Energy, and Sustainable Economic Development: 
http://www.solaritaly.enea.it/), and to the PVGIS portal (Photovoltaic Geographical 
Information System:  https://re.jrc.ec.europa.eu/pvg_tools/en/tools.html).  

The hourly air and sky temperature, relative humidity, and incident solar 
radiation data from the nearest ARPA WS (Regional Environmental Protection 
Agency; in Italian: Agenzia Regionale per la Protezione Ambientale) were 
elaborated. 

The direct and diffuse components of solar irradiation are obtained from WS 
measurements and the PVGIS portal. The solar azimuth (a) and the solar height (h) 
were obtained from solar geometry correlations. According to [153,154], the 
relation between these parameters can be written as follows: 
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ℎ = 𝑠𝑖𝑛−1 ∙ (sin𝜑 ∙ sin𝛽 + cos𝜑 ∙ cos𝛽 ∙ cos 𝑧) (8) 
𝑎 = 𝑠𝑖𝑛−1 ∙ (cos 𝛽 ∙ 𝑠𝑖𝑛 𝑧 / 𝑐𝑜𝑠 ℎ) (9) 

𝛽 = 𝑠𝑖𝑛−1 ∙ {0.398 ∙ sin[0.9863 ∙ (𝑑 − 82)]} (10) 
 
Where ℎ is the solar height, 𝜑 is the latitude, 𝛽 is the solar declination, 𝑧 = 15 ∙

(𝑡 − 12) is the hour angle, t is the solar hour, and d is the day. 
The incident solar irradiance on walls (Isol,wall) is assessed considering the 

hourly variation in the shadow percentage for each building (𝜉) as a function of the 
solar height h and the canyon height to distance ratio H/W (Figure 24). When ℎ is 
less than the urban canyon angle arctan(𝐻/𝑊), the shadow quota of the building 
wall is equal to the tan(ℎ)

𝐻/𝑊
; instead, if arctan(𝐻/𝑊) is greater than/equal to 1, there 

is no shadow on the building wall. 

𝜉 = {

tan(ℎ)

𝐻/𝑊
               𝑖𝑓                ℎ < arctan(𝐻/𝑊)

   1                       𝑖𝑓                ℎ ≥ arctan(𝐻/𝑊)

 (11) 

 
𝜉 is the percentage of shadow on the vertical wall, ℎ is the solar height, 𝐻 is the 

urban canyon height, and 𝑊 is the urban canyon width. 

 
Figure 24. Shadow percentage assessment (an example for two days in April and December) [50]. 

Building data 

The thermophysical and geometric parameters of the residential buildings are 
evaluated using information from the municipal technical maps, ISTAT census data 
for the year 2011, European standards, and the literature. The DBT is implemented 
with other official information (e.g., DSM and satellite images). 

The typological characteristics of residential buildings are calculated using the 
attributes of a 2D footprint derived from the municipal technical map using GIS 
tools: net and gross heated volume; net and gross floor surface; a transparent surface 
equal to 1/8 of the floor is assumed for the glazing (air-lighting ratio of D.M., July 
7th, 1975, and Turin building regulations); solar exposure and orientation, and 
shading elements, using the DSM and the solar geometry; the presence of 
uninhabited cellars and attics (very common in large Italian cities) has been 
hypothesized. 



   Chapter 3 
 

87 
 

The thermal and construction characteristics of the residential buildings are 
assessed by identifying archetypes according to the construction year. The main 
input data are (ISO 52016-1:2017): the thermal transmittance (U) and resistance (R) 
of the building envelope elements; the total solar transmittance (gG) of the 
transparent envelope; the solar radiation absorption coefficient (αE) of the opaque 
envelope, which is determined considering the average colour; the emissivity (εE 
and εG) of the envelope, which is assumed to be constant for opaque and transparent 
elements; a reduction frame factor (FF) of the windows, which is hypothesized as 
being constant; thermal capacities (C) and system efficiencies (η); the type of 
system management (i.e., intermittent with night shutdown). 

The data concerning the use of the buildings mainly refer to (i) the type of 
ventilation and (ii) the type of internal heat gains: 

(i) As far as the type of ventilation is concerned, three scenarios are assessed 
to evaluate the quota of heat losses due to natural ventilation. First, an air 
exchange per hour (ach) of 0.5 h−1 is assumed to be constant for all 
residential buildings during the day (24 h) resulting from infiltration. In the 
second scenario, ach is assumed to be variable during the daytime (with ach 
equal to 0.62 h−1) from 7 a.m. to 9 p.m. and the nighttime (with ach equal 
to 0.30 h−1) from 10 p.m. to 6 a.m. due to the use of shutters. In the last 
scenario, the thermal balance is implemented and the ach is assumed to be 
variable, considering a quota for infiltrations (3/4 h) and a quota for window 
opening (1/4 h) when the temperature inside the buildings exceeded the 
comfort temperature (TB > 22 °C). 

(ii) According to ISO 52016-1:2017, the internal heat gains are assumed with 
daytime and nighttime profiles. 

 
Urban data 

The morphological parameters are calculated using the municipal technical 
map, ISTAT census data, remote satellite images, and a DSM with a precision of 
0.5 meters. The urban characteristics that were calculated at block of buildings scale 
are: the SVF, which measures the visible portion of the sky from a given location; 
the albedo, which is the percentage of solar incident irradiation reflected from a 
surface, and varies mainly according to the characteristics of the materials; the 
presence of vegetation, which is evaluated with the normalized difference 
vegetation index; the main orientation of the buildings; the urban canyon effect, 
which influences the outside air temperature and wind velocity, and which can be 
quantified considering the ratio between the urban canyon height “H” and its width 

“W”; the relative building height (H/Havg), which describes the solar exposition in 
relation to the height of the surrounding buildings; the building coverage ratio 
(BCR) and the building density (BD), which describe the percentage of built area 
and the ratio of the building volumes to the sample area, respectively. 
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In this model, SVF is used to describe the solar exposition and the thermal 
radiation lost to the sky from the built environment and H/W was used to quantify 
the effect of direct solar irradiation on the building envelope at hourly time-steps. 

3.4.3 Engineering model 

Starting from the thermal balance at the building scale (according to ISO 
52016-1:2017 and ISO 52017-1:2017), the thermal flux equations have been 
simplified using the available data at the urban scale. The EP of buildings is based 
on the following statements: 

 The buildings internal environments are considered with uniform thermal 
conditions to enable a thermal balance calculation (during the heating season, 
the heated space has a daily temperature of 20 ± 2°C, during the cooling 
season 26 ± 2°C). 

 To evaluate the heat flow between two environments, the heat transfer 
coefficients by transmission and ventilation are used. 

 The energy need for humidification or dehumidification is neglected, as the 
heating systems of residential buildings are mainly central water systems with 
radiators and without mechanical ventilation systems; they can control only 
the temperature and not the relative humidity. 

 The calculation time interval is one hour. 
 Compared to the monthly method, the main goal of the hourly calculation is 

to be able to consider the influence of hourly and daily variation in weather 
and operation. 

 
In Figure 25 the heat fluxes during the heating season have been indicated. In 

this energy balance model, three thermodynamic systems (TSs) are considered: 

E) The opaque envelope, which is composed of all opaque surfaces separating the 
heated internal volume of the building from the external environment or other 
unheated spaces. 

G) The glazing, which consists of all transparent surfaces separating the heated 
internal volume of the building from the external environment or other 
unheated spaces. 

B) The building, which is the inside part of a building with internal structures, 
furniture, and air.  

The energy balance equations on the three systems make it possible to assess the 
temperatures of the three systems per hour using an iterative method. The 
maximum number of iterations and the acceptable error were set at 1000 and 
0.001, respectively. 
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Figure 25. The three thermodynamic systems of the dynamic engineering model for the heating 

season: B = internal structures of the building, furniture, and air; E = opaque envelope; G = 
transparent envelope (glass) [50]. 

Equations (12) and (13) explain the heat flux components for a generic TS for 
the heating and cooling season. 

 

𝐶𝑇𝑆
𝑑𝑇𝑇𝑆
𝑑𝑡

= ∅𝑠𝑜𝑙 + ∅𝐼 + ∅𝐻 − (∅𝑡 + ∅𝑣) (12) 

𝐶𝑇𝑆
𝑑𝑇𝑇𝑆
𝑑𝑡

= ∅𝑠𝑜𝑙 + ∅𝐼 − (∅𝑡 + ∅𝑣 + ∅𝐶) (13) 

 
The equations of the three thermodynamic systems G, E, and B are shown 

below. 

𝐶𝐺
𝑑𝑇𝐺
𝑑𝑡

=∑𝛼𝐺,𝑘 ∙ 𝐼𝑠𝑜𝑙,𝑘 ∙ 𝜉𝑘 ∙ 𝐹𝑘 ∙ 𝐴𝐺,𝑘

−∑
𝐴𝐺,𝑘

1
2 ∙ 𝑅𝐺,𝑘 + 𝑅𝑠𝑒

∙ (𝑇𝐺 − 𝑇𝑎𝑒)

−∑
𝐴𝐺,𝑘

1
2 ∙ 𝑅𝐺,𝑘 + 𝑅𝑠𝑖

∙ (𝑇𝐺 − 𝑇𝐵)

−∑𝐹𝑟 ∙ 𝑅𝑠𝑒 ∙ 𝑈𝐺,𝑘 ∙ 𝐴𝐺,𝑘 ∙ ℎ𝑟,𝐺,𝑘 ∙ (𝑇𝑎𝑒 − 𝑇𝑠𝑘𝑦) 

(14) 

  

𝐶𝐸
𝑑𝑇𝐸
𝑑𝑡

=∑𝛼𝑊,𝑘 ∙ 𝐼𝑠𝑜𝑙,𝑘 ∙ 𝜉𝑘 ∙ 𝐹𝑘 ∙ 𝐴𝑊,𝑘

−∑
𝐴𝐸,𝑘

1
2 ∙ 𝑅𝐸,𝑘 + 𝑅𝑠𝑒

∙ 𝑏 ∙ (𝑇𝐸 − 𝑇𝑎𝑒)

−∑
𝐴𝐸,𝑘

1
2 ∙ 𝑅𝐸,𝑘 + 𝑅𝑠𝑖

∙ (𝑇𝐸 − 𝑇𝐵)

−∑𝐹𝑟 ∙ 𝑅𝑠𝑒 ∙ 𝑈𝑊,𝑘 ∙ 𝐴𝑊,𝑘 ∙ ℎ𝑟,𝑊,𝑘 ∙ (𝑇𝑎𝑒 − 𝑇𝑠𝑘𝑦) 

(15) 
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𝐶𝐵
𝑑𝑇𝐵
𝑑𝑡

=∑𝜏𝐺,𝑘 ∙ 𝐼𝑠𝑜𝑙,𝑘 ∙ 𝜉𝑘 ∙ 𝐹𝑘 ∙ 𝐴𝐺,𝑘 + ∅I +∅𝐻−𝐶

−∑
𝐴𝐸,𝑘

1
2
∙ 𝑅𝐸,𝑘 + 𝑅𝑠𝑖

∙ (𝑇𝐵 − 𝑇𝐸) −∑
𝐴𝐺,𝑘

1
2
∙ 𝑅𝐺,𝑘 + 𝑅𝑠𝑖

∙ (𝑇𝐵 − 𝑇𝐺)

− 𝑐𝑎 ∙ 𝑚𝑎̇ ∙ (𝑇𝑎𝑖 − 𝑇𝑎𝑒) 

(16) 

 
For each TS, C is the heat capacity (JK−1); T is the temperature of the TS, air or 

sky (K); t is the time (s); ϕsol is the heat flow rate from solar gains; ϕI is the heat flow 
rate from internal gains; ϕH is the heat flow rate from the heating system; ϕC is the 
heat flow rate from the cooling system; ϕT is the heat flow rate dispersed by 
transmission; ϕV is the heat flow rate dispersed by ventilation; α is the solar absorption 
coeff. (-); τ is the total solar energy transmittance (-); Isol is the solar irradiance 
(Wm−2); ξ is the envelope sunny quota (-); F is the reduction factor (-); A is the 
envelope area (m2); R is the thermal resistance (m2KW−1); U is the thermal 
transmittance (Wm−2K−1); Fr is the form factor buildings-sky (-); hr is the radiative 
heat flux coeff. (Wm−2K−1); ca is the air specific heat (Jkg−1K−1); and 𝑚𝑎̇ is the air 
mass flow rate (kgm−3). 

The hourly temperatures of the glazing (TG) are obtained with Equation (14) 
from a balance of the thermal flows between the glazing and the building (TB) and 
the glazing and the outdoor environment (Tae); similarly, the hourly temperatures 
of the envelope (TE) are calculated using Equation (15), and the hourly temperatures 
of the buildings are calculated using Equation (16). 

The definitions of the equations and the input data of the model have been 
realized to have a building temperature equal to the set-point range during the 
heating season 20 ± 2 °C and during the cooling season 26 ± 2 °C. Then, it is 
observed that the building temperature (TB) varied according to the outdoor climatic 
conditions, and therefore correlations were found with Tae and Tsol-air. 

Tsol-air is introduced because it allows one to consider not only the outside air 
temperature but also the solar irradiation absorbed by the opaque envelope: 

 

𝑇𝑠𝑜𝑙−𝑎𝑖𝑟 = 𝑇𝑎𝑒 + (𝛼𝐸 ∙
𝐼𝑠𝑜𝑙
ℎ𝑒
) (17) 

 
Where 𝑇𝑎𝑒 is the outside air temperature (°C), 𝛼𝐸 is the absorption coefficient 

(-), 𝐼𝑠𝑜𝑙 is the incident solar irradiance (Wm−2), and ℎ𝑒 is the external thermal 
adductance (Wm−2K−1). 

 
The output of the model are: 

 In case the heat load is given as input, the outputs are the building 
indoor air temperature (TB). 

 In case indoor temperature set points are given as input, the output is 
the heating/cooling load (ΦH-C). 
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The following subsections explain the different components of the energy 
balance in detail. 

 
Heat flow rate from solar gains 

The heat flow rate from solar gains (Φsol) is obtained directly by transmission 
or indirectly by absorption considering the solar irradiation through the building 
element (k). In accordance with standards ISO 13790:2008, ISO 52016-1:2017, and 
ISO 52017-1:2017, the heat flow rate from solar gains is given by: 

∅𝑠𝑜𝑙 = ∅𝑠𝑜𝑙,𝛼 + ∅𝑠𝑜𝑙,𝜏 
(18) 

∅𝑠𝑜𝑙,𝛼 =∑𝛼𝑘 ∙ 𝐼𝑠𝑜𝑙 ∙ 𝜉 ∙ 𝐹𝑘 ∙ 𝐴𝑘 ∅𝑠𝑜𝑙,𝜏 =∑𝜏𝐺 ∙ 𝐼𝑠𝑜𝑙 ∙ 𝜉 ∙ 𝐹𝑘 ∙ 𝐴𝑘 

 
Where ϕsol is the heat flow rate from solar gains, α is the solar absorption 

coefficient (-), τ is the total solar energy transmittance (-), Isol is the solar irradiance 
(Wm−2), ξ is the envelope sunny quota (-), F is the reduction factor (-) and A is the 
envelope area (m2). 

 
The heat flow rate from solar gains ϕsol,α is used for the envelope and glazing 

TSs, and Φsol,τ is used for the building TS. In this model, the following data are 
used: 

 Isol is calculated considering the orientation and the inclination of the 
surfaces of the building envelope. 

 ξ is calculated with hourly time steps, since the height of the sun (h) and 
the urban canyon height-to-distance ratio (H/W) were known [155]. 

 αk is assumed equal to 0.6 for an opaque envelope (αE), considering an 
intermediate color (not dark or light), while, for a transparent envelope, 
αG depended on the type of glass used in the different periods of 
construction (e.g., 0.06 for single glass in buildings built before 1976). 

 τG depended on the type of glass used in the different periods of 
construction (e.g., 0.72 for single glass in buildings built before 1976). 

 The obstruction factor Fk has been calculated through the view factor 
and the SVF (on a grid of points at the street level and on the roof of 
buildings with the Relief Visualization Toolbox). 

 Ak is calculated as all geometrical characteristics, with the support of the 
GIS software, considering the area of the walls (AW), the glazing area 
(AG), and the opaque envelope area (AE), considering the non-dispersive 
walls between adjacent buildings. 

Heat flow rate from internal heat sources 

The heat flow rate of residential buildings, resulting from internal heat sources 
(ϕI), depends on the average floor area per dwelling (Sf): 
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∅𝐼 = 𝑞𝑖𝑛𝑡 ∙ 𝑆𝑓 ∙ 𝑛 (19) 
 
Where qint is the internal heat flow rate (W/m2), Sf is the average floor area of a 

dwelling (m2), and n is the number of dwellings in a building (-). 
 
The heat flow rate ϕI is calculated using the hourly profiles of qint for daytime 

and nighttime due to occupants and equipment for residential buildings, according 
to the standards UNI/TS 11300-1:2014 and ISO 13790:2008. 

Heat flow released from the heating/cooling system 

In Turin, the most widely used heating system is a centralized water heating 
system consisting of radiators and a climate control unit; only recently have room 
controllers been installed. In this model, the heat flow rate released from the heating 
system (ϕH) guarantees the set-point range in the buildings; then, when the comfort 
temperature is reached (i.e., 20 ± 2 °C in the daytime), the heating system is 
switched off.  

If the heat flow rate supplied to the heating system ϕS,H is known, it is possible 
to calculate ϕH by multiplying ϕS,H by the system efficiency ηH: 

∅𝐻 = ∅𝑆,𝐻 · ɳ𝐻 (20) 
 
Where ϕH is the heat flow released into the building by the heating system (W); 

ϕS,H is the heat flow supplied by the DH network (W); and ηH is the system 
efficiency (-), which depends on the period of construction of the buildings. 

Heat flow rate lost by transmission 

The heat flow rate lost by transmission through the building envelope can be 
calculated considering the heat flow lost by transmission due to temperature 
differences and the extra heat flow due to the infrared radiation lost to the sky. The 
heat flow rate due to temperature differences through walls, the roof, slabs, and 
windows was calculated considering the thermal transmittances (U) and the thermal 
resistances (R) of the building element k, according to the thermal properties of 
common building elements for the different periods of construction (UNI-TR 
11552:2014). ϕT,t was calculated in accordance with ISO 13790:2008, and it is given 
by: 

∅𝑇,𝑡 =∑
𝐴𝑘

1
2 ∙ 𝑅𝑘 + 𝑅𝑠𝑒

∙ 𝑏 ∙ (𝑇𝑇𝑆 − 𝑇𝑎𝑒) −∑
𝐴𝑘

1
2 ∙ 𝑅𝑘 + 𝑅𝑠𝑖

∙ (𝑇𝑇𝑆 − 𝑇𝐵) (21) 

 
Where ϕT,t is the heat flow rate lost by transmission (W), k is the envelope 

element (-), Ak is the area of the element k (m2), Rk is the thermal resistance 
(m2KW−1) of the building element k, Rs is the surface thermal resistance (m2KW−1) 
(Rse=0.04 m2KW−1, Rsi= 0.13 m2KW−1 for a horizontal heat flow, 0.17 m2KW-1 for 
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a downward heat flow, and 0.10 m2K−1W for an upward heat flow), b is the 
correction factor for unconditioned adjacent spaces (b=1 for external surfaces, 
b=0.5 for cellars, and b=0.9 for unheated attics), and T is the temperature of the 
thermodynamic system (K). 

The extra heat flow due to thermal radiation lost to the sky (ϕT,r), for opaque 
and transparent building elements is given by: 

∅𝑇,𝑟 = 𝐹𝑟 ∙ 𝑅𝑠𝑒 ∙ 𝑈𝑘 ∙ 𝐴𝑘 ∙ ℎ𝑟,𝑘 ∙ (𝑇𝑎𝑒 − 𝑇𝑠𝑘𝑦) (22) 
 
Where Fr is the form factor between a building element and the sky (-), Rse is 

the external surface thermal resistance (m2KW−1), Uk is the thermal transmittance 
of the element k (Wm−2K−1), Ak is the projected area of the element k (m2), hr,k is the 
radiative heat transfer coefficient (Wm−2K−1), and T is the temperature of the 
external air and sky (K). 

The form factor Fr depends on the presence of obstructions (Fsh,ob) and it is 
calculated as a function of the sky view factor (SVF) and the view factor that 
depends on the surface inclination (γ). The radiative heat transfer coefficient hr,k 
was calculated according to ISO 13790:2008, with the emissivity (ε) of the external 
surfaces assumed to be equal to 0.9 for opaque elements and 0.873 for glass without 
low-emission coatings. 

Heat flow rate from ventilation 

The heat flow rate from ventilation (ϕV) depends on the heat capacity of the air 
per volume (ρa · ca), the number of air changes per hour (ach), and the temperature 
differences of the air: 

∅𝑉 = 𝑐𝑎 ∙ 𝑚𝑎̇ ∙ (𝑇𝑎𝑖 − 𝑇𝑎𝑒) = 𝜌𝑎 ∙ 𝑐𝑎 ∙
𝑎𝑐ℎ ∙ 𝑉

3600
∙ (𝑇𝑎𝑖 − 𝑇𝑎𝑒) (23) 

 
Where ρa is the air density (kgm−3), ca is the air specific heat (Jkg−1K−1), 𝜌𝑎 ∙

𝑐𝑎the heat capacity of air per volume (Jm−3K−1), 𝑚𝑎̇ is the air mass flow rate 
(kgm−3), ach are the number of air changes per hour (h−1), V is the volume of air 
(m3), and Ta is the air temperature inside and outside the building (K). 

Firstly, a constant air change rate ach = 0.5 h−1 is assumed during the day (24 
h), considering natural ventilation through infiltrations (widely used in Italy in 
residential buildings). In the second phase of this model, to improve the accuracy, 
ach is assumed to be variable during the daytime and nighttime; ventilation heat 
losses are minimal during the night due to the presence of shutters. Finally, ach is 
calculated considering that when the building temperature exceeds the set-point 
range, users can open windows; therefore, the air change rate can be calculated 
considering a quota for infiltrations and a quota for window openings. Then, the 
number of ach for the window openings is calculated according to [156] (in Figure 
26). 
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Figure 26. Correlation between ΔT = (Tai – Tae) (°C) and the number of air exchanges per hour; 

measured data for typical Italian windows with a height = 1.5 m [50]. 

 
Further considerations on ventilation loads at urban scale are made in [157]. In 

this application of the model, the monthly air change per hours are investigated as 
a function of the climatic data, the air permeability, shape and orientation of the 
building and the urban morphology. Considering only the natural infiltrations, the 
monthly ach has been assessed. Four scenarios of ach have been assessed to ensure 
Indoor Air Quality (IAQ) requirements, have been compared and applied to the 
place-based energy model. The methodology has been applied to two building 
located in a central district in Turin. They are representative of the urban building 
stock with two typical orientations.  Monthly prevailing wind direction and speed 
have been considered to assess average monthly pressure coefficients that mainly 
vary according to the height of the building floor. The results of this investigation, 
show how the air change rates vary with the building floor and with the wind 
direction and velocity. 

3.4.4 Space heating energy demand 

This section presents the engineering model used to simulate the hourly energy 
demand for SH in residential buildings at neighbourhood scale (Equation 24). 

𝐶𝑇𝑆
𝑑𝑇𝑇𝑆
𝑑𝑡

= ∅𝑠𝑜𝑙 + ∅𝐼 + ∅𝐻 − (∅𝑡 + ∅𝑣) (24) 

 
The dynamic urban-scale energy model has been calibrated and optimized 

through an iterative procedure in excel spreadsheets on about 100 residential 
buildings in a district of the city of Turin. The results show how a place-based 
dynamic energy balance methodology can also be sufficiently accurate at an urban 
scale with seasonal MAPE of 14%. To achieve this accuracy, the model has been 
optimized by correcting the typological and geometrical characteristics of the 
buildings and the typologies of ventilation and heating system. In addition, the 

y = 0.306x + 4.73
R² = 0.964

4

5

6

7

8

9

10

11

12

0 3 6 9 12 15 18 21

N
u

m
b

er
 o

f 
ai

r 
ch

an
ge

s 
p

er
 h

o
u

r 
(a

ch
),

 h
-1

Temperature differences ∆T, °C



   Chapter 3 
 

95 
 

indoor temperatures of the buildings, which are initially estimated as constant, have 
been correlated to the climatic variables. 

Model application 

The thermal balance model is applied to a district in the city of Turin. The 
energy consumption for space heating in Turin is rather important due to the high 
building density, the low level of energy efficiency of the buildings, and the cold 
climate; therefore, a DHN was built in 2000 to distribute energy effectively and 
reduce the high emissions of individual boilers; the DHN is currently connected to 
60.3 Mm³ of buildings with about 600,000 inhabitants in Turin [15].  

The DH energy consumptions are used to optimize and validate the dynamic 
urban-scale energy model. The definition of the model is carried out by choosing 
the input data and defining the balance equations to have comfortable temperatures 
in the buildings. 

Subsequently, the model is optimized by finding correlations between the 
temperature of the building and the climatic conditions. The validation is carried 
out using the model to calculate energy consumptions, setting the internal 
temperature of the building according to the external climatic conditions. The 
model is applied to a total of 92 residential buildings grouped in four clusters of 
various periods of construction in a central district of Turin. 

Input data 

All the input data were geo-referenced, and a DBT for the city of Turin is 
created with the support of GIS tools. 

The energy consumptions of the buildings are provided by the IREN district 
heating company and elaborated at hourly time steps. Starting from 102 residential 
buildings (whose thermal consumption was known for the 2013–2014 heating 
season), 92 were selected for the model application. The first selection is made 
considering only buildings with the heating system switched off during the night 
(typical of Italian buildings). Other six buildings are excluded from this analysis 
due to anomalous/missing data. The local climate conditions are elaborated using 
hourly data (i.e., air temperature, relative humidity, solar irradiation) measured at 
the Politecnico di Torino WS. 

The main thermophysical and geometric parameters of the building elements 
are indicated in Table 9 and Table 10. Data on the thermal transmittances (U) and 
relative thermal resistances (R) of the building elements for different periods of 
construction are reported in Table 9. The U data in the GIS database are calculated 
for each building according to its period of construction, distinguishing U values 
for vertical walls, glass, cellar slabs (with an adjustment factor b equal to 0.5), and 
ceiling slabs in unheated attics with un-insulated roofs (with an adjustment factor b 
of 0.9). The heat capacities of the building elements are reported in Table 10 
according to the period of construction. For the envelope elements, the thermal 
capacity reported considers the recurring stratigraphies for the different 



   Chapter 3 
 

96 
 

construction periods (UNI/TR 11552:2014). For the building, we started from the 
value of 165,000 J/m2/K (per m2 of envelope, from UNI/TS 11300-1:2014), which 
considers the inside part of the building plus 10 cm of the internal envelope; 
subtracting this last quota, the value of 30,496 J/m2/K is obtained (per m2 of net 
heated surface, considering that air and furniture have a heat capacity of 10,000 
J/m2/K, ISO 52016-1:2017). 

Table 9. Thermal transmittances (U, Wm−2K−1) and resistances (R, m2KW−1) of the building 
elements and the TSs (E and G) [50]. 

Building element 
1919–1945 1946–1960 1961–1970 1971–1980 

U 1/2∙Rk 
+Rse 

1/2∙Rk 
+Rsi U 1/2∙Rk 

+Rse 
1/2∙Rk 
+Rsi U 1/2∙Rk 

+Rse 
1/2∙Rk 
+Rsi U 1/2∙R 

k+Rse 
1/2∙Rk 
+Rsi 

Slab in cellar 0.79 0.63 0.62 0.81 0.65 0.77 0.61 0.83 
Slab in attic 1.76 0.28 1.35 0.37 1.49 0.34 1.35 0.37 

Wall 1.35 0.41 0.32 1.18 0.47 0.38 1.13 0.49 0.40 1.04 0.53 0.44 
Envelope (E) 1.32 0.42 0.33 1.11 0.50 0.41 1.11 0.50 0.41 1.02 0.54 0.45 
Glazing (G) 4.75 0.15 0.06 4.40 0.16 0.07 4.90 0.15 0.06 4.57 0.15 0.06 

 
Table 10. Thermal capacities (C, Jm−2K−1) of the building elements and thermodynamic systems 

(E, G, B) [50]. 

Building elements < 1945 1946–1960 1961–1970 > 1971 
Slab in cellar 317,867 
Slab in attic 434,400 

Wall 574,560 574,560 574,560 574,560 
Envelope (E) 497,888 503,490 282,871 242,030 
Glazing (G) 7314 

Building (B): air, furniture, 
and internal partitions 30,496* 

Values of the thermal capacities are expressed per m2 of envelope area. 
*The reference area [m2] for the building (B) is its net heated surface and not the envelope area. 

 
Building clusters 

To represent the average energy behaviour of residential buildings, groups of 
buildings with similar characteristics are identified. This analysis can simplify the 
application of the model on an urban scale. Building archetypes are defined by 
analyzing the energy consumption profiles, the thermophysical and geometric 
parameters, and the typology of the heating systems. The main energy-related 
variables identified for the building archetypes are the volume, the area of 
dispersing surfaces, the envelope technology, the percentage of windowed area, and 
the type and efficiency of the heating system [15]. The S/V ratio is not considered 
because is quite constant, with an average value of 0.28 m−1 and a standard 
deviation of 0.04 (i.e., large apartment buildings). After analyzing the trend in 
heating consumption, the buildings are grouped into four construction periods and 
with different envelope technologies, percentages of windowed area, and types and 
efficiencies of the heating system. Table 11 indicates the characteristics of each 
cluster and the main input data that are used to analyse the energy balance model. 
The following discussion is on the four clusters, which have similar volumes (only 
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cluster 4 has different values of net heated volume and floor due to low values of 
occupancy) and therefore allow a comparison of their results. 

Table 11. Cluster characteristics [50]. 

Data Cluster 1 Cluster 2 Cluster 3 Cluster 4 
Period of construction 1919–1945 1946–1960 1961–1970 1971–1980 
No. of buildings 27 32 22 11 
Gross heated volume 
[m3] 131,219 (−9%)* 140,014 (−2%)* 159,195 

(+11%)* 91,909 (−36%)* 

Net heated floor [m2] 37,983 40,634 41,816 25,066 
DH consumption 
[kWh/m3/y] 29.20 27.48 26.88 21.21 

CE [MJ/K] 23,884 25,996 10,896 5980 
CG [MJ/K]  46 50 48 28 
CB [MJ/K] 1262 1463 1403 799 
No. of dwelling units 494 504 506 240 
Heated surface/unit [m2] 93.31 91.13 93.46 97.06 
System efficiency [-] 0.783 0.783 0.794 0.816 

* Percentage with respect to the average volume of buildings in the three first clusters. 

Typical monthly days 
The hourly data on the external air, solar-air and sky temperatures, relative 

humidity, solar irradiation, and position of the sun from the Politecnico WS are 
elaborated, and 34 typical days are identified for the 2013–2014 heating season. 
These days are selected to identify all the possible climate conditions during a 
heating season, with daily Tae = 1.707.97°C and Isol,d = 1695774 Wh/m2/d. 

Table 12 indicates the characteristics of the 34 typical days that are identified. 
Date 1 and date 2 are chosen with similar outdoor air temperatures but different 
solar irradiation conditions. 

Table 12. Typical days of a heating season [50]. 

Date 1 Tae 
[°C] 

Isol,d 
[Wh/ m2/d] 

hsol 
[h] 

Tsol-
air 

[°C] 
Date 2 Tae 

[°C] 
Isol,d 

[Wh/m2/d] 
hsol 
[h] 

Tsol-
air 

[°C] 
30/01/2014 1.70 214 9.17 2.05 29/01/2014 1.81 397 9.17 2.49 
09/12/2013 3.42 1232 8.67 5.24 22/11/2013 3.70 507 9.47 4.39 
01/01/2014 4.33 1610 9.17 6.60 27/11/2013 4.44 1939 9.47 7.25 
07/02/2014 5.17 324 8.67 5.71 26/11/2013 5.32 2077 9.47 8.37 
22/02/2014 6.24 1003 10.27 8.04 16/12/2013 6.30 1644 8.67 8.64 
07/01/2014 7.30 1233 9.17 8.99 15/02/2014 7.39 1860 10.27 10.36 
15/11/2013 8.32 370 9.47 8.89 10/01/2014 8.69 993 9.17 10.09 
25/02/2014 9.21 2706 8.67 15.01 18/11/2013 9.36 169 9.47 9.58 
21/01/2014 9.86 1732 9.17 12.45 22/02/2014 10.00 3633 8.67 16.46 
04/11/2013 11.19 1336 9.47 13.40 05/03/2014 11.20 4015 11.73 17.23 
08/03/2014 12.48 4225 11.73 18.78 13/11/2014 12.63 2151 9.47 16.33 
15/10/2013 12.99 1864 10.88 16.08 01/11/2013 13.22 2027 9.47 17.00 
06/11/2013 14.68 2451 9.47 19.07 19/10/2013 14.16 1020 10.88 15.90 
18/10/2013 15.02 2547 10.88 19.30 18/03/2014 15.31 4488 11.73 21.89 
31/03/2014 16.22 5102 11.73 23.44 30/10/2013 16.22 1205 10.88 18.11 
28/10/2013 17.08 1692 10.88 19.81 09/04/2014 17.32 5774 13.28 24.37 
08/04/2014 17.97 2890 13.28 21.39 14/04/2014 17.68 5754 13.28 24.57 
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Model results 

The main results pertaining to the analyses of the energy consumptions of 
buildings and clusters of buildings, the heat flow components of the energy balance, 
the trends of the temperatures of the three thermodynamic systems, and the 
application of the hourly energy balance model to clusters of buildings are reported 
in the following sections. This hourly energy balance model is validated by 
comparing the forecast energy supplied with the measured consumptions for the 
2013–2014 heating season. 
 
Hourly district heating consumption data 

Space heating consumption data at the building scale (in Wh) with different 
time intervals (from 20 minutes to 1 hour) are provided by the IREN district heating 
company of Turin for the 2013-2014 heating season. The database, which has a 
large extension (5 GB), has been elaborated, and in the pre-processing phase a 
sorting algorithm in python language has been used to extract and organize the data 
for each building with hourly time-steps according to the following actions: 

 The raw data (from 20 minutes to 1 hour) are interpolated with a 
constant time interval equal to 1 h, the missing data are computed from 
the available measurements, data with too many errors or missing data 
(with no information of 10%) are discarded (the useful sample of 
buildings decreased from 102 to 92 buildings). 

 Space heating consumptions are georeferenced at the building scale 
according to the coordinates/address of each energy meter using GIS 
tools. 

Building cluster identification 
Hourly consumption profile for the SH of buildings depends on the type of 

building, its level of energy efficiency, and the local climate conditions. For this 
case study on compact residential buildings, these characteristics can be represented 
by grouping the buildings by periods of construction.  

 
(a) 
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(b) 

 
(c) 

 
(d) 

Figure 27. Space heating hourly consumptions (Wh/m3) with different Tae—(a) 1.7 °C, (b) 4.3 °C, 
(c) 8.7 °C, (d) 12.5 °C—for four clusters of buildings: cluster 1—1919–1945; cluster 2—1946–

1960; cluster 3—1961–1970; cluster 4—1971–1980 [50]. 

Four periods have been identified with different geometrical and material 
characteristics, envelopes, and types of energy systems: 1919–1945, 1946–1960, 
1961–1970, and 1971–1980 (new buildings in the urban environment are few and 
therefore it is more difficult to make this analysis). The specific energy 
consumptions of the four clusters of buildings for four typical days are represented 
in Figure 27. It can be observed that the hourly energy consumption profiles of the 
clusters have a typical trend—the buildings have a night-time heating interruption, 
with a peak at 6 in the morning and a quite constant consumption up to 8 p.m. In 
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general, the energy peak of the clusters decreases as the outdoor temperature (Tae) 
increases. If the percentage of energy consumed daily is represented, the opposite 
would be observed: the percentage of energy consumed at 6 a.m. is higher if the 
outside temperature increases. In addition, with the percentage of daily 
consumption, buildings that consume less have a higher peak at the same outdoor 
temperature: from 10% to 16% for the 1919–1945 period, from 9% to 15% for 
1945–1960, from 8% to 12% for 1961–1970, and from 8% to 11% for 1971–1980. 
Moreover, consumption is constant at 6% from 9 a.m. to 8 p.m., regardless of the 
temperature and period of construction. The specific consumption per m3 has been 
represented because the four clusters do not have the same heated volume (see 
Table 11). 

 
Heat fluxes components and building temperatures 

Figure 28, Figure 29, Figure 30 and Figure 31 show the trend of all the heat 
fluxes components and consequently the resulting trends of the temperatures of the 
three TSs: building, opaque envelope, and glazing. 

The heat flux components in Equation (12) can be observed on the left; the heat 
flux through ventilation, ϕV (light blue), is quite constant. The temperatures of the 
three thermodynamic systems (B, E, and G) are represented, with the outside air 
temperature and the solar irradiance, on the right. These representations allowed us 
to control the input data and the weight of the energy balance components. 

Figure 28 shows the results of the energy balance model with a number of 
constant air changes per hour of 0.5 h−1 over 24 hours for the typical day of February 
22nd, 2014, with a Tae= 6.24 °C. It can be observed that the temperature of the 
building, TB, (in green), has a constant diurnal and nighttime trend; the set-point 
range (20 ± 2 °C) is reached during the day.  

(a) Cluster 1 (1919–1945). (b) Cluster 1 (1919–1945). 

(c) Cluster 2 (1946–1960). (d) Cluster 2 (1946–1960). 
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(e) Cluster 3 (1961–1970). (f) Cluster 3 (1961–1970). 

(g) Cluster 4 (1971–1980). (h) Cluster 4 (1971–1980). 
Figure 28. Heat flux components and building temperatures (with constant ach = 0.5 h−1) for a 

typical day: February 22nd, 2014, with a Tae= 6.24 °C (clusters for the four construction 
periods) [50]. 

Similar results have been obtained applying the energy balance model with 
variable ventilation between daytime (ach = 0.62 h−1) and nighttime (0.3 h−1) in 
Figure 29. Compared to the previous model (with constant ventilation), during the 
day the dispersions due to ventilation are slightly higher, and consequently the 
temperature B is lower.  

(a) Cluster 1 (1919–1945). (b) Cluster 1 (1919–1945). 

(c) Cluster 2 (1946–1960). (d) Cluster 2 (1946–1960). 
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(e) Cluster 3 (1961–1970). (f) Cluster 3 (1961–1970). 

(g) Cluster 4 (1971–1980). (h) Cluster 4 (1971–1980). 
Figure 29. Heat flux components and building temperatures with a variable number of air 

changes per hour (in daytime ach = 0.62 h−1, and in nighttime ach = 0.3 h−1) for a typical day: 

February 22nd, 2014, with a Tae= 6.24 °C (clusters for the four construction periods) [50]. 

Figure 30 and Figure 31 show results considering a variable number of ach and 
the opening of windows for typical days in February and October (the windows 
have been opened when the building temperature exceeds 23 °C). In Figure 30, the 
heat fluxes for February 22nd, 2014, can be observed on the left with a clear 
difference in the heat flux from ventilation between the day and night and the high 
variation due to window openings. The temperature trend on the right is similar, but 
the temperature of the buildings does not exceed 23 °C. 

(a) Cluster 1 (1919–1945). (b) Cluster 1 (1919–1945). 
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(c) Cluster 2 (1946–1960). (d) Cluster 2 (1946–1960) 

(e) Cluster 3 (1961–1970). (f) Cluster 3 (1961–1970). 

(g) Cluster 4 (1971–1980). (h) Cluster 4 (1971–1980). 
Figure 30. Heat flux components and building temperatures (with a variable number of air 

changes per hour and windows opening) for a typical day: February 22nd, 2014, with a Tae= 
6.24 °C (clusters for the four construction periods) [50]. 

The results of the energy balance model with a variable number of ach and the 
opening of windows have been presented also for a typical day in October, that is, 
October 24th, 2013, with Tae = 16.3 °C (Figure 31). In general, it is possible to see, 
on the left, the increase in the ϕV, due to the windows opening at 2 p.m. A similar 
trend can be seen for clusters 3 and 4, where the windows are opened more times, 
with a consequent stabilization of the building temperature. 

(a) Cluster 1 (1919–1945). (b) Cluster 1 (1919–1945). 
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(c) Cluster 2 (1946–1960). (d) Cluster 2 (1946–1960). 

(e) Cluster 3 (1961–1970). (f) Cluster 3 (1961–1970). 

(g) Cluster 4 (1971–1980). (h) Cluster 4 (1971–1980). 
Figure 31. Heat flux components and building temperatures (with a variable ach per hour and 
windows opening) for a typical day: October 24th, 2013, with a Tae = 16.3 °C (clusters with 

solid lines and buildings with dashed lines for the three construction periods) [50]. 

Figure 32 shows a representation of the positive and negative heat flux 
contributions for seven typical days that have been selected from Table 12 
(remember that cluster 4 has a smaller useful surface area and volume). It is possible 
to observe that the heat flux for space heating is higher in the cold months of 
December and January, the thermal losses by transmission through opaque 
envelope and glazing and by ventilation vary according to the external climate 
conditions and are higher in cold months, internal gains are constant, and solar gains 
through windows are higher in the warmer months (October, March, and April). 
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Figure 32. Positive and negative heat flux contributions with constant ventilation (ach = 0.5 h−1) 

for the typical monthly days (Tae,day), distinguishing by clusters (c1, c2, c3, c4) [50]. 

The building temperatures, TB, are represented in Figure 33, where the climate 
conditions for four typical days are shown, with Tae = 3.7, 7.4, 11.2, and 15.3 °C. 

(a) Cluster 1 (1919–1945). (b) Cluster 2 (1946–1960). 

(c) Cluster 3 (1961–1970). (d) Cluster 3 (1971–1980). 
Figure 33. Building temperatures, TB, with an ach = 0.5 h−1 (solid lines), with a variable ach 

during the daytime (0.62 h−1) and nighttime (0.3 h−1) (dashed line), and with a variable ach plus 
window openings (dotted lines) for four typical days (clusters of the 4 construction periods) [50]. 

The solid lines represent the results of TB with constant ventilation with ach = 
0.5 h−1, the dashed lines refer variable ventilation between daytime (ach = 0.62 h−1) 
and nighttime (0.3 h−1), and the dotted lines represent the ach variable and windows 
opening. The temperature of the three ventilation models is very similar for colder 
days. The difference with window openings can be observed only for higher 
temperatures (dotted lines). Comparing the four clusters of buildings with different 
periods of construction, is possible to observe that the night and daytime building 
temperatures are quite stable and depend on both the characteristics of the buildings 
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and on the external climatic conditions. This behaviour suggests that it would be 
possible to hypothesize some correlations between the climatic conditions and the 
day and night temperatures of the building, TB. 
 
Correlations between temperatures 

The linear correlations between TB, Tair, and Tsol-air are reported in Figure 34 for 
the different ventilation conditions.  

 

 
(a) ach = 0.5 h−1 day. 

 
(b) ach = 0.5 h−1 day. 

 
(c) ach = 0.62 h−1 daytime, ach = 0.3 h−1 

nighttime. 

 
(d) ach = 0.62 h−1 daytime, ach = 0.3 h−1 

nighttime. 

 
(e) ach variable with window openings. 

 
(f) ach variable with window openings. 

Figure 34. Correlations between the TB and Tsol-air throughout the daytime from 6 a.m. to 9 p.m. 
(left column): TB and Tae during the nighttime, from 10 p.m. to 5 a.m. (right column). 

Distinguishing constant (a, b) and variable ventilation (c, d) and variable ventilation with window 
openings (e, f) [50]. 

 
Figure 34a,b presents the correlations with a constant ach = 0.5 h−1, Figure 

34c,d considers a variable ach, and Figure 34e,f considers a variable ach with 
window opening. The main results are the following: 
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 Good correlations with TB are obtained for Tsol-air throughout the day (24 h) and 
daytime, while Tae is used for the nighttime (when solar irradiance cannot 
influence TB). 

 Linear correlations are obtained with a good R2 coefficient of determination. 
 Different correlations are obtained for the different clusters of buildings built 

in the four construction periods; the correlations with older buildings have a 
higher R2 and the values deviate less from the line of correlation with lower 
external temperatures. Lower values of R2 for new buildings may be due to 
either the sample of buildings being smaller than the old ones or that newer 
buildings may be more dependent on human occupancy variables than on 
climate.  

Different correlations are obtained for the different ventilation typologies; with 
variable ach and window openings, the lines of the correlation change the slope. 

Model validation 

Figure 35 shows the comparison between the simulated and measured daily 
thermal consumptions applying the model with the correlations for the building 
temperature and the three different ventilation conditions.  

 
(a) Cluster 1 (1919–1945). 

 
(b) Cluster 2 (1946–1960). 

 
(c) Cluster 3 (1961–1970). 

 
(d) Cluster 4 (1971–1980). 

Figure 35. Comparison between simulated and measured typical daily thermal consumptions, 
distinguishing ach = 0.5 h−1 (in orange), ach = 0.62 h−1 during the daytime, ach = 0.3 h−1 during 

the nighttime (in grey), and a variable ach with window openings (in blue) [50]. 

A very good accuracy can be observed by comparing the simulated and 
measured values for each period of construction for the model with ach constant; 
the accuracy decreases with a variable ach and the last model with a variable ach 
and window openings is not accurate enough. This result attests that, in Turin, the 
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ventilation load depends on natural infiltration influenced by the permeability and 
local climate conditions; then, the ach can be represented with the model of constant 
infiltration (during the analysed heating period). 

Comparing the calculated and measured monthly energy consumption data, the 
main conclusions are the same: the model that best represents the results is the one 
with constant ventilation; this model with a constant air change rate ach of 0.5 h−1 
is chosen. 

This type of model can be applied at the urban scale to represent the distribution 
of energy consumptions, evaluate the heat peak in every zone of a city, access the 
potential of renewable energy technologies that can be useful to meet that energy 
demand profile, and analyse the further expansion of a district heating network. All 
these applications can improve the security, sustainability, and affordability of the 
energy system and therefore the energy resilience of an urban environment. 

In Figure 36, an example of the hourly model application to the city is 
represented. By changing the building attributes on the right, the results of this 
solution can be obtained. 

 
Figure 36. Example of urban-scale energy tools: 3D city model; building attributes; energy, GHG 

emissions, and comfort estimation [50]. 

3.4.5 Space cooling energy demand 

This section presents the engineering model used to simulate the hourly energy 
demand for SC in residential buildings at neighbourhood scale (Equation 25). 

𝐶𝑇𝑆
𝑑𝑇𝑇𝑆
𝑑𝑡

= ∅𝑠𝑜𝑙 + ∅𝐼 − (∅𝑡 + ∅𝑣 + ∅𝐶) (25) 

 
A place-based methodology is applied to six neighbourhoods in the city of 

Turin, identified as homogeneous zones with different building characteristics and 
urban contexts [58]. The hourly cooling demand of residential buildings is studied 
starting from the energy balance at building scale, and then is applied at block of 
buildings scale with the support of GIS tools. This model is validated with a 
comparison of the results using CitySim tool and ISO 52016 assessment. 
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Model application 

The GIS-based engineering model has been calibrated and validated at urban 
scale by comparing the cooling demand simulated at a block of buildings scale. 
Figure 37 shows the five blocks of buildings investigated. It is possible to observe 
different urban form: open-court buildings-Block 1, row-Block 2, tower-Block 3, 
and courtyard-Block 4-5. Blocks 4 and 5 represent the typical courtyards in the city 
of Turin with high-building density and different orientations. 

 
Figure 37. Blocks of buildings [49]. 

Input data 

The place-based engineering model is applied considering the construction year 
as a reference to identify different thermophysical properties of the buildings. Table 
13 shows the thermal transmittances (W/m2/K) and the thermal capacities (kJ/m2/K) 
of the opaque and transparent building components for nine construction years used 
as input data. 

Table 13. Thermophysical properties of the buildings [49]. 

Period Ug Uwall Uroof Ufloor g+ Cenvelope 
 W/m2/K - 

< 1918 5.9 1.45 1.8 1.75 0.82 504 
1919-45 5.9 1.35 1.8 1.58 0.82 504 
1946-60 5.9 1.18 1.8 1.23 0.82 283 
1961-70 5.9 1.13 2.2 1.3 0.82 283 
1971-80 5.9 1.04 2.2 1.21 0.82 257 
1981-90 3.3 0.78 1.18 1.95 0.70 264 
1991-00 2.7 0.7 0.68 0.8 0.70 274 
2001-05 2.7 0.7 0.68 0.8 0.70 274 
> 2006 1.8 0.46* 0.43* 0.43* 0.62 267 

*Legislative Decree Dgls 311, 29 December 2006 
 
The main input data at block of buildings scale are reported in Table 14. 

Table 14. Blocks of buildings’ characteristics [49]. 

Block of Buildings Block 1 Block 2 Block 3 Block 4 Block 5 
Neighborhood (name) Arquata Villaggio Olimpico Mediterraneo Crocetta 
N. of buildings - 6 4 6 15 20 
Surface of flat m2/flat 62 114 90 79 117 
Components per family Inh/fam 1.63 2.16 2.09 1.85 2.05 
Prevalent Period - 1961-1970 1971-1980 1961-1970 1946-1960 1961-1970 
Uwall W/m2/K 1.13 0.93 1.13 1.16 1.2 
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Uroof 2.2 1.73 2.2 1.73 2.02 
Ufloor 1.3 1.55 1.3 1.20 1.40 
Uglazing 5.9 4.72 5.9 5.74 5.9 
g+ - 0.82 0.77 0.82 0.81 0.82 
Cenvelope J/m2/K 282,518 260,199 282,518 282,094 345,277 
Window-to-wall ratio % 14 20 12 21 23 
S/V m2/m3 0.41 0.29 0.38 0.28 0.27 

Prevalent Azimut ° N/W=+125 N/W=+155 N/W=+165 N/W=+110 N/E=-150 
S/E=-55 S/E=-65 S/E=-85 S/E=-70 S/W=+30 

BCR m2/m2 0.16 0.31 0.12 0.31 0.38 
BD m3/m2 2.58 7.99 3.88 8.63 7.78 
H/W m2/m2 0.22 0.35 0.37 0.73 0.58 
SVF - 0.77 0.74 0.82 0.68 0.67 

 
Energy simulations are carried out according to the cooling season 2014 (same 

period used for the heating simulations [50]). Since in Turin the cooling energy 
consumptions is quite low, the warmer day of each month has been chosen to 
analyse the results of the GIS-based model in the summer season: May 30th, June 
12th, July 18th, August 5th, and September 1st. In Table 15 the average (Tae,avg) and 
maximum daily (Tae,max) air temperature (°C), and the global horizontal irradiation 
(GHI, kWh/m2) have been indicated. 

Table 15. The warmer day of each month for the cooling season 2014 [49]. 

  May 30th June 12th July 18th August 5th September 1st 

Tae,avg ,°C 21.4 28.7 27.6 24.3 23.0 
Tae,max ,°C (hour) 25.9 (4 p.m.) 33.6 (5 p.m.) 32.1 (7 p.m.) 29.6 (6 p.m.) 28.1 (5 p.m.) 

GHI, kWh/m2/day 6.91 7.36 6.98 7.08 6.23 
 

Model results and validation 

This section presents the GIS-based engineering model validation by analyzing 
the monthly, daily, and hourly results. The cooling energy demand simulated is 
compared:  

(i) At building scale, considering five typical residential buildings for each 
of the six neighbourhoods (30 buildings), and the comparison has been 
carried out with CitySim tool and ISO 52016 standard assessment.  

(ii) At block of buildings scale, five blocks of buildings with different urban 
shapes have been selected among the neighbourhoods, and the 
simulations have been carried out with CitySim tool. 

The results of the hourly simulation at building scale of three residential 
buildings are shown in Figure 38: ‘ED-5’ built in 1919-46 in Crocetta 
neighbourhood; ‘ED-5’ built in 1946-60 in Mediterraneo neighbourhood; and ‘ED-
5’ built in 1981-90 in Villaggio Olimpico neighbourhood. The hourly cooling 
energy profiles assessed with the GIS-based model (in red), the CitySim tool (in 
blue) and the ISO 52016 standard (in green) are compared. 
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(a) ‘ED-5’: 1919-46, NW-SE 

 
(b) ‘ED-5: 1946-60, E-W 

 
(c) ‘ED-5: 1981-90, NE-SW 

Figure 38. Crocetta neighbourhood: comparison of hourly cooling demand for the five warmer 
days: GIS-based model, CitySim tool and hourly method ISO 52016 [49]. 

It can be observed that the hourly energy profiles have a typical trend related to 
the external air temperature Tae (and to the solar irradiation). The GIS-based model 
and the CitySim results are very similar: the hourly energy peaks for the five days, 
and for both buildings are very close. The ISO 52016 standard simulates higher 
consumption than the other two tools, especially for month with lower external air 
temperature (May and September). These differences are mainly because local 
climate conditions refer to the typical meteorological year (TMY was adapted to 
monthly air temperatures and solar irradiations of 2014, instead CitySim and the 
GIS-based model used real weather data). In this case, correlations between air 
temperature/global horizontal irradiance and cooling demand have been used to 
compare the results according to the weather data used in the CitySim tool and in 
the GIS-based engineering model. The annual absolute relative error for the cooling 
season (April 15th - October 15th) calculated at building level is on average 30% 
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(median 26%). There are minimum values of 21 and 22%, respectively in Raffaello 
and Crocetta neighbourhoods, and a maximum value of 70% in Villaggio Olimpico 
neighbourhoods. These results are compatible with the application of the GIS-based 
model which is on an urban scale and not on a building scale. The precision of the 
GIS-based model depends on the urban form, and it has been designed for the 
typical district of the city of Turin, the courtyard. Raffaello and Crocetta represent 
the typical neighbourhood of the city with compact condominiums built between 
1946 and 1980, while Villaggio Olimpico was built more recently, and it is 
characterized by towers and big isolated condominiums. It is necessary to consider 
that the relative error has less meaning when it refers to very low energy demands 
such as 2 to 6 kWh/m3/year. Figure 39 shows the comparison of the daily cooling 
demand between the GIS-based model and the CitySim calculated for the five 
warmer days. In Figure 39a, the results refer to the energy simulations of the 30 
residential buildings analysed, while Figure 39b reports the cooling energy demand 
calculated for the five blocks of buildings. The GIS-based model shows a good 
accuracy in both cases, especially on June 12th and July 18th thanks to the highest 
daily temperatures, 33.6 and 32.1 °C, respectively. 

 
(a) Building scale: 30 buildings 

 
(b) Block of buildings scale: 5 blocks 
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Figure 39. Comparison of daily cooling demand for the five warmer days: (a) GIS-based model 
and CitySim tool at building (b) and block of building scale [49]. 

 
Figure 40 shows the comparison of the hourly SC demand between the GIS-

based model (in red) and the CitySim tool (in blue) calculated for the five warmer 
days at block of buildings scale. As already observed in Figure 38 and Figure 39, 
the model is less accurate for Villaggio Olimpico block 2 and especially for block 
3. The precision also depends on the number of buildings in each block and on the 
scale of application [15], this is another reason why the GIS model is more accurate 
in blocks 4 and 5 with 15-20 buildings, compared to blocks 2 and 3 with 4-6 isolated 
buildings. 

  

  

 
Figure 40. Comparison of hourly cooling demand at block of buildings scale for the five warmer 

days: GIS-based model and CitySim tool [49]. 

In summary, a GIS-based engineering model have been firstly validated for 
district-scale applications, and then used to simulate the cooling energy demand in 
different neighbourhoods with various morphologies. 

This model uses urban variables mainly to evaluate the solar fluxes and the 
extra flux to the sky at block-scale. Thus, at the building scale the accuracy is low, 
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but at the block scale it works except for the isolated towers in block 3. The model 
has an accuracy that seems proportional to the number of buildings in the district. 

To conclude, hourly process-driven models were designed using as a sample 
about 100 residential buildings connected to the DH. Thermo-physical 
characteristics of these buildings were defined according to the construction year. 
Energy simulations were carried out using an iterative procedure in Excel, and local 
climate data used refers to the year 2013-2014. With these models it was possible 
to simulate the heat flow components of the urban building energy balance and the 
temperatures of the three TSs (building, envelope, and glazing). Results were 
aggregated by creating clusters of buildings according to the construction period. 
Some correlations between outdoor (and sol-air) and indoor temperatures were 
defined in order to correct the indoor temperature in the generalization phase to the 
whole city. Finally, heating results were validated against measured DH data at the 
resolution of 1 hour, while cooling results were validated against CitySim 
simulation and ISO 52016 assessment. The generalized model can be applied to the 
whole city.   

 Hourly data-driven models 

This section presents a data-driven model designed using machine leering 
techniques and compares two simplified energy models applied to the city of 
Fribourg in Switzerland: a process-driven model (engineering model, EN) and a 
data-driven model (machine learning model, ML). Hourly SH consumption for 
residential buildings has been simulated at urban level. The results of energy 
simulations are compared and evaluated against anonymized monitoring data. The 
investigation shows that the simulations are quite precise with an annual MAPE of 
12.8 and 19.3% for the machine learning and the GIS-based engineering model, 
respectively, on residential buildings built in different periods of construction.  

The novelty of this investigation is to analyse the most common simplified 
methods used to simulate energy consumption at different levels, from a group of 
buildings to city scale. The main goal of the presented study is to quantify the 
simulation error against calibrated SH consumption data. For privacy concerns, the 
measured consumption data could not be disclosed, and is therefore used to 
calibrate a CitySim simulation. The calibration is based on annual heat demand 
data, for which measurements are available on a per-building basis. The shares of 
this energy used for SH and DHW are estimated with the methodology contained 
in the Swiss norms, which consider the number of occupants. Buildings are grouped 
into clusters according to their normalized space heating demand and occupancy 
type, and a search algorithm is used to find the optimal value of the unintended air 
infiltration rate (ach) within each cluster, with which the buildings are finally 
simulated. The data obtained in this way retains quantitative information about the 
heating consumption while losing all information on user-specific dynamic 
behaviour. 



   Chapter 3 
 

115 
 

3.5.1 Methodology 

Several approaches and techniques are used by researchers and practitioners to 
simulate energy consumption of buildings at urban level, the bottom-up approaches 
are the focus of the current analysis. A data-driven model is presented, evaluated, 
and compared using the results of the hourly SH energy simulation at city level 
(Table 16). The building energy-use models used in this assessment are: 

 A machine learning (ML) model based on the light gradient boosting 
machine algorithm [158] which makes an estimation of the hourly 
energy consumption of each building. Gradient boosting is chosen over 
other ML algorithms as it is usually among the top performers on energy 
load prediction comparisons [159,160] and because it provides a good 
balance between performance and training times. 

 A place-based or GIS-based engineering (EN) model uses a bottom-up 
approach, and it is based on a thermal balance of buildings at urban 
scale to predict SH energy consumption and greenhouse gas emissions 
of groups of buildings in built-up context (this model is presented in 
section 3.4). 

 CitySim (CS), an open-source simulation software that can be used to 
estimate the energy demand and energy-use for heating and cooling of 
multiple buildings, up to district scale, also considering the urban 
context. The simulation solver is based on the thermal-electrical 
analogy. 

Table 16. Building energy-use models and tools investigated [47]. 

Models and Tools Method Technique Ref. 

Machine learning (ML) model Black 
box 

Artificial Intelligence, light gradient 
boosting 

[155,158,159,161] 

GIS-based engineering (EN) 
model 

Gray 
box 

Thermal balance, iterative procedure [46,50,162] 

CitySim (CS) engineering 
tool 

White 
box Thermal-electrical analogy [29,30,163] 

 
Figure 41 describes the main steps of this analysis. In the first phase, the input 

data of the Fribourg case study are collected and processed. Subsequently, 
according to energy models and simulation techniques used, the hourly SH 
consumption of residential buildings is calculated at city level. Finally, the 
simulated data are compared with the calibrated one by CS to evaluate the accuracy 
of each model. In addition, a sensitivity analysis is carried out using the Morris 
method. 
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Figure 41. Urban-scale building energy modeling: flowchart methodology applied to the case 

study of Fribourg [47]. 

3.5.2 Input data 

Data is essential to develop, validate and use the model. Depending on the 
energy-use models and tools, different input data is required. Table 17 shows the 
main input data used in this work for the application of the three models. 

Table 17. Main input data with the source, tools used to process them and the scale of analysis 
[47]. 

Input Data Source Tools Scale 
Type of users and geometrical 

characteristics Cadastral data GIS 

Building Internal air temperature norm SIA 380/1:2009 None 
Infiltration rate and thermo-

physical proprieties 
norm SIA 380/1:2009 and 

[164] None 

Sky view factor (SVF) Cadastral data and digital 
surface model 

Relief Visualization 
Toolbox software, GIS Urban 

Height-to-distance ratio (H/W) Cadastral data GIS 

Meteorological data meteonorm.com and 
www.meteoswiss.ch 

Meteonorm software City 

 
The input data can be classified in building data, morphological parameters and 

local climate conditions. 
Building data refers to (i) the type of users; (ii) the geometrical characteristics 

such as the heat loss surfaces, the surface-to-volume ratio (S/V, m2/m3) or non-
compactness, the net and gross heated area, the opaque and transparent envelope 
(the glazing ratio is the windows-to-external wall ratio, %), the heated volume, the 
number of floors; (iii) the internal air temperature (min and max set point 
temperature, °C); (iv) the air changes per hour due to unintentional air infiltration 
rate (ach, h−1) is an input parameter of the EN model according to the construction 
period, while it is used by the CS tool to calibrate the results and the ML model 
uses the calibrated values for tuning the model; (v) the thermo-physical proprieties 
assessed according to the construction period such as the thermal capacities of the 
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building elements (C, kJm−2 K−1), the thermal transmittances (U, Wm−2 K−1) and 
relative thermal resistances (R, m2 KW−1), the wall types (layers with thickness, 
conductivity, heat capacity and density); and (vi) the systems’ efficiency for the 
space heating is assumed equal to 0.90 [164]. To consider the characteristics of a 
specific urban context, (i) the SVF (-) and (ii) the H/W (-) ratio were used as input 
data in the ML and EN models. 

Local climate data refers to the year 2017. The meteorological data used are: 
(i) the hourly external air and sky temperature (°C); (ii) the relative humidity (%); 
(iii) the horizontal global irradiance (W/m2); (iv) the wind speed (m/s) and direction 
(°); (v) the nebulosity (okta); and (vi) the rain fall (mm). In the EN model, the 
incident solar irradiance on walls is used with the hourly solar height and direction 
to calculate the shadow percentage on the envelope of each building as a function 
of its solar exposition and of the urban canyon effect [50].  

In Table 18 are indicated the main input building data that depends on the 
construction period: the ventilation rate (ach, h−1); the wall proprieties: thickness 
(dm, m); thermal transmittance (Uwall, Wm−2 K−1) and thermal capacity (Cwall, kJm−2 
K−1); the thermal transmittances of roof (Uroof, Wm−2 K−1) and ground slab (Uground, 
Wm−2 K−1) distinguishing layer with and without insulation; the windows’ 

parameters: thermal transmittance (Uglass, Wm−2 K−1), total solar energy 
transmittance of glazing (gG, -) and glazing ratio (gratio, -). 

Table 18. Main input building data according to the construction period [47]. 

Period ach * Cwall dm Uwall Uground Uroof Uglass gG gratio 
[-] [h−1] [kJm−2 K−1] [m] [Wm−2 K−1] ** [-] [-] 

Before 1945 0.70 660 0.44 0.94 1.60 
0.70 

2.3 0.47 0.25 

1946–1960 0.60 487 0.37 1.35 1.50 
1961–1970 0.55 355 0.27 1.03 1.30 (0.32) 0.65 (0.32) 
1971–1980 0.50 356 0.28 0.88 1.10 (0.36) 0.60 (0.34) 
1981–1990 0.40 493 0.25 0.90 0.68 (0.33) 0.43 (0.27) 
1991–2000 0.35 494 0.27 0.69 0.49 (0.33) 0.31 (0.27) 
2001–2010 

0.30 
495 0.30 

0.51 
0.35 (0.27) 0.25 (0.20) 

1.7 0.49 0.35 
From 2010 507 0.37 0.25 (0.20) 0.22 (0.17) 

* ach is the only input feature that changes between the EN model and the ML model.  
** In brackets, thermal transmittances U with an additional thermal insulation layer. 

3.5.3 Machine learning model 

A light gradient boosting machine (LGBM) model is built and optimized in 
Python using the LightGBM [158] and Scikit-learn [165] libraries. LGBM is an 
efficient implementation of the gradient boosting algorithm—a machine learning 
technique where an ensemble of weak learners, typically decision trees, is used to 
solve a regression or classification problem. However, unlike other ensemble 
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algorithms, in gradient boosting, the weak learners are added to the model 
sequentially, so that each learner is fit to the residuals of the previous one. 

The model is trained on hourly data using a combination of building features 
and climate data with a lag of 3 h, for a total of 20 inputs: (i) building features: 
footprint surface, height, net volume, heat loss surface, ach, U values of walls, floor, 
roof and glass, glazing ratio, SVF; (ii) climate features: air temperature, surface 
temperature, relative humidity, wind speed, global direct and diffuse radiation. As 
this approach is extremely prone to overfitting, a thorough tuning of the 
hyperparameters that control the generalization ability of the model is made using 
3-fold cross- validation. 

A list of the chosen hyperparameters for the final model is given in Table 19. 
The results show that reducing the amount of data on which each weak learner is 
trained led to a lower cross-validated error. This reduction is operated sample-wise 
by the bootstrap aggregating (bagging) operation and feature-wise by the feature 
fraction hyperparameter. Bagging fraction and bagging frequency control the 
number of samples that are used to train each tree and the frequency with which the 
sampling is updated, respectively. Bagging generally reduces the variance of the 
single tree and improves its stability, besides reducing overfitting [166]. In the 
tuned model, the bagging fraction was set to 0.95, reducing the samples used to 
train the trees by 5%. The feature fraction hyperparameter, on the other hand, 
controls the number of input features, or columns, that are sampled for each weak 
learner. In the case of this model, it was set to 0.6, meaning that only 60% of the 
features are used each time. A low value of this hyperparameter might have reduced 
the reliance of the model on a small subset of input features, thus improving its 
generalization ability. Finally, both L1 and L2 regularization terms were set at 
nearly the maximum tested value of 0.6. In the case of gradient boosting, the L1 
and L2 regularizations are applied to the leaves (exit nodes) of each tree, so that 
their contribution to the prediction is smoothed to reduce overfitting. 

Table 19. Hyperparameters of the machine learning model [47]. 

Hyperparameter Value Tested Range Hyperparameter Value Tested Range 
Bagging fraction 0.95 0.4–1 Lambda L2 0.58 0–0.6 

Bagging frequency 9 1–10 Max bin 300 100–2000 
Feature fraction 0.6 0.4–1 Number of estimators * 1000 100–1000 

Lambda L1 0.59 0–0.6 Number of leaves 38 20–40 
* Following LGBM (light gradient boosting machine) documentation, 100 estimators were 

used for the hyperparameter tuning and 1000 for the final model. 
** The dataset was randomly divided into training and test subsets by a ratio of 80/20. 
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3.5.4 Model application 

Case study 

The city of Fribourg is in the Central-Western part of Switzerland, and it has a 
warm humid continental climate. The city is organized in ten zones, and there are 
about 3,800 heated buildings of which 84% are from the residential sector. The 
monitoring data is available for every zone except zone 3, which is therefore 
excluded from the simulations (not having the measured data, it would not have 
been possible to evaluate the precision of the tested models). The residential sector 
in Fribourg is mainly made up of large and compact condominiums (56%) with an 
average value of surface-to-volume (S/V) ratio of 0.33 m2/m3, 30% of buildings are 
detached houses (S/Vavg of 0.85 m2/m3) and the remaining part are row-houses. The 
61% of residential buildings were built before 1970, but there is also a 12% share 
of new buildings, built after 2001. In Figure 42, the percentage by construction 
period of residential buildings is indicated for each of the ten zones. Unfortunately, 
for some buildings, mainly located in zones 9 and 10, the construction period is not 
known. Since it is a fundamental parameter for the identification of the thermo-
physical characteristics of the building, these buildings have not been considered 
for the simulation. From over 2,000 residential buildings that will be connected to 
the DHN in Fribourg, about 300 of them are selected among the nine of ten zones 
taking into consideration: (i) the building shape, only compact condominiums, 
which represent the most common building typology of Fribourg, are selected for 
the energy simulation; (ii) and the construction periods, the buildings are classified 
into nine classes. A second selection is made to discard the anomalous data in which 
the geometric characteristics of buildings elaborated in GIS did not correspond with 
the CitySim database; consequently, the selected buildings used have become 200 
located in eight zones (the buildings in zone 2 did not meet the requirement). 

For each zone, a cluster of compact condominiums with different construction 
periods is selected. In accordance with the available measured space heating data, 
the hourly energy simulation is made for the year 2017. In Fribourg, for this year, 
the heating season starts on 7 October and ends on 18 May. 

 

 
Figure 42. Distribution of construction periods for the residential sector in the ten zones of 

Fribourg [47]. 
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With the support of GIS tools, a georeferenced database is created with the 
building characteristics, taken from satellite images, open cadastral data, and 
orthophotos. The geometrical characteristics are elaborated at building scale and 
the urban parameters were calculated at district scale for a grid with a dimension of 
500 m × 500 m. Figure 43 shows the classification of heated buildings considering 
the type of users and the residential building typologies according to the S/V ratio. 

 

 
Figure 43. Buildings’ characteristics: typology of heated buildings [47]. 

 

Energy simulations 

The energy simulation is made for 198 residential buildings classified as 
compact condominiums (tower, linear block, or big row-houses) with an average 
S/V ratio of 0.41 m2/m3. 

The construction period is known for this sample of buildings: 44% of them 
were built before 1970, 36% were built between 1970 and 1990, and 20% were built 
after 1990. Buildings that have undergone retrofit interventions were excluded. 
Figure 44 show the sample of residential buildings (in red) with the information of 
construction period for each zone. 
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Figure 44. Construction period of residential buildings selected for the models’ application: 

distribution in the considered eight zones [47]. 

3.5.5 Model results and validation 

This section describes the main results obtained at multiple temporal and spatial 
scales. The accuracy of energy-use models has been evaluated by comparing the 
calculated and calibrated SH consumptions for about 200 residential buildings in 
Fribourg for the year 2017. The mean absolute error (MAE) and the mean absolute 
percentage error (MAPE), respectively, at hourly and annual levels on the heating 
season are calculated for the two models with respect to the CS-calibrated heating 
consumption. 

Figure 45 and Figure 46 show the MAPE of the two models aggregated by 
construction period and surface-to-volume ratio S/V respectively. The results 
obtained from the preliminary analysis of the simulation errors show that the 
accuracy of the models depends significantly on the geometrical characteristics and 
the thermo-physical properties of the building. For ML and EN models, the 
simulations are less accurate for old buildings, built before 1919 and for new 
buildings, built after 2000. The MAPE is 11.44% for ML and 18.75% for EN 
models for buildings built between 1919 and 2000. Slightly worse performances on 
recent buildings were already observed for the EN model in previous studies 
applied to the city of Turin, where the available energy consumption data for the 
more recent buildings was not enough to calibrate the model [50,162]. 

Considering the S/V, it is possible to observe that the prediction error of the EN 
model tends to be higher on very compact buildings with values of S/V lower than 
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0.4 m2/m3, while the ML model shows a lower precision on buildings with a higher 
S/V, for which, however, there are only few test samples. In particular, the test set 
has 11 buildings with an S/V lower than 0.25 m2/m3, 1 of which with an S/V equal 
to 0.16 m2/m3 (this is due to the fact that the building is located in the historic centre 
with neighboring buildings), 8 with an S/V higher than 0.7 m2/m3 and the remaining 
90% of buildings have an S/V value in between. 

 

 
(a) 

 
(b) 

Figure 45. Error distributions of the (a) ML and (b) EN models by period of construction [47]. 

 

  
Figure 46. Error distributions of the ML and EN models by S/V [47]. 

According to the simulation errors, four buildings are selected in order to 
understand the reason for the difference in the energy simulation results between 
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the models: one building with low MAPE for both models (building ID 4397); one 
with high MAPE for both models (building ID 761); and two with high simulation 
difference between the EN and ML models (building ID 128 and ID 2724). Table 
20 indicates the main characteristics of these four buildings with the hourly value 
of MAE in Wh. Different values of ach can be observed in Table 20: the EN model 
uses the ach according to the construction period; the ML model uses the calibrated 
values of ach used to generate the target heating demand in the CS simulation. In 
some cases, this discrepancy is substantial, as, for example, happens for the building 
with ID 761; these results will be investigated with further databases on retrofit 
interventions and the state of maintenance of the buildings. 

Table 20. Characteristics of four selected buildings [47]. 

Building 
ID 

Period of  
Construction 

S/V 
m2/m3 

Heated 
vol. m3 

ach 
h-1 

ach *  
h-1 

SVF 
- 

H/W  
- 

Zone 
 

CS  
kWh/y 

MAEML 
Wh 

MAEEN 
Wh 

4397 1971-80 0.27 8185 0.50 0.99 0.84 0.41 4 292,713 2784 7195 
761 1991-00 0.56 2802 0.35 1.025 0.88 0.25 10 167,999 10,525 8465 
128 1946-60 0.30 3108 0.60 0.65 0.85 0.32 7 118,075 1436 10,196 

2724 1981-90 1.24 609 0.40 0.65 0.99 0.19 5 41,014 5572 1323 
* Calibrated values according to CS model. 

 
The results of the hourly simulation for each building are shown in Figure 47. 

The hourly data reported are from 1 January to 31 May and from 1 October to 31 
December 2017. When the annual MAPE is low, the hourly simulation is very 
accurate for both models. One interesting aspect of this graph is that, for buildings 
with high MAE, the models are more accurate with high external air temperature 
(Tae) values of 10–15 °C, while with colder temperatures, the MAE tended to 
increase. In general, the energy consumption decreased as the Tae increased. For 
these selected buildings, the ML and EN models tended to underestimate the space 
heating consumption for newer buildings and overestimate it for older ones. 

 

 
(a) 
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(b) 

 
(c) 

 
(d) 

Figure 47. Building scale: Comparison of the hourly consumption profiles in 2017 from 1 January 
to 18 May and from 7 October to 31 December: (a) ID 4397 (period: 1971–80); (b) ID 761 

(period: 1991–00); (c) ID 128 (period: 1946–60); (d) ID 2724 (period: 1981–90) [47]. 

 
Table 21. Meteorological data of 2017: Typical monthly days [47]. 

Typical Monthly Day Tae, °C Tae,av, °C Isol,avg, Wh/m2/day MAEML, Wh MAEEN, Wh 
5 January 0.0 0.2 2168 7576 13,967 

7 February 1.2 1.7 2973 7887 10,883 
14 March 5.2 5.6 4899 5896 9827 

4 April 9.2 9.3 5983 3897 8259 
4 May 12.9 14.3 6655 2525 4233 

16 October 10.4 10.2 3438 3292 9662 
22 November 5.5 4.5 2427 6299 10,206 
12 December 0.9 1.1 1570 8294 10,823 

 
Considering the local climate condition of 2017, eight typical monthly days 

have been selected in order to describe the average trend as a function of the 
external air temperature (Tae) and the horizontal global irradiance (Isol). In  

Table 21, the external air temperature (Tae) refers to the selected day and the 
average values of Tae,avg and Isol,avg refer to the month.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 48. Building scale: Comparison of the hourly consumption profiles for the typical monthly 
days: (a) ID 4397 (period: 1971–80); (b) ID 761 (period: 1991–00); (c) ID 128 (period: 1946–60); 

(d) ID 2724 (period: 1981–90) [47]. 

From Figure 48, it can be observed that the hourly energy consumption profiles 
of the building have a typical trend. In the colder months, the heating system is 
always switched on, with high consumption between 11 p.m. and 6 a.m., when the 
solar and internal heat gains are minimal or nil. Consumption tended to decrease 
during the daytime, with the period of lowest consumption between midday and 
midnight. 
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Figure 49. Building scale: Comparison of the daily consumption (kWh/m3/day) for the heating 

season: CS tool and ML model [47]. 

 

 
Figure 50. Building scale: Comparison of the daily consumption (kWh/m3/day) for the heating 

season: CS tool and EN model [47]. 

Figure 49 and Figure 50 show the comparison of daily consumption data 
(Wh/m3/day) for the heating season between CS and ML simulations, and CS and 
EN simulations, distinguishing the four selected buildings. What is interesting 
about these graphs is that: 

 Building ID 761 (built between 1991 and 2000) is problematic for both 
models, which tended to underestimate the real heating consumption 
during the whole heating season. With building ID 4397 (1971–80), on 
the other hand, both models showed a good accuracy and are able to 
approximate the behaviour of the building well. 
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 As had already emerged from the hourly profiles, with regards to 
building ID 2724 (built between 1981 and 1990), on which the ML 
model had a much higher error than the EN model, the heating 
consumption is overestimated. Similar results are obtained by the EN 
model, which overestimated the heating consumption of building ID 
128 (built between 1946 and 1960), on which the ML model showed 
high precision instead. 

In addition, it is possible to observe that for some days, which corresponded to 
non-working days, the simulation error of the EN model increased—probably, this 
is also a consequence of the internal gains used in the thermal balance. In the EN 
model, an hourly profile of internal gains is assumed according to the standards, 
taking into account the same intensity and profile for the whole week. This 
phenomenon did not occur in the ML model as it was trained on the data processed 
with CS, and therefore took this aspect into consideration. 

Finally, Figure 51 and Figure 52 show some results at city level. The aggregated 
space heating consumption expressed in kWh/m3/year according to the Fribourg 
zones and the construction periods have been indicated for each model. 
As mentioned in the literature review, there are several factors that influence 
consumption (e.g., construction period, S/V, occupants and local climate). It is 
confirmed that (i) newer buildings have better energy performance than older ones 
(Figure 51) and (ii) urban morphology affects the energy intensity; in fact, Figure 
52 shows an example on how the amount of built area influence the heating 
consumption (in kWh/m3/y); in this case, the building coverage ratio (BCR) is used. 
This topic will be investigated more thoroughly in future works. 

 

 
Figure 51. City scale: Comparison of the annual consumption (kWh/m3) for the heating season 

2017 distinguishing: construction periods [47]. 
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Figure 52. City scale: Comparison of the annual consumption (kWh/m3) for the heating season 

2017 distinguishing: eight zones [47]. 

In summary, these results show that the ML and EN models simulate hourly 
energy consumption on an urban scale quite accurately and with very short 
simulation times compared to other existing models and instruments. In particular, 
both these simplified models needed less than a second to simulate a single building 
on a mid-range consumer laptop, while a detailed CitySim simulation of the same 
building, modelled with nearby constructions, trees and terrain on the scene, took, 
on average, 10 min. The average time required to simulate an entire zone with the 
same level of detail in a single run grows to around two weeks with CitySim, while 
the simplified models are both capable of making an estimation in less than a 
minute. However, there are several aspects on which to intervene to improve the 
precision of these simplified models. 

To sum up, ML and EN models were applied to 200 residential buildings in 
Fribourg, and energy simulation results were compared to the CS-calibrated heating 
consumption. Through the evaluation of the simulation errors, the study shows that 
these two models were quite precise with an annual mean absolute percentage error 
of 12.8 and 19.3% for the ML and the EN models, respectively, on buildings built 
in the period 1919–2000. Compared to the other models, they are less accurate, but 
more flexible and easily applicable to other contexts, since they use existing 
databases. The strong points are certainly the short simulation times and the 
flexibility of the models, which, since they use open input data, can be applied to 
other cities elsewhere in the world.  

 Hourly hybrid models 

This section presents a first version of a hybrid model designed for some 
neighbourhoods in the Canton of Geneva in Switzerland. The hourly engineering 
model (presented in section 3.5) is optimized by adopting a data-driven correction 



   Chapter 3 
 

129 
 

with a Random Forest algorithm [51]. The new model is used to study the impact 
of COVID-19 pandemic on the EP of the residential sector. 

The unprecedented impact of the pandemic has caused the trend in energy 
consumption to change unexpectedly. It is essential to develop energy models to 
evaluate future energy trends. There are only a few studies that evaluate the impacts 
of the lockdown on energy heat demand. As measured energy data are often not 
available, energy simulation tools are used to assess the impacts of the pandemic 
on energy demand. Several contrasting results have been reported in the existing 
literature in the assessment on urban energy use; particularly in simulation-based 
studies. The results of the energy simulations depend on the input data set. From 
the literature it emerged that occupancy profiles have not been studied adequately, 
and this has provided contrasting results. The definition of occupancy scenarios is 
fundamental to take into account the resident’s behaviour during the pandemic. This 
study introduces detailed scenarios taking into account different occupancy 
behaviour. As the GIS-based approach presented here is flexible, the input data can 
be easily updated according to the scenarios to be analyzed. In addition, the model 
presented allows to carry out energy assessments at urban scale, and simulation 
times are minimal compared to existing tools.  

This investigation aims to address the aforementioned gaps by using measured 
and simulated data to analyze the energy trend during the COVID-19 pandemic 
period. More specifically, the aims of the study are as follows: 

(i) Developing and verifying a bottom-up approach to explore the impacts 
of the COVID-19 pandemic on SH and SC demand of residential 
buildings using a “GIS-based engineering model”.  

(ii) Developing and analyzing detailed occupancy scenarios that describe 
the occupant’s behaviour during the partial and full lockdown. 

(iii) Developing a data-driven model to improve the accuracy of the GIS-
based energy model using a machine learning approach.  

3.6.1 Methodology 

This analysis investigates the impacts of the COVID-19 pandemic on SH and 
SC energy performance of three residential neighbourhoods located in the Canton 
of Geneva in Switzerland. The proposed methodology consists of three main phases 
(Figure 53). 
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Figure 53. Flowchart of the GIS-based workflow [51]. 

In the first phase, the input data are processed. This methodology combines 
different types of data. Climate data, building data, occupancy profiles, and 
morphological parameters are processed and elaborated with the support of GIS 
tools. Energy demand in urban neighbourhoods is investigated by using a GIS-
based engineering model [47,49,50]. In the energy simulation phase, the GIS-based 
model is verified comparing the simulated annual energy consumption with the 
measured data. A machine-learning algorithm is used to improve the accuracy of 
the model. In the third phase, the impact of the COVID-19 pandemic on the SH and 
SC demand is assessed by investigating three scenarios that consider the occupancy 
scenarios including pre-pandemic, partial and full lockdown. 

Studied area 

The proposed GIS-based approach is implemented in the Canton of Geneva. In 
this Canton, the climate is temperate with cold winters, warm summers, adequate 
precipitations, and a north-easterly wind (Köppen climate classification: Cfb [167]). 
Figure 72 shows the hourly weather data of Geneva collected from the Meteonorm 
8.0.4 for the “contemporary” period from 2000 to 2019. Relative humidity (%) and 

external air temperature (°C) refer to a weather station in Geneva (46°25’N, 

6°12’E). During the winter season, in January, the air temperature drops to -6.9 °C. 
In the summer season, there is the maximum temperature on 24th July at 4 pm with 
34.8 °C. The coldest months are January and December, with monthly average air 
temperatures of 2.2 and 2.9 °C respectively. The hottest months are July with an 
average monthly air temperature of 20.8 °C and August with 20 °C. 
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Figure 54. Hourly weather data of Geneva: relative humidity (in red) and external air temperature 

(in blue) [51]. 

Case studies 

The urban morphology strongly affects the EP of buildings due to the 
relationship between the building and its surroundings (e.g., shading, heat 
exchanges between buildings) and to the type of outdoor surfaces [103,168,169]. It 
is possible to reduce the SH and SC energy demand of buildings by optimizing the 
urban morphology [170,171]. A GIS database is developed to explore the urban 
morphology of the three neighbourhoods in the Canton of Geneva by investigating 
the urban form and urban density. The 2D building characteristics and the DSM 
with a resolution of 0.5 meters x 0.5 meters were acquired from the Swisstopo 
(Federal Office of Topography) database. Several parameters, which refer to urban 
form and urban density, have been considered in the literature to describe urban 
morphology. In this study, six major parameters are considered to define the 
morphology of the neighbourhoods including (i) the building height (BH) as the 
average height of the buildings in the sample area, (ii) the relative height (H/Havg) 
as an index to describe the solar exposition concerning the building heights [172], 
(iii) the building coverage ratio (BCR) as the total built area in the sample area 
divided by the sample area [123,173] (iv) the building density (BD, m3/m2) as the 
total building volume in the sample area divided by the sample area [173,174], (v) 
the height-to-width ratio (H/W) [102] which is ratio between the building height 
and the distance between buildings, as well as (vi) the sky view factor (SVF) which 
is used to measure the portion of sky visible from a given point [128]. The SVF is 
used in the GIS-based engineering model to count for the solar exposition of the 
urban morphology and to quantify the thermal radiation lost to the sky based on a 
200 meters x 200 meters grid size. 

A total number of 18 urban neighbourhoods in the Canton of Geneva are 
assessed using the aforementioned process; in which three neighbourhoods are 
selected based on the urban density (i.e., BH and BD) and the urban form (i.e., 
H/Havg, BCR, H/W, and SVF). In this regard, for the urban density, a range of 10 to 
25 m for BH is considered, which neighbourhood 1 is 10.8 m, neighbourhood 2 is 



   Chapter 3 
 

132 
 

23.7 m and neighbourhood 3 is 15.6 m, and BD varies from 1.6 to 8.2 m3/m2. For 
the urban form, a range of 0.15 to 0.4 m2/m2 for BCR and a range of 0.25 to 0.8 
m2/m2 for H/W are considered; BCR values are 0.16, 0.38 and 0.15 m2/m2 
respectively for neighbourhood 1, 2 and 3 and H/W values are 0.25, 0.81 and 0.30 
m2/m2. Finally, neighbourhoods in the Caton have similar values of H/Havg and 
SVF, but they were still analyzed because are useful parameters to describe the 
urban form. 

Another criterion used is the presence of residential buildings. Thus, 
considering the characteristics of the building stocks and the prevailing building 
sector (in this case, the residential one), three neighbourhoods have been selected. 
In these neighbourhoods 90% of the buildings are residential, and the energy data 
for annual heating consumption of most of these buildings are known. The energy 
simulation is carried out for residential buildings. Figure 55 shows the map of the 
Canton of Geneva with the location of three selected neighbourhoods (the location 
of neighbourhoods marked in red). Neighbourhood 1 (46° 24’ N, 6° 20’ E) and 2 

(46° 21’ N, 6° 15’ E) are small urban areas in Vésenaz district and Pâquis district 

respectively. Neighbourhood 3 (46° 19’ N, 6° 11’ E) is a larger urban area in Lancy 

and Onex districts. 
 

 
Figure 55. Map of the Canton of Geneva using the World Imagery from ESRI to show the location 

of three neighbourhoods as case studies [51]. 

Table 22 presents the value of the morphological parameters for each 
neighbourhood. The morphological parameters that have greater variability are BH 
and BD, which are used to describe the urban density, and the canyon effect 
evaluated as a function of the H/W ratio. Neighbourhoods 1 and 3 are less dense 
than neighbourhood 2 which is more built with higher values of BH, BCR, BD, and 
H/W. 
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Table 22. Characteristics of four selected buildings [51]. 

Neighbourhood 
BH H/Havg BCR BD H/W SVF 
(m) (m/m) (m2/m2) (m3/m2) (m2/m2) (-) 

1 
 10.79 1.32 0.16 1.61 0.25 0.82 

SD 2.14 0.13 0.07 1.03 0.15 0.02 

2 
 23.69 1.28 0.38 8.15 0.81 0.74 

SD 5.29 0.29 0.17 3.47 0.29 0.18 

3 
 15.60 1.51 0.15 2.02 0.30 0.81 

SD 6.95 0.46 0.08 1.50 0.27 0.01 
 
Starting from over 3,200 buildings in the three neighbourhoods, around 1,800 

buildings that have a heating/cooling system have been selected. Buildings are 
classified into seven categories: assembly (church, public, sports center, temple), 
business (service, government, offices, post office, police), commercial 
(commercial, retail), educational (kindergarten, school, university), industrial 
(manufacture, atelier), institutional (hospital), and residential (house, detached, 
retail house). In Figure 56 buildings are classified according to their function. 

 

 

   
(a) (b) (c) 

Figure 56. Building classification by type of users of three neighbourhoods in the Canton of 
Geneva: (a) neighbourhood 1, (b) neighbourhood 2, and (c) neighbourhood 3 [51]. 

Residential buildings are classified according to the construction year based on 
eight classes: before 1945 (class 1), between 1946 and 1960 (class 2), between 1961 
and 1970 (class 3), between 1971 and 1980 (class 4), between 1981 and 1990 (class 
5), between 1991 and 2000 (class 6), between 2001 and 2010 (class 7), and after 
2010 (class 8). In Table 23 the residential buildings’ characteristics of these three 
neighbourhoods are described (for further information [164]). 

Neighbourhood 1 has over 420 heated buildings of which 95% are identified as 
residential users. Residential buildings have an average S/V ratio of 0.74 m2/m3 (i.e. 
detached house). Almost 40% of the buildings were built after 1991 and only 16% 
before 1945. From this database, 34 residential buildings have been selected, of 
which the measured energy consumption is known, to verify the accuracy of the 
GIS-based model. In neighbourhood 2 there are nearly 650 heated buildings of 
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which 84% are identified as residential users. Most of the residential buildings 
(42%) were built before 1945, 25% between 1946 and 1970, and there are only 4 
buildings (1%) built after 2010. In this district, the measured energy consumption 
of 283 residential buildings is available for model validation. The third 
neighbourhood has over 750 heated buildings of which 92% are residential 
buildings with an average S/V of 0.71 m2/m3. The prevalent construction year is 
class 6 (21% of residential buildings were built between 1991 and 2000), 17% were 
built before 1945, and 7% after 2010 (47 buildings). Knowing the measured energy 
consumption of 134 residential buildings, these buildings have been selected to 
apply the model. To improve the reliability of the model, it is important to verify 
the simulated data by comparing it with the measured energy data. Thus, a total 
number of 451 buildings out of 1,640 buildings are selected based on the 
availability of data. For these buildings, the measured annual heating consumption 
and the construction year used to define the thermophysical properties of the 
building are known. 

Table 23. Residential buildings’ characteristics of the three neighbourhoods [51]. 

Neighbour. 
Percentage of 

residential 
buildings 

No. of 
residential 
buildings 

Average height Average S/V Prevalent 
construction year (m) (m2/m3) 

1 95 396 9.4 0.74 Class 7 (2001-2010) 
2 84 542 22.1 0.36 Class 1 (before 1945) 
3 92 702 11.5 0.71 Class 6 (1991-2000) 

 
Figure 57 shows in green the residential buildings analyzed (of which the 

measured energy consumption is known) and in red the other residential buildings. 
 

 

   
(a) (b) (c) 

Figure 57. Identification of residential buildings selected (in green) and other residential buildings 
(in red): (a) neighbourhood 1, (b) neighbourhood 2 and (c) neighbourhood 3 [51]. 
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3.6.2 Input data 

Climate data 

Hourly climate data are collected from Meteonorm 8.0.4 for the 
“contemporary” period from 2000 to 2019. Data recorded by the weather station 

and statistical interpolation of the nearby weather station (46°25’N, 6°12’E in 

Geneva) are elaborated for three different locations, one for each neighbourhood 
under analysis. Table 24 shows the main information of the three locations (cool 
temperate zone with sub-maritime climate). From the annual climate data, it is 
possible to observe that there are no significant differences between the three 
studied areas. The weather profiles used as input data for the GIS-based engineering 
model are as follows: the external air temperature (Ta in °C), the relative humidity 
(RH in %), the global horizontal radiation (Gh in W/m2), the beam irradiance (Bn in 
W/m2), and the diffuse horizontal irradiance (Dh in W/m2). In this work, the wind 
effect on convective heat exchange was not considered. 

Table 24. Measurements and annual climate data of three sites [51]. 

Neighbour. Locations 
Elevation 

Measurements 
Ta RH Gh Bn Dh 

(m) (°C) (%) (kWh/m2) 
1 46°24’N - 6°20’E 406 statistical interpolation 11.2 70 1291 1351 571 
2 46°25’N - 6°12’E 420 weather station 11.2 70 1291 1309 591 
3 46°19’N - 6°12’E 398 statistical interpolation 11.8 68 1292 1298 603 

 
Comparing Heating Degree Days (HDD) and Cooling Degree Days (CDD) in 

the Canton of Geneva for 2019 (pre-pandemic period) for 2020 (pandemic period) 
no significant differences were found. The HDDs for 2019 and 2020 are 2755 and 
2654 respectively, the CDDs are 298 in 2019 and 290 in 2020 (source: 
www.meteoswiss.admin.ch). Therefore, in this analysis, energy simulations are 
carried out using a typical weather year based on weather data from 2000 to 2019, 
taken from Meteonorm. No supplementary data related to the pandemic period are 
used. 

Building data 

The geometrical characteristics (e.g., building’s footprint, number of floors, 

height, volume), the surface-to-volume (S/V, m2/m3) ratio that is a variable able to 
describe the compactness of the building, the construction year, and the user type 
(i.e., residential, school, office, industrial) of the buildings are identified and 
processed using different databases. These include the Swisstopo (Federal Office 
of Topography) database, the SITG (Système d'information du territoire à Genève) 
database, and Switzerland’s OSM (Open Street Map) database. The first step is to 

identify the heated/cooled buildings. Garages and low-rise buildings lower than 3m 
in height and 50 m2 total area are classified as unheated buildings (without an energy 
system). After identifying the buildings that have an energy system, only the 
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residential users are selected. Secondly, a comprehensive database is developed for 
residential buildings located in the neighbourhoods with the use of GIS tools. 
According to the construction year, the thermophysical properties of the buildings 
are defined using as reference a study performed for the city of Neuchâtel, 
Switzerland [164]. For each building thermal transmittances and thermal capacity 
of the windows and opaque elements, infiltration rate, total solar energy 
transmittance of glazing, and window-to-wall ratio (WWR, -) values are identified. 

Occupancy scenarios 

One of the aspects that affect energy consumption is the behaviour of people 
and their habits [118,175]. Three occupancy profiles are defined to evaluate the 
effect of the COVID-19 pandemic on the energy demand of residential users. Three 
aspects are considered: (i) the hours of operation of the energy system, (ii) the 
internal heat gains due to the presence and the activity of people in the buildings, 
(iii) the heat losses due to the windows opening. The following scenarios are 
defined: (i) baseline scenario (S1) simulates the energy demand considering people 
behaviour in a normal year, according to Swiss norm SIA 2024 [176] it is assumed 
that people stay at home 12 hours per day; (ii) partial lockdown scenario (S2) in 
which people stay at home 18 hours per day; (iii) full lockdown scenario (S3) in 
which people stay at home all day (24 hours per day). The heating/cooling system 
is always turned on to achieve a comfortable internal air temperature that is 22 °C 
in winter and 26 °C in summer. The heating system turns off when the internal air 
temperature achieves the comfortable temperature. 

Figure 58, Figure 59, and Figure 60 show in blue the heating and cooling 
schedules for the three scenarios by distinguishing the weekdays and the weekend. 
In the graphs, the value 0 indicates that the internal air temperature of the building 
is set at 20 °C in winter and 28 °C in summer, while the value 1 indicates that the 
internal air temperature is set at 22 °C and 26 °C in winter and summer respectively. 
This means that the energy system is always in operation to keep the building 
temperature at 22 °C  or 20 °C during the heating season and 26 °C or 28 °C during 
the summer season, as required by the Swiss norm SIA 2024 [176]. 

Internal gains depend on the number of occupants per building and the activity 
of the occupants. The number of occupants is calculated referring to the Swiss norm 
SIA 380-1 [177], which indicates that the surface area per person is 40 m2/P for 
residential buildings with a S/V ratio equal to or less than 0.71 m2/m3 (typical of 
condominiums) or 60 m2/P with S/V higher than 0.71 m2/m3 (typical of detached 
houses). 

According to the type of activity, the metabolic flux is assumed as 72 W for a 
person who is sleeping, 108 W who is sitting, 126 W who is standing, 175 W who 
is cooking, 207 who is walking, and 210 who is cleaning [178]. The occupancy 
schedule for the baseline scenario (S1) is indicated in Figure 58 and, according to 
Swiss norm SIA 2024 [176], people stayed at home 12 hours. In Figure 59 and 
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Figure 60, it is assumed that people stayed at home 18 hours during a partial 
lockdown (S2) and 24 hours during the full lockdown (S3). 

 

  
(a) (b) 

Figure 58. Occupancy schedules of baseline scenario (S1): (a) weekday, (b) weekend [51]. 

  
(a) (b) 

Figure 59. Occupancy schedules of baseline scenario (S2): (a) weekday, (b) weekend [51]. 

 

  
(a) (b) 

Figure 60. Occupancy schedules of baseline scenario (S3): (a) weekday, (b) weekend [51]. 

 

Table 25. Air change rate (ACH, h-1) per construction year by distinguishing three scenarios [164]. 

Scenario Before 
1945 

1946-
1960 

1961-
1970 

1971-
1980 

1981-
1990 

1991-
2000 

After 
2001 

Baseline 0.7 0.6 0.55 0.5 0.4 0.35 0.3 
Partial lockdown 0.8 0.7 0.65 0.6 0.5 0.45 0.4 
Full lockdown 0.9 0.8 0.75 0.7 0.6 0.55 0.5 
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Heat losses are quantified according to the values of the air change rate (ACH, 
h-1) for infiltration indicated in Table 25. Constant ACH values are assumed during 
the day (24 h), considering natural ventilation through infiltrations. To consider the 
occupancy behaviour regarding windows opening (people open windows more 
often staying longer at home [179]), the ACH values are increased in the S2 and S3 
scenarios compared to the baseline scenario. 

Measured energy data 

The measured annual energy data for SH are used to verify the accuracy of the 
GIS-based engineering model. The measured energy data are obtained from the 
SITG (Système d'information du territoire à Genève) database. For each building 
the following information is acquired: the annual heat consumption for space 
heating and domestic hot water expressed in MJ/year and MJ/m2/year, the share of 
energy used for DHW, the heated surface, the year of measurement (from 1999 to 
2010) and the energy vector. 

The model used in this analysis simulates the energy demand for SH under 
certain climatic conditions. From the measured data, only the share of energy for 
space heating is considered to verify the model. Residential buildings in the three 
neighbourhoods use natural gas as the energy vector to heat the buildings. 
Therefore, to calculate the energy demand, it is assumed a system efficiency of 0.85, 
typical of gas systems in accordance with the Swiss norm SIA 380-1 [177]. The 
heating degree days (HDD, °C) presented in Table 26 are used to normalize the 
measured energy data as for the simulations the typical weather data from 
Meteonorm 8.0.4 were used. In the last three columns, the HDD for the three 
neighbourhoods can be compared referring to the Meteonorm typical year. The 
relative difference between the HDD in the neighbourhoods is minimal. 

Table 26. Heating Degree Days (HDD, °C) in the Canton of Geneva (source: 
www.meteoswiss.admin.ch) [51]. 

Year 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 N. 1 N. 2 N. 3 
HDD 3018 2718 2812 2724 3005 2895 3163 2799 2728 2926 2781 3180 2790 2829 2718 

 

3.6.3 Data-driven correction to the model 

A machine learning approach is used to define a data-driven correction with a 
Random Forest (RF) algorithm in order to tune the GIS-based model results. A data-
driven model is used to extract scale factors to improve the accuracy of the “GIS-
based engineering model”. Such scale factors are defined as the ratios between the 
real energy demand and the simulated one. Therefore, a RF algorithm [180] is 
trained (on the sample where real measurements are available) to make a data-
driven prediction of the ratio between the real energy demand and the simulated 
one for buildings where measured values are not available. This correction is 
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motivated by the fact that building characteristics used to simulate the consumed 
energy are sometimes approximated in the GIS-based model, together with the fact 
that the model has its intrinsic accuracy. The model is trained using an initial set of 
25 features extracted from climate databases, simulated energy data, building, and 
urban attributes. 

 

  
(a) (b) 

Figure 61. Variables’ importance: (a) all variables, (b) six variables [51]. 

 
Figure 61a depicts the relative importance of each input feature in relation to 

the task, extracted by an embedded function in the RF model implementation [181]. 
The most relevant variables are those that describe the geometric characteristics of 
the building (e.g. S/V, building footprint, heat loss surface) and the energy 
consumption simulated with the GIS-based model. Variables that describe the 
thermal properties of the building, morphological parameters, and occupancy 
behaviour (number of people and ACH) have a medium/low impact. HDDs are very 
similar in the three neighbourhoods and do not have a significant impact. Finally, 
features related to the properties of the transparent building envelope have no 
impact at all. Therefore, the geometrical variables have a significant impact in the 
prediction of scale factors. These results are due to the fact that the building 
database has some geometric errors (e.g., in some cases the geometries of the 
buildings overlap erroneously). This leads to errors in the calculation of the 
geometric variables of the building. 

In a second step, the model is thus trained using only the six most relevant 
variables that are the S/V ratio, the heat loss surface, the simulated annual heating 
demand, the buildings’ footprint, the height, and the volume. These are the variables 

that have the greatest impact in predicting the targets (i.e. the scale factor for each 
building). Figure 61b shows the importance of these six inputs in the performance 
of the model. 

The dataset composed of 451 buildings is randomly divided into training and 
test subsets by a ratio of 75/25. The model hyperparameters are tuned using K-fold 
cross-validation to improve the precision of the predictions. The final RF model is 
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validated using the training called Out-Of-Bag (OOB) [182], and it has a mean 
absolute error of 15.3%, a mean squared error of 5.2%, and a root mean squared 
error of 22.8%. Table 27 shows the hyperparameters of the RF model. 

Table 27. Hyperparameters of the RF model [51]. 

Hyperparameter Description Value Tested range 
Number of estimators Number of trees in the forest 400 200-2000 

Min samples split Min number of data points placed in a node before 
the node is split 3 02-giu 

Min samples leaf Min number of data points allowed in a leaf node 4 01-apr 

Max features Max number of features considered for splitting a 
node sqrt auto, sqrt 

Max depth Max number of levels in each decision tree 85 10-160 
Bootstrap Method for sampling data points True True/False 

 
In Figure 62, an example of the decision tree is indicated. The depth of trees in 

the forest is limited to three levels to show an understandable scheme. In the root 
node, the variable (i.e., simulated energy) and the value to split the node on is 
indicated, “mse” is the mean square error, “samples” is the number of data points 

in this node, and “value” is the prediction (in our case, the scale factor) for all data 

points in this node. 
 

 
Figure 62. Decision tree: maximum depth of three levels [51]. 

3.6.4 Model results and validation 

This section shows the main findings. The purpose of the first part of this 
investigation is to verify the accuracy of the model used to simulate the energy 
demand of residential users and to improve its precision with the integration of a 
machine learning model. In the second part of the results, the impacts of the 
COVID-19 pandemic on the energy demand are described by distinguishing three 
scenarios. 
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Model validation and improvement 

The “GIS-based engineering model” is designed to simulate the energy demand 

of a group of buildings at the urban scale. In this work, it is applied at building scale 
and the energy demand is thus simulated for each building not for a group of 
buildings or a cluster, but with some urban variables at urban scale (not available at 
building scale). The energy consumption for heating and cooling of 451 residential 
buildings is simulated. Since the measured consumption has an annual temporal 
resolution, the verification is carried out using annual data. According to the 
baseline scenario (pre-pandemic conditions), the results of the annual heating 
demand are compared to the measured energy data.Despite uncertainties from input 
data, the developed model shows a reliable energy demand estimation. Comparison 
of simulated and measured energy data shows that the GIS-based model has an 
average mean absolute percentage error (MAPE) of 26% (the median MAPE is 
20%). The MAPE varies in the three neighbourhoods. Neighbourhoods 1 (34 
buildings) and 2 (283 buildings) have an average MAPE of 29%, while 
neighbourhood 3 (134 buildings) has a lower average MAPE equal to 18%. The 
results of neighbourhood 3 are more accurate, even if the model slightly 
overestimates the energy uses. To calculate the energy demand from measured 
energy consumption, it is assumed a system efficiency of 0.85 for all buildings. It 
is possible to define different system efficiencies depending on the construction 
year of the buildings, and the average MAPE could be reduced on average of 6% 
(in neighbourhood 1 the MAPE remains equal to 29%, in neighbourhoods 2 and 3 
can be reduced on average of 9% and 1% respectively). Figure 63 shows the 
comparison of energy data expressed in kWh/year and the frequency distribution of 
the MAPE in the three neighbourhoods. In neighbourhoods 1 and 2, 61-62% of the 
simulated data has a MAPE lower than 30%. More accurate results are obtained in 
neighbourhood 3, where 85% of simulated data have a MAPE lower than 30%, and 
61% of data have a MAPE lower than 20%. 

 

  
(a) (b) 

Figure 63. Results of energy simulation in the three neighbourhoods: (a) comparison between 
measured and simulated heating demand and (b) frequency distribution of MAPE [51]. 
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With the use of GIS tools, the MAPE is mapped at the building level in the 
three neighbourhoods (Figure 64). 

 
 

   
(a) (b) (c) 

Figure 64. MAPE at building level: (a) neighbourhood 1, (b) neighbourhood 2, and (c) 
neighbourhood 3 [51]. 

The scale factor, calculated as the ratio between the measured energy demand 
and the simulated one, is used to improve the energy simulations. This factor is 
calculated in two ways: 

- Using a constant scale factor which is the average value calculated over the 
data of the 451 buildings. 

- Using an ad-hoc scale factor for each building, calculated from the RF 
model. 

Figure 65 shows the results of 113 residential buildings located in the tree 
neighbourhoods identified as the test set. This group of buildings has not been used 
for the training of the RF model. It is possible to observe that with the use of the 
constant correction factor the average MAPE decreases from 26% to 23%. Better 
results are obtained with the application of the RF model, with an average MAPE 
of 16%.  

 

  
(a) (b) 

Figure 65. GIS-based model, constant correction factor and RF model: (a) comparison between 
measured and simulated heating demand and (b) frequency distribution of MAPE [51]. 

The GIS-based model tends to overestimate the energy data for buildings that 
have a heating demand higher than 150,000 kWh/year, mainly because energy 
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retrofit interventions are not considered. This trend is less marked using the constant 
correction factor. The bias is well-corrected by the RF model. 

Figure 66 shows an example of the hourly profile for heating and cooling 
demand for one year. These results refer to a building with a MAPE close to 0%. 
This building is a terrace house in neighbourhood 3. It was built between 1961 and 
1970, therefore, has moderate thermal insulation. The annual heating demand is 142 
kWh/m2/y (the heating season is from 7 October to 18 May), and the annual cooling 
demand is 8 kWh/m2/y (the cooling season is from 19 May to 6 October). The 
maximum daily demand for heating occurs in January, with an energy demand of 
1,383 kWh/day and an average outdoor air temperature of -1.4 °C. During the 
summer season, a maximum daily cooling demand of 354 kWh/day is reached with 
an outdoor air temperature of 28.3 °C (on 30th June). 

 

 
Figure 66. Hourly profiles for heating (in red) and cooling (in blue) energy demand of a terrace 

house built between 1961 and 1970 [51]. 

Impacts of COVID-19 pandemic on the energy demand 

During the S1 scenario, the annual energy demand in the three neighbourhoods 
is 76,024 MWh/y and 5,681 MWh/y for space heating and cooling respectively. In 
partial lockdown conditions (S2) the energy demand increases, reaching 81,948 
MWh/y (+8%) for heating and 6,625 MWh/y (+17%) for cooling. The energy 
demand during the full lockdown (S3) increases by 13% for heating and by 28% 
for cooling, compared to S1. During S3 the annual heating demand is 85,753 
MWh/y (+9,729 MWh/y respect to S1 and +3,805 MWh/y respect to S2) and the 
annual cooling demand is 7,286 MWh/y (+1,606 MWh/y respect to S1 and +661 
MWh/y respect to S2). Table 28 shows the results for each scenario. What stands 
out in the table is that the energy demand for cooling increases more than for 
heating. The internal gains due to the presence of people during the heating season 
partially compensate for other factors that increase heat use. During the summer, 
internal gains have an opposite effect with higher: human presence, use of electrical 
appliances, and cooling demand. In neighbourhood 1 the increase in cooling 
demand during restriction measures is less marked than in the other two 
neighbourhoods. This could depend on the construction year of the buildings, in 
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this zone most of the buildings were built after the year 2000 with a lower thermal 
capacity of envelope and building. 

Table 28. Annual energy demand in the three neighbourhoods for different scenarios [51]. 

Neighbour. 
S1 - Annual 

demand (MWh/y) S2 - Annual demand (MWh/y) S3 - Annual demand 
(MWh/y) 

Heating Cooling Heating Cooling Heating Cooling 
1 2,184 511 2,406 (+10%) 550 (+7%) 2,527 (+16%) 603 (+18%) 
2 54,684 3,164 58,784 (+7%) 3,773 (+19%) 61,453 (+12%) 4,202 (+33%) 
3 19,156 2,005 20,758 (+8%) 2,302 (+15%) 21,773 (+14%) 2,481 (+24%) 

Total 76,024 5,681 81,948 (+8%) 6,625 (+17%) 85,753 (+13%) 7,286 (+28%) 
*In brackets the percentage increase in energy demand with respect to the S1 scenario is 

indicated. 
 
In Figure 67 the annual heating and cooling demand expressed in kWh/m2/y of 

543 residential buildings are indicated by distinguishing for the three scenarios. 
What emerged from Table 28 is confirmed. Energy use in buildings increases 
during partial and full lockdown conditions. In addition, it can be observed that 
older buildings consume more in winter and less in summer compared to buildings 
built in recent years. 

 

  
(a) (b) 

Figure 67. Annual (a) heating and (b) cooling demand (kWh/m2/y) of 543 residential buildings for 
the three scenarios [51]. 

The specific heat demand for buildings built before 1945 increases by 9.7 
kWh/m2/y (+7%) during S2 and by 16.9 kWh/m2/y (+12%) during S3 (compared to 
S1). For new buildings (built after 2000) the increase is relatively greater than old 
ones (older buildings consume more and the increase is less noticeable). The heat 
demand increases by 8.1 kWh/m2/y (+11%) and 12.2 kWh/m2/y (+17%) during S2 
and S3 respectively. 

In the cooling season, energy demand is higher for new buildings (due to the 
thermal properties of the materials, which allow good thermal insulation with low 
inertia, but restrictive measures have a greater impact on old buildings. For 
buildings built before 1945, the specific cooling demand goes from 6.6 kWh/m2/y 
(S1) to 8.1 kWh/m2/y during a partial lockdown, up to 9.4 kWh/m2/y (S3) which is 
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42% more than the initial consumption. In buildings built after 2000, consumption 
ranges from 21.7 kWh/m2/y (S1) to 23.1 kWh/m2/y (S2) up to 25.1 kWh/m2/y 
during a full lockdown. In this case, the cooling demand increases by 6% in S2 and 
by 16% in S3. These results indicate that thermophysical properties of the building 
have a significant impact not only on the energy performance but also on how much 
the COVID-19 pandemic affects final consumption. In addition, the impact of the 
pandemic on heating/cooling demand is not as marked as we might expect from 
electricity consumption. 

Figure 68 shows an example of two buildings in neighbourhood 3 built in the 
same period (between 1961 and 1970) with different shapes. One is a terrace house 
that has an S/V of 0.34 m2/m3 (4 floors), and the other one is a row house that has 
an S/V of 0.25 m2/m3 (10 floors). The annual energy demand is indicated for each 
scenario. The energy demand for cooling is significantly lower than that for heating. 
The compact building with lower S/V (row house) has lower consumption, and the 
impact of the COVID-19 pandemic is greater in the terrace house. During the partial 
lockdown, the demand increased by 7-8% for heating and 18-23% for cooling. 
From partial to full lockdown there is always an increase but less marked, 4-5% for 
heating and 5-9% for cooling. 

 

  
(a) (b) 

Figure 68. Annual heating and cooling demand (kWh/m2/y) of two residential buildings built in 
1961-1970 for the three scenarios: (a) terrace house and (b) row house [51]. 

In Figure 69 the hourly profiles for heating and cooling of the three scenarios 
during the coldest/hottest week are indicated. These results refer to the same 
building described in Figure 66 and Figure 68a. 

As shown in Figure 69, before the lockdown and during a partial lockdown, 
there are two peak demands during the 24 hours, due to indoor air temperature 
settings. In the full lockdown conditions (S3) the internal air temperature of the 
building is constant during the day, it is set at 22 °C in winter and 26 °C in summer. 

The energy intensity for heating is quite similar for the three scenarios. On 
weekdays, the daily demand for the three scenarios is 1,121 kWh/day (S1), 1,207 
kWh/day (S2), and 1,273 kWh/day (S3), while on the weekend is 1,172 kWh/day 
(S1), 1,217 kWh/day (S2) and 1,290 kWh/day (S3). The heat demand for the entire 
week increases by 6% in partial lockdown conditions and by 12% with full 
lockdown compared to S1.  

During the hottest week, the differences are more pronounced. The weekday 
consumption without lockdown measures is 156 kWh/day, during the weekend is 
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237 kWh/day. Cooling demand becomes 207 kWh/day (+33%) and 243 kWh/day 
(+2%) in the partial lockdown. With more restrictive measures, energy use reaches 
245 kWh/day and 271 kWh/day (S3). Considering the energy use of the week, the 
cooling demand for the three scenarios are 1,326 kWh/week (S1), 1,588 kWh/week 
(S2), and 1,838 kWh/week (S3). Differences in the energy demand mainly depend 
on the occupancy behaviour and the external outdoor conditions. 

 

 
(a) 

 
(b) 

Figure 69. Hourly heating and cooling demand (kWh) of a terrace house built between 1961 and 
1970 for the three scenarios: (a) coldest week and (b) hottest week [51]. 

Figure 70 shows the annual space heating demand expressed in kWh/m2/y at 
the building level for the 3 scenarios. The results refer to a block of buildings 
located in neighb. 3, in which the GIS-based model is accurate with an average 
MAPE of 18%. In this block of buildings, the average heating demand of these 42 
residential buildings is 99 kWh/m2/y during S1, 108 kWh/m2/y during S2, and 114 
kWh/m2/y during S3. So, there is an increase of 15 kWh/m2/y from S1 to S3. 

 

 

   
(a) (b) (c) 

Figure 70. Annual space heating demand of a block of buildings in neighbourhood 3: (a) baseline; 
(b) partial lockdown; (c) full lockdown [51]. 
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Together these results provide important insights into the investigation of the 
effect of the COVID-19 pandemic on the energy performance of residential 
buildings. The pandemic has caused an increase in energy demand for heating and 
cooling. In the three neighbourhoods analyzed, the energy use increased by 13% 
and 28% during the full lockdown for heating and cooling respectively. At the same 
time, findings on changes in the peak demand can be used in managing the energy 
network. To optimize the energy use of the entire system is fundamental to carry 
out these analyzes on a neighbourhood scale and not on a building level. 

In summary, starting from 1640 residential building in Geneva, 451 were 
selected on the basis of the available data (measured annual heating consumption 
and the construction year). The GIS-based engineering model was used to simulate 
the energy demand. A machine learning-based method (on a subset of 451 
buildings, split 75/25 as training/test sets) was used to define a data-driven 
correction with a random forest (RF) algorithm to tune the GIS-based model results. 
Through the application of the data-driven error correction it was possible to 
improve the precision of the energy simulations during the pre-pandemic 
conditions. The GIS-based model was used to investigate the impact of the COVID-
19 pandemic on the energy performance of the residential neighborhoods by 
analyzing two scenarios (scenarios were elaborated with probable ACH rates based 
on standards, without occupant behavioral studies). 
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Chapter 4  

Place-based energy production and 
productivity models 

 Chapter overview 

The combined use of energy models, which assess energy consumption, 
production, and productivity from RESs, allows the demand and supply of energy 
for low-carbon resilient cities to be optimized.  

With place-based energy production and productivity models it is possible to 
evaluate the potential from RESs available in the territory. Energy supply and 
demand can be optimized at urban scale by comparing energy productivity with 
energy consumption of different users. To promote a sustainable development of 
cities and urban areas, it is necessary to increase self-consumption and self-
sufficiency through the use of RESs, such as solar energy. The Italian legislation 
has introduced incentives aimed at encouraging collective self-consumption and the 
institution of energy communities including storage systems. USEMs can be used 
to evaluate the feasibility of establishing energy communities, grouping producers, 
users and prosumers.  

In this chapter (Figure 71), a monthly model to exploit the solar technologies 
are assessed considering the potential roofs’ area with better solar exposition [52]. 
Subsequently, an hourly model that critically examines the energy benefits of using 
different orientations for PV technologies and investigates the economic costs is 
presented [53]. In the last part of this chapter, a methodology to promote self-
consumption and self-sufficiency using the integration of solar energy with PV-
battery systems that considering the new Italian economic incentives was developed 
[54]. 
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Figure 71. Flowchart of Chapter 4 

 Solar energy and energy communities in cities 

In Europe, 70% of citizens live in urban areas and consume around 75% of the 
primary energy supply. The energy transition toward more sustainable and resilient 
energy management has become one of the principal challenges of cities today 
[183–185]. The goal is to plan sustainable and resilient territories, through the use 
of RESs that play an important role in the reduction of GHG emissions and in the 
promotion of energy self-sufficiency [186]. One of the main solutions is the large-
scale urban generation of renewable energy [187]. Solar, biomass and wind are the 
most commonly available RESs that can be used in cities to promote self-
consumption [188]. However, not all the sources available in urban environment 
are usable, due to the limited availability, or other technical or non-technical limits 
and constraints. In order to promote renewable energy technologies in buildings it 
is necessary to consider architectural, cultural, energy, technical and economic 
feasibility. In these cases, a strategy that facilitates the self-sufficiency is the 
integration of battery storage systems in connection with RES technologies which 
supply energy in a discontinuous way according to climatic conditions [189]. The 
use of a battery storage system is fundamental in the achievement of energy security 
at urban level where an energy mix of RESs is not available [190].   

In densely built cities, the only renewable energy source that can be exploited 
is often solar energy [186]. North-facing roof areas are usually excluded from roof 
integrated solar technologies in the analysis of the technical potential [191]. 
Moreover, the various criteria used to evaluate the suitability of roofs can lead to 
significantly different results [192]. GIS tools are commonly used to evaluate the 
solar potential, and they are able to investigate the potential from the building scale 
to the city scale [193–197]. 

One of the limits to the promotion of solar technologies is related to the 
investment costs [198,199]. With the introduction of the concept of energy 
community (EC), it is possible to promote the use of solar technologies as a 
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collective self-consumption means as it reduces the investment and energy costs 
[200].  

ECs have been introduced by two European directives: the re-cast Renewable 
Energy Directive n.2001/2018 (RED II) and the Internal Electricity Market 
Directive n.944/2019 (IEM) as part of the European Clean Energy Package. The 
aim is to provide the design of two new legal entities able to promote the collective 
self-consumption of renewable energy with the possibility of energy sharing: the 
“Renewable Energy Communities” (RECs) and the “Citizens Energy 

Communities” (CECs) [201].  
In Italy, in agreement with the Clean Energy Package, the National Energy and 

Climate Plan (ENCP) was introduced in 2019. The five pillars are: decarbonization, 
energy efficiency, energy security, internal energy markets and research, innovation 
and competitiveness. In line with these pillars and the two EU Directives above, the 
National Law 8/2020 promotes some measures regarding the environment, security 
and energy. Especially, the article 42bis introduces two configurations for sharing 
renewable electricity among citizens and final users. The first one is the collective 
self-consumer that produces renewable electricity for its own consumption and can 
store or sell the surplus amount to the grid. The collective self-consumer comprises 
of at least two single users and one renewable plant connected to them that are 
located in the same building or condominium, who act collectively. The second 
configuration is the REC which extends the previous concept to multi-building 
users. Both mechanisms have the objective of increasing the efficiency in the low-
carbon energy production with a hourly and seasonal matching between on-site 
supply and demand (i.e. high energy independence, self-sufficiency and self-
consumption) so as to reduce the economic and environmental costs of energy and 
also combat energy poverty [202–204].  

In order to establish a collective self-consumption scheme or a REC it is 
necessary that: (i) the production plants, from renewable sources, entered into 
operation after March 1st 2020 and the capacity of each plant should not exceed 200 
kW; (ii) the production plants and the withdrawal points must be connected to the 
low voltage distribution grid, through the same transformer substation; (iii) the 
participants in a collective self-consumption scheme must be in the same building 
or condominium; (iv) the exchange of energy produced must take place through the 
existing distribution network; (v) general charges must be applied to energy 
withdrawn from the grid and to the shared energy. 

In Italy, the Piedmont Region was the first region to promote the institution of 
ECs with the Regional Law 12/2018. In order to establish the ECs in the Piedmont 
territory, the minimum requirements that must be met by an EC have been identified 
in the Regional Decree n.18-8520/2019: (i) the electrical contiguity, the members 
of the EC must belong to territorially contiguous electrical “areas” (i.e. same 

MV/LV transformer substation); (ii) the amount of electricity consumption, annual 
electricity consumption must be at least 0.5 GWh; (iii) the annual self-consumption 
must be greater than or equal to 70%, of which at least 50% must be generated from 
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locally available renewable energy sources (RESs); (iv) the plurality of actors, there 
must be a plurality of energy producers and consumers. 

Self-consumption is convenient for consumers if the cost of locally produced 
renewables is lower than retail electricity prices [205]. Economic incentives have 
been introduced for the promotion of energy communities and have also been 
extended to the installation of such technologies as storage systems [206]. The 
Italian legislation has introduced incentives aimed at encouraging the collective 
self-consumption and the institution of ECs including storage systems. The 
National Decree of 15th September 2020 introduces: (i) the incentives for self-
consumption energy for electricity equal to 0.10 €/kWh for collective self-
consumers and 0.11 €/kWh for RECs (the incentive is paid for a period of 20 years); 

(ii) the compensation for unused charges for the transport and distribution of energy 
withdrawn from the low voltage network: 0.01 €/kWh for collective self-consumers 
and 0.008 €/kWh for RECs.  

Benefits are obtained from the establishment of energy communities, not only 
due to the smaller amount of energy that is taken from the grid, but also to the 
amount of energy that can be produced and consumed simultaneously at the local 
level. Through the configuration of a collective self-consumer, these incentives can 
promote the use of solar technologies in cities. 

In order to reduce the impact of energy consumption and improve the 
competitiveness of local energy systems, energy communities may help to address 
the challenges of urban sustainability and energy security through local energy 
production and self-consumption. 

4.2.1 Energy production models 

To analyse the data of energy produced by RESs it is possible to consult portals, 
usually available in cities. For buildings in Italy there is the “Atlaimpianti” portal 
(https://atla.gse.it/atlaimpianti/project/Atlaimpianti_Internet.html). From the 
portal, it has emerged that 38% of the electrical consumption of residential 
buildings in the city of Turin is covered by a waste-to-energy plant, biogas plants, 
photovoltaic modules, and hydro plants. In Italy there are also regional and city-
scale portals. For example, the solar portal of the Metropolitan City of Turin could 
be utilized for all the buildings to evaluate the productivity of roof-integrated solar 
technologies (i.e., photovoltaic modules and solar thermal collectors) 
(http://energia.sistemapiemonte.it/ittb-torino). 

4.2.2 Energy productivity models 

This section shows the methodology used to assess the energy productivity 
from solar technologies, photovoltaic modules (PV) and solar thermal (ST) 
collectors, at an urban level using GIS tools and the PVGIS portal 
(https://re.jrc.ec.europa.eu/pvg_tools/en/#PVP).  
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Solar potential 

The solar potential of roofs is quantified at a building level for a neighbourhood 
in the city of Turin by analyzing the available roof area. 

The annual, monthly, and hourly solar radiation values were calculated at a 
building level with ArcGIS using the ‘Area Solar Radiation’ tool (‘Points solar 

radiation’ is a similar tool) to establish the solar potential. Input data of different 
accuracy levels were considered to evaluate the simulation precision and the 
simulation time. 

The urban built environment was assessed using two DSMs with different 
accuracies: the first one was less accurate, with a precision of 5 meters (duration of 
the simulation time for a block of buildings with a dimension of 150 m x 150 m: 7 
seconds), while the other one was more accurate, with a precision of 0.5 meters 
(duration of the simulation time for a block of buildings: 25 seconds). 

The local climate radiation refers to two parameters: (i) the atmospheric 
transparency assessed according to the linke turbidity factor (τ, -), elaborated using 
Meteonorm software (https://meteonorm.com/en/); (ii) the ratio of diffuse radiation 
to global radiation (ω, -), released from the PVGIS portal 
(https://ec.europa.eu/jrc/en/pvgis). The solar analysis was performed for a whole 
year at a monthly interval (the year 2016 was considered a typical meteorological 
year according to the period from 2010 to 2020 [54]). The solar analysis considered 
three different models of sun and sky more or less precise in terms of time periods: 
with annual, seasonal (three intervals) and monthly characteristics. Table 29 shows 
the solar radiation parameters for these three levels of analysis according to the year 
2016. For the simulations the ‘Area solar radiation’ tool of ArcGIS was used with 

the following parameters: 8 zenith divisions, 8 azimuth divisions and a ‘Standard 

overcast sky’ for the diffuse model (i.e., diffuse radiation varies with zenith angle). 

Table 29. Sun and sky data to evaluate the solar energy radiation (year 2016 - Turin, Italy) [53]. 

Months 
Monthly analysis Seasonal analysis Annual analysis 

ω τ ω τ ω τ 
January 0.58 0.29 

0.58 0.32 

0.54 0.47 

February 0.68 0.31 
December 0.48 0.35 

March 0.69 0.44 

0.57 0.47 

April 0.63 0.51 
May 0.60 0.53 

September 0.41 0.57 
October 0.42 0.51 

November 0.65 0.28 
June 0.58 0.54 

0.44 0.60 July 0.39 0.62 
August 0.35 0.63 
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Figure 72 shows the annual solar radiation (kWh/m2/year) obtained at a block 
of building scale using a DSM with a precision of 5 meters and annual average 
radiation parameters (one simulation to analyse the whole year, with a monthly 
interval out-put), and using a DSM with a precision of 0.5 meters and monthly 
average sun and sky data (12 simulations to analyse the whole year, one per month). 
In this type of analysis, the more accurate the input data, i.e., DSM of 0.5 meters 
and monthly sky and sun data, the better the results describe the real conditions. 
The average numerical value of annual solar radiation incident on the roof of the 
buildings has been represented. The accuracy of the outputs was improved by using 
more accurate input data (Figure 72b). It is possible to observe that with a coarser 
grain (i.e., DSM of 5 meters) the sunniest areas are together with areas that receive 
less solar radiation, and therefore, for example, roofs are generally less sunny 
(because the grid includes not only the roof but also part of the surrounding areas). 
In general, using a DSM with low precision and annual parameters, simulations are 
less accurate and tended to underestimate the solar radiation values (especially 
during the summer months). 

 

  
(a) (b) 

Figure 72. Annual solar radiation (kWh/m2/year) (a) using a DSM of 5 meters and annual local 
climatic data; (b) using a DSM with a precision of 0.5 meters and monthly local climatic data [53]. 

These solar radiation data processed in ArcGIS were compared with the data 
developed from the PVGIS portal and with data recorded by a weather station 
located in the city of Turin. Figure 73 compares the monthly horizontal irradiation 
data (kWh/m2/month) produced using different input data and different types of 
simulation and tools (ArcGIS vs. PVGIS). The data indicated in the table shows the 
number of simulations made as a function of the input data, the simulation times, 
and the annual mean absolute percentage error (MAPE). The MAPE was calculated 
using as reference data the more accurate simulations made with the DSM of 0.5 
meters and monthly sun and sky data. The ArcGIS simulations, made with monthly 
climatic data (12 simulations), showed a higher monthly variation than those made 
with the seasonal (three simulations) or annual (one simulation) sun and sky data. 
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The solar irradiation values resulting by the 0.5 meters DSM were higher than 
those of the 5 meters DSM. The data developed from PVGIS were sufficiently 
accurate, compared with the ArcGIS results. The MAPE shows that the PVGIS 
results are reasonably accurate with a MAPE of 11%. 

In summary, the simulations made in ArcGIS allowed more accurate results to 
be obtained with higher solar irradiation values during the summer and lower ones 
during the winter. This is because the analysis was performed considering the 
monthly climatic conditions and the real characteristics of the territory with a very 
high precision (DSM of 0.5 m). Less accurate data were obtained from the 
simulations that used seasonal/annual climatic conditions (without monthly 
variation), PVGIS data (which refers to solar energy models and data from weather 
stations) and weather station measurements (with climatic data records referring to 
a single point on the territory). 

 

 
Simulations at block of 
buildings scale with a 

dimension of 150m x 150m 

Number of 
simulations 

(-) 

Simulation times  
(seconds) 

Annual MAPE  
(%) 

 DSM 0.5m, year 1 7 13 
 DSM 5m, year 1 25 17 
 DSM 0.5m, season 3 21 7 
 DSM 5m, season 3 75 11 
 DSM 0.5m, month 12 84 - 
 DSM 5m, month 12 300 4 
 PVGIS - - 11 
 Weather station - - 8 

 

Figure 73. Monthly horizontal irradiation values (kWh/m2/year) on the rooftop of the buildings at 
block of buildings scale using different input data, types of simulation and tools: ArcGIS, PVGIS 
and measured data from a weather station. Down the number of simulations, the simulation times, 
and the annual mean absolute percentage error (MAPE) for each analysis have been indicated [53]. 

Subsequently, an analysis was carried out to evaluate the solar radiation 
according to the different orientations and inclinations of the rooftop of the 
buildings in Turin. Figure 74 shows an example of the comparison of the monthly 
solar radiation (kWh/m2/month) considering four orientations: SE, with an azimuth 
of -60° (Figure 74a), SW, with an azimuth of +30° (Figure 74b), NW, with an 
azimuth of +120° (Figure 74c), and NE, with an azimuth of -150° (Figure 74d). 
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These are the typical orientations of buildings in Turin. The monthly data produced 
using DSMs of 0.5 and 5 meters and monthly radiation parameters were compared 
with data developed from the PVGIS portal. The annual relative error (RE) in the 
graphs is indicated to compare the PVGIS data with ArcGIS data. 

 

  
(a) (b) 

  
(c) (d) 

Figure 74. Comparison of the monthly solar radiation values (kWh/m2/year) considering four orientations: (a) 
SE (azimuth -60°, (b) SW (azimuth +30°), (c) NW (azimuth +120°), (d) and NE (azimuth -150°) [53]. 

In general, it can be observed a more significant difference between the months 
using the monthly sun and sky data. Furthermore, depending on the orientation, the 
solar radiation values are greater, with azimuths of +30° and -60°, and this trend is 
obtained for all the analyses. PVGIS data are able to capture the differences as a 
function of orientations and are reasonably accurate, although are less sensitive to 
monthly variation. However, compared PVGIS data to the data processed using 
ArcGIS tools, have an average relative error of ±20%. 

Therefore, several methods and tools of various degrees of accuracy that can 
be used to evaluate the solar PV potential of roofs are available. The simulation 
times and data processing times of ArcGIS are quite high, depending on the extent 
of the analysed area and on the accuracy of the input data (i.e., DSM precision and 
radiation parameters). Processing with PVGIS is fast and simple, and it is possible 
to collect both hourly solar radiation and PV performance values. 

One of the main strengths of ArcGIS tools is that they provide outputs which 
de-scribe the real conditions on a city scale with greater accuracy with respect to 
other tools, such as PVGIS. The only real weakness is that, in carrying out this type 
of analysis, the more precise the input data are (a DSM of 0.5 meters and monthly 
climatic conditions), the more expensive the data processing is and the longer the 
time required for simulations, and especially for processing the outputs, is, too. The 
results presented in this section refer to a small area of the city of Turin (with a 
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dimension of 150 m x 150 m), if the analysis was carried out for the whole city, the 
collection and processing of the data would have required a significant effort. This 
is the main reason why other tools such as PVGIS are often used. They have 
limitations in terms of the correctness of the data but are still reasonably accurate 
and the processing is very simple and fast. As for the data from weather stations, 
they are real data measured at a specific point in the territory, therefore, depending 
on the location of the weather station, very different results may be obtained. This 
can significantly affect city-scale analyses.  

Rooftop potential 

The solar energy potential of roofs was quantified at a building level for a 
neighbourhood in the city of Turin by analyzing the available roof area, taking into 
account several criteria [114,194,207,208]: the shape of the roof (i.e., area and 
slope), the presence of disturbing elements, the roof orientation, the quota of solar 
radiation, as a function of the local climate conditions, and the built environment, 
energy and environmental regulations, heritage and aesthetic criteria. 

The criteria used to identify suitable rooftops for solar panels and collectors refer 
to building architecture, morphological context (Table 30), building codes, and 
regulations. The information of buildings’ architecture and morphological context 

were investigated using the GIS data. According to Italian Standard (UNI) 
11235:2015 and to the literature review [114,207], the following criteria were 
identified to select the potential roofs. 

Table 30. Criteria to assess rooftop renovation feasibility [56]. 

Criteria  Solar technology 
Building height >3.5 m (heated building) 

Roof area >50 m2 
Roof material No disturbing element 

Roof slope ≥20° and <45° (pitched roof) 
Roof orientation No North exposition* 
Solar radiation ≥1200 kWh/m2/year* 

 
Regarding the orientation and solar radiation criteria (*) some considerations 

need to be made. For many years, studies that have investigated solar energy in 
cities have usually only considered the south-facing roof surfaces of buildings for 
producing energy from solar technologies [198,209–214]. Since the only RES 
available in densely built cities is usually solar energy, there is a need to exploit the 
full potential of a roof, but the question is whether this is convenient from an 
economic point of view. 

There are relatively few studies regarding the use of different orientations to 
produce energy from PV panels. Azaioud et al. [215] investigated the benefits of 
PV installations using different orientations, and not only the southern (S) one. 
They confirmed that energy benefits can be achieved, such as the reduction of the 
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electricity peak and improvements to the SCI and SSI, by resorting to multiple 
orientations. In [216], the authors analysed the combination of East (E) and West 
(W) orientations for PV production with respect to the S one. The authors found 
that it is possible to reach a higher level of self-consumption and a greater degree 
of self-sufficiency for an E-W orientation, while the electricity costs are lower for 
E-W and SE-SW combinations. Lahnaoui et al. [217] confirmed that since the 
optimum PV orientation depends to a great extent on the hourly load profile of the 
users, the best solution is not always the use of South-exposed roof surfaces. 
Mainzer et al. [218] analysed the PV potential for residential users, taking into 
account a quota of north-facing roof areas that did not reduce the technical potential 
(even though the yield from these surfaces is lower). In [219], the authors evaluated 
the share of solar radiation from differently oriented surfaces. They found, 
regarding their seasonal analysis, that the north-facing surface had higher daily 
average solar radiation energy than the south-facing plane. Collectively, these 
studies outline a potential for the use of non-south oriented surfaces. In this chapter 
scenarios in which the pitch of the roofs facing north is also used are investigated. 

Energy regulations 

The feasibility of the installation of solar technologies is assessed considering 
energy and environmental regulations at national and municipal levels. According 
to the Italian Decree 28/2011, some requirements were considered for the 
installation of solar energy technologies: 

 Production of thermal from ST collectors’ installation: at least 50% of 
the annual domestic hot water consumption must be covered by the ST 
production. 

 Production of electricity from PV panels: the installed electric power, 
P, (in kW) must be greater than or equal to the value calculated with the 
following equation: 

𝑃 = (1/𝐾) ∙ 𝐴 (26) 
 
Where: 𝑃 is the installed electric power (kW), 𝐾 is a coefficient equal to 50 

(m2/kW) after 1 January 2017, and 𝐴 is the footprint area of the building (m2). 

 Monthly model by ST collectors and PV technologies 

A place-based methodology used to evaluate the monthly productivity at urban 
scale is presented. The solar energy that can be produced from the monthly solar 
radiation has been estimated at district level for buildings in Turin. The solar energy 
potential has been investigated identifying the available rooftop areas, quantifying 
the total solar radiation on the rooftop, and considering the technical potential of 
buildings. 
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4.3.1 Methodology 

The monthly models of consumption and production from solar energy were 
combined to evaluate the installation of solar technologies on the roofs of a 
neighbourhood. The consumption models were applied to calculate the thermal and 
electrical consumption of residential and non-residential users. The solar potential 
was quantified considering the existing solar technologies, and the potential as a 
function of the shape of the roof, and environmental/legislative constraints (see 
Table 30). 

Energy consumption 

The monthly energy consumption is simulated for a district of Turin as follow. 
For the residential sector, SH consumption refers to measured data for the 

season 2013-2014 [46] and DHW consumption is calculated taking into account 
that a person needs 50 L of water per day at a temperature of 45°C (water 
temperature variation is 30°C). For the non-residential sector, SH and DHW 
consumption are quantified knowing, for different users, the specific consumption 
in kWh/m3 and the heated volume (m3) [12]. 

For the residential sector, electrical consumption refers to the average monthly 
consumption of 1,206 families for the years 2013 and 2014 [220]. For the non-
residential sector, electrical consumption (kWhel) is quantified knowing specific 
annual consumption in kWhel/m3 and the heated volume (m3) [221]. 

Solar energy productivity 

The GIS tool ‘Area solar radiation’ is used to quantify how much solar radiation 
each rooftop in the district receives throughout the year. The sun and sky models 
were elaborated, considering the monthly data of atmosphere transparency (τ) and 
ratio of diffuse radiation to global radiation (ω) identified from the ‘Photovoltaic 

Geographical Information System PVGIS’ of Joint Research Centre (JRC). 
Considering the period 2013–2014, τ was taken to equal 48%, 62%, and 72% in 
winter, midseason, and summer periods, respectively, and ω is taken to equal to 
48%, 45%, and 35%, similarly. The quota of annual and monthly incident global 
solar radiation is quantified with a precision of 0.5 meters using the DSM of the 
entire city. 

The solar technologies are assessed considering the potential roofs’ area with 
better solar exposition. 

In Italy, the most used types of low-temperature ST collectors are flat glass 
collectors with high efficiency and low cost and vacuum tubes, which have greater 
efficiency compared to flat glass collectors, due to the lower dispersions by thermal 
convection inside the vacuum tubes, but higher cost. On average, a solar thermal 
system in Italy has a monthly efficiency of 40–85% with flat collectors and 70–

86% with vacuum tubes; a collection area of 0.7–1.2 m2/person for flat collectors 
and 0.5–0.8 m2/person for vacuum tubes (considering the production of DHW), 
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with the month of maximum solar radiation being considered for the dimensioning; 
and a cost of 1,000 euro/m2 for flat collectors and 1,200 euro/m2 for vacuum tubes. 

According to European Standard (EN) 12975-2:2006 and Italian Standard 
(UNI) 11300-4:2016, the two typologies of ST collectors have, on average, 
respectively, zero-loss efficiencies η0 of 0.94 and 0.88, linear heat loss coefficients 
a1 of 3.34 and 1.57 W/m2/K, quadratic heat loss coefficients a2 of 0.02 and 0.01 
W/m2/K, and, for the whole system, a performance ratio of 75%. Then, their 
monthly efficiencies vary from 0.37 to 0.87 for the flat glass collectors and from 
0.69 to 0.87 for the vacuum tubes. 

Regarding PV modules, the efficiency of converting solar energy into 
electricity varies mainly according to the type of technology chosen. The average 
efficiency values vary from 22% (high efficiency monocrystalline silicon) to 4% 
(amorphous silicon). The cost of a PV solar system depends on the installed power, 
which is around 2,000 euro/kWp where kWp is the peak power). The capturing 
surface depends on the efficiency of the module and ranges from 5.5 m2/kWp for 
high efficiency monocrystalline silicon to 11 m2/kWp for amorphous silicon. In 
assessing the efficiency of converting solar energy, it is also necessary to consider 
the energy losses of all system components, in addition to solar panels; it is 
estimated to be around 20–25%. 

The PV modules have an efficiency of 15% (standard efficiency polycrystalline 
silicon module), and both PV and ST have a system performance around 75%. The 
hypothesized PV and ST areas are dimensioned in order to not have an 
overproduction during summer months. 

4.3.2 Case study 

The methodology presented here has been applied to ‘Pozzo Strada’ district in 

Turin, and the results have been calculated for a mesh with a dimension of 1 km2 
with 21,520 inhabitants. 

Roofs analysis and classification  

The roofs of over 700 buildings have been analysed and classified according to 
their geometric characteristics. Figures below show the main steps necessary for 
the building’s categorization: evaluation of the roof slope (Figure 75); evaluation 
of roof surfaces considering eight orientations (Figure 76); classification of roofs 
into six categories (Figure 77). 

The 16% of buildings have flat roofs, only the 2% have shed roof, half-hipped 
and hipped/pyramid are respectively the 3% and the 8%, the gable roofs represents 
as much as 70% of the roofs, typical for residential buildings in Turin. In the 
analysed district the 79% of buildings are residential. According to four building 
sectors (industrial, municipal, residential and tertiary) the main results of roof 
orientation analysis were indicated in Table 31 and Figure 78. It is possible to 
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observe that a large quota of residential buildings has an optimal orientation for 
solar energy production (E-W). 

 

 
Figure 75. Roof slope analysis (slope, degree) [52]. 

 

 
Figure 76. Roof aspect analysis (orientation, degree) [52]. 
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Figure 77. Roof classification (type of roof) [52]. 

 
Table 31. Roof analysis for a district in Turin (IT) with a dimension of 1 km2 and values for the 

entire city are indicated in brackets [52]. 

Sector No build. 
Flat roof 
[103 m2] 

Pitched roof 
[m2] 

Slope pitch. 
roof [°] 

Main 
orientation 

Suitable roof 
areas [m2] 

Ind. 70 (4950) 17 (2,138) 17 (3,574) 17 (20) N-S (N-S) 19,533 
Mun. 53 (5561) 8 (748) 18 (1,292) 21 (24) S-E (N-S) 15,672 

Res. 572 (44224) 20 (870) 139 (8,670) 25 (25) E-W (N-S) 93,172 

Ter. 33 (4109) 20 (1,160) 8 (710) 13 (24) S-E (N-S) 15,949 

 

 
Figure 78. Areas of pitched roof distinguishing eight orientations and four building sectors [52]. 
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Solar energy potential assessment 

As previous mentioned, the sun and sky models are elaborated with the support 
of GIS tool ‘Area solar radiation’ considering the monthly data of τ and ω identified 
from the PVGIS portal (in Table 32). 

Table 32. Monthly sun and atmosphere characteristics [52]. 

Month 1 2 3 4 5 6 7 8 9 10 11 12 
ω [-] 0.46 0.4 0.35 0.38 0.41 0.4 0.41 0.45 0.38 0.46 0.49 0.4 
τ [-] 0.46 0.58 0.64 0.66 0.71 0.74 0.73 0.69 0.66 0.56 0.46 0.42 

 
Figure 79 shows the values of annual solar radiation (Wh/m2/y) calculated for 

a district. The monthly results have been indicated for some months, where the solar 
radiation values are obviously higher in summer, compared to winter. 
 

 
Figure 79. Monthly solar radiation (Wh/m2/month) [52]. 

4.3.3 Results 

After the analysis of monthly and annual solar radiation on each rooftop, taking 
into account 570 heated, pitched buildings and roof surface with annual solar 
radiation higher than 1,200 kWh/m2/year, the ST collectors and PV modules are 
dimensioned according to DHW consumption and electrical consumption of 
residential and non-residential users. 

According to the Italian Decree 28/2011, 50% of DHW consumption of 
residential sector is covered by ST collectors. The percentage reaches 100% in June, 
while in the winter months (December and January) ST production is able to cover 
about 7% of the residential consumption (Figure 80a). There is a GHG emission 
reduction of 1,958 ton/CO2/year. The requirements indicate that 50% of 
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consumption must be covered; this dimensioning is appropriate, given that in July 
hot water can only be used to cover domestic hot water. 

The PV panels can be dimensioned in two ways: (i) by covering 100% of 
consumption in the month of maximum irradiation or by reaching 100% of annual 
self-consumption, (ii) taking into account that the overproduction in the summer 
months that is fed into the grid will be consumed in winter. In the presented method, 
the PV panels were dimensioned according to the National Decree 28/2011 using 
the footprint area of the buildings (A), where the installed power is equal to A 
divided by a K coefficient = 50 (Figure 80b).  

 

 
(a) 

 
(b) 

Figure 80. Solar energy technology assessment (for the 2014 year): (a) Comparison between 
domestic hot water (DHW) consumption of residential sector and solar thermal (ST) production 
considering four collector typologies (collectors’ annual average efficiency: ST1 = 0.59, ST2 = 

0.77, ST3 = 0.80, and ST = 0.79); (b) comparison between electrical consumption, photovoltaic 
(PV) production with coefficient K = 50 m2/kW (according to the Decree 28/2011), and PV max 

producible [56]. 
 
According to the installed power and the annual utilization hours of use (in the 

Piedmont region are 1,130 h), the electricity produced from PV panels is compared 
to the electrical consumption. Therefore, knowing that a typical Turin family needs 
about 2,000 kWhel/year for electricity supply and, in the district analysed, the 
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number of families is equal to 10,638 (ISTAT data, 2011), the 13% of the annual 
residential and non-residential electrical consumption has been covered with a 
GHG emission reduction of 1,853 ton/CO2/year. Considering only the residential 
sector, PV production covers the 18% of electricity consumption. In the summer 
months it covers 38% and in the winter months, 2–3%. 

Table 33 shows the total roof area, the quota well exposed with no disturbances 
(15–35%), the quota used for the ST collectors to satisfy the DHW consumptions, 
and the quota for the PV panels, as requested by the standards (1/50 kW/m2). Using 
the maximum energy potential that can be produced from PV panels, it is possible 
to cover 82% of residential electrical consumption; with the reverse procedure, an 
optimal value of K of about 11 m2/kW was calculated. 

Table 33. Roof area for solar energy production [56]. 

Area Roof Well exposed with no 
disturbances (15-35%) 

ST for 
DHW energy-use 

PV 
1/50 kW/m2 

PV 
max 

m2 172,749 101,048 4717 21,141 96,631 
% - 58 2.7 12.2 55.8 

 
From this analysis, it emerged that to reach the 50% coverage of DHW and SH 

consumption, it is necessary to use not only not only the well-oriented roofs, but 
the producibility of the north-facing pitches must also be assessed. 

In addition in some cities it is possible to use other renewable technologies, 
such as the energy taken from the cold source with heat pumps for heating or PV 
panels for cooling. Usually, there are few renewable energy sources available, but 
there are sources that can be exploited in public spaces, such as the PV panels on 
shelters, micro-power plants (of which in Turin city there are three) and mini-wind 
on commercial buildings, considering the acoustic impact. 

 Hourly model by PV technologies 

This section shows a methodology that critically examines the energy benefits 
of using different orientations for PV technologies and investigates the economic 
costs. It provides new insights into the optimization of the costs and self-sufficiency 
of roof integrated PV technologies on residential buildings by using multiple 
orientations of roofs. Economic costs have been assess considering economic 
incentives for collective self-consumer configurations [206]. With the use of these 
incentives, it is possible to promote the use of PV technologies with low energy 
costs and a high level of the self-sufficiency index (SSI). 

Thus, this research focuses on whether energy and economic benefits can be 
achieved by using two directions for PV installation on gable roofs for residential 
users configured as collective-self consumers. The presented methodology is 
applied to the city of Turin. In the city, only the roof areas with a predominantly 
south facing orientation (i.e., better-exposed roof surfaces) have generally been 
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used for PV production. Given that the only renewable source that can be exploited 
is solar energy, this section investigates whether it is possible to improve energy 
security and increase self-sufficiency by also using north-exposed roof surfaces 
(e.g. north, northeast or northwest facing orientations, considered as poorly-
exposed roof surfaces).  

4.4.1 Methodology 

Two indicators that are used to investigate the technical-economic feasibility 
of an energy community are the self-consumption index (SCI) and the self-
sufficiency index (SSI) [222]. These indicators have been used to assess the balance 
between electrical consumption and PV production. 

Since the hourly load profile is compatible with PV production, the residential 
sector has been analysed. Seven residential buildings have been investigated and 
the impact of the use of two directions for PV installation has been evaluated 
considering electricity and SC load. 

Energy consumption 

This section shows details of the methodology that is used to assess the hourly 
load profile of residential buildings. The energy consumption is composed of 
electricity for light and appliances, electricity for SC, and electricity for 
condominium utilities (i.e., elevators). 

 
Electricity for light and appliances 

The hourly electricity consumptions for light and appliances of the residential 
users are calculated considering monthly electrical data measured for two 
consecutive years (2016 and 2017) for over 100 residential buildings located in a 
neighbourhood in Turin [54]. The normal distributions are investigated in order to 
evaluate the frequency distribution of the annual consumption of the residential 
users for the year 2016. Two statistical tests are run in conjunction with the 
distributions to observe the trend of the annual consumption of the buildings and to 
discard any anomalous data: the Kolmogorov-Smirnov (KS) and chi-squared (χ2) 
tests. Figure 81 shows the normal distribution of the annual measured data of 107 
residential users analysed for the year 2016, and both KS and χ2 were verified. The 
median annual electricity consumption in this neighbourhood is 1,917 
kWh/user/year, and two types of residential consumers were identified: low-
consumer with 1,652 kWh/user/year (median minus the standard deviation) and 
high-consumer with 2,182 kWh/user/year (median plus the standard deviation). In 
this analysis, the number of users in each building being known, it is possible to 
quantify the total electrical consumption for low-consumption and high-
consumption users. 
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Figure 81. Distribution of the annual electrical consumption of 107 residential users for the year 

2016 [53]. 

The seasonal hourly profile is identified using the hourly profiles of some 
typical days in the winter, spring, summer and autumn periods as a reference, and 
distinguishing between working and non-working days. The hourly profiles refer to 
over 400 families in the Piedmont Region with 2.15 components per family [223]. 
Therefore, from the monthly measured data, and the hourly profiles for one year 
being known, it is possible to calculate the hourly electricity for light and appliances 
for the year 2016 for each residential building. 

 
Electricity for space cooling 

The hourly electricity for SC of the residential buildings is quantified by 
applying a GIS-based engineering model [50]. The model is validated, according to 
a previous work [49], through a comparison of the results, using the CitySim tool 
and the ISO 52016 standard [29]. 

 

 
(a) 
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(b) 

Figure 82. Comparison of the hourly cooling demands for the five typical summer days simulated 
with the GIS-based model (in red), the CitySim tool (in green) and the hourly method according to 
ISO 52016 (in blue), on the secondary axis the solar radiation expressed in Wh/m2 is indicated (in 

yellow): (a) a residential building built in 1961-70 with SW (azimuth +30°) orientation; (b) a 
residential building built in 1919-45 with SE (azimuth -60°) orientation [53]. 

Figure 82 shows an example of the hourly cooling demands for the five typical 
summer days, simulated for two residential buildings in the neighbourhood 
analysed. It can be observed that the hourly cooling profiles (continuous line) have 
a similar trend related to the solar irradiation (dashed line). The results of the GIS-
based model and the CitySim tool are very close to each other. However, the hourly 
ISO 52016 method simulates a higher consumption than the other two tools, 
especially for May and September. The daily absolute relative error for these 
selected days, according to the CitySim data, is on average 14% (median 7%). 

Figure 83 shows the daily energy demand for SC of the two buildings described 
in Figure 82. As expected, the daily energy demand (kWh/day) increases as the 
daily external air temperature increases. However, as these models are tools that are 
used to perform simulations at a district scale, and not at a building scale, a 20% 
margin of error is compatible with neighbourhood-scale analyses. 

 

 
(a) 
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(b) 

Figure 83. The influence of outdoor air temperature on daily energy demand for space cooling for: 
(a) residential building built in 1961-70 with SW (azimuth +30°) orientation; (b) residential 

building built in 1919-45 with SE (azimuth -60°) orientation [53]. 

The hourly electricity for SC is quantified by assuming an air-to-air electric 
heat pump of 35 kW with an energy efficiency ratio (EER) that varies from 6.3 
(when the external air temperature is 20°C) to 4.3 (when the outdoor air temperature 
is 35°C). 

Table 34. Correlations between EER (considering a load factor of 100%) and the external air 
temperature (Tae, °C) of a typical air-to-air electric heat pump available on the market [53]. 

Heat pump power EER linear correlation R2 
25 kW -0.1616 ∙ Tae + 10.774 0.998 
35 kW -0.1356 ∙ Tae + 8.989 0.998 

 
According to the EER requirements indicated in Italian Decree D.M. 26/6/09 

“National guidelines for the energy certification of buildings” (and subsequent 

amendments and additions), the correlations between EER and the external air 
temperature were identified using heat pumps of 25 and 35 kW, which are typical 
characteristics of the heat pumps available on the market (Table 34). 

 
Electricity for condominium utilities 

In order to calculate the total load of a typical residential building, the electricity 
consumption of the condominium is also considered in addition to the electricity 
consumption for light, appliances and space cooling of the flats. The quota of 
energy used by the elevators is quantified for residential users to calculate the 
electricity consumed for condominium utilities. In Europe, elevators typically use 
3-8% of the overall electricity consumption of a building [224]. This percentage 
mainly depends on the type of users and on the shape of the building (e.g. the 
number of floors and number of flats) [225,226]. 
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Figure 84. Typical hourly profile of elevator in residential buildings [53]. 

Taking into account the typology of the residential buildings, an average value 
of 5.5% was used to quantify the consumption of elevators. Following [227], the 
daily demand profile with a one-hour resolution is used to identify the hourly load 
profile of the elevators in the residential buildings. The differences in these energy 
consumptions between weekdays and holidays are minimal, therefore, only one 
profile is considered for the entire week. A typical hourly profile of a residential 
building is shown in Figure 84. 

Solar energy productivity 

ArcGIS tools are used to accurately describe each surface of the urban 
environments, and the resulting characteristics were used as input data in PVGIS. 
Hourly data processed from the PVGIS portal are considered accurate enough to 
perform the analysis. A georeferenced database was created using GIS tools, in 
order to evaluate the rooftop area that could be used for the installation of PV 
technologies, considering different orientations, inclinations and the presence of 
disturbing elements on the roofs. The analysis is performed on seven residential 
buildings located in a neighbourhood in Turin.  

The hourly solar PV potential is quantified for one year using PVGIS portal, 
considering an inclination of PV modules of 25°. For these simulations, 
polycrystalline silicon modules are used with a module energy conversion 
efficiency in standard test conditions of 26.7% ± 0.5 [228]. PVGIS calculates the 
efficiency variation according to solar radiation intensity and spectrum, module 
temperature and wind speed. Moreover, PVGIS considers also an average value of 
14% of energy losses by the cables and the inverter, and due to dirt and snow on 
the modules. Different scenarios are investigated, according to the maximum 
installable power for each roof, to identify the optimal dimension of PV modules. 

Energy indexes and cost-optimal analysis 

Firstly, the balance between the electrical consumption and PV production is 
investigated in order to examine the self-consumption and the self-sufficiency of 
residential users utilizing all the potential PV surfaces oriented in different 
directions. The variables considered to analyse the energy balance are: 
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 Total production (TP), which is the local energy production from new 
renewable energy source power plants, in our case PV plants. 

 Total energy consumption (TC), which is the total energy demand of all 
the consumers, according to a collective self-consumer configuration. 

 Uncovered demand (UD), which is the share of energy consumption 
that is not satisfied by the produced local energy and which must be 
withdrawn from the national grid. 

 Over-production (OP), which is the share of energy that is not instantly 
self-consumed as the produced energy is greater than the energy 
demand: OP = TP – TC). 

 Self-consumption (SC), which is the share of energy instantly self-
consumed by each user (called prosumer) or, in other words, the energy 
produced that is used locally: SC = TP – OP or TC – UD or min(TP;TC). 

Self-consumption and self-sufficiency are investigated by two indexes 
considering the annual data with an hourly time step calculation: (i) SCI, which is 
the ratio between SC and TP; (ii) and SSI, which is the ratio between SC and TC. 

Secondly, a cost-optimal analysis is performed to optimize the costs and self-
sufficiency of roof integrated PV technologies on residential buildings, taking into 
account the economic incentives for the collective self-consumer configuration 
[54,206]. The global cost (𝐶𝐺) of the cost-optimal analysis is calculated for different 
PV configurations according to Equation 27. In this analysis, the cost-optimal 
analysis is performed considering a period of 20 years. 

𝐶𝐺 = 𝐶𝐼 +∑ (𝐶𝐸,𝑖 ∙ 𝑅𝑑(𝑖))
𝜏

𝑖=1
 (27) 

 

Where: 

 𝐶𝐼 is the initial investment cost, and in this work it refers to a cost of PV 
installation equal to (https://www.solareb2b.it/documenti/, in Italian): 

- 1,000 €/kWp, if the installed PV power (P) > 20 kW. 
- 1,600 €/kWp, if 6 kW ≤ P ≤ 20 kW. 
- 2,000 €/kWp, if P < 6 kW. 

 𝐶𝐸,𝑖 is the annual energy cost at year 𝑖, and it was calculated taking in 
account all the expenses for the energy taken from the grid (i.e., UD), as 
well as all the revenues generated by the sale of the energy to the grid (i.e., 
SC and OP). The average cost of the electricity taken from the grid was 0.22 
€/kWh for residential users and it was applied to the UD share to calculate 

the expenses. The revenues were calculated considering the economic 
incentive for the collective self-consumer configuration in a condominium, 
which lasts 20 years, and were described as follows: 

- +0.10956 €/kWh to be applied to the SC share. 
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- +0.1 €/kWh to be applied to the OP share. 
 𝑅𝑑(𝑖) is the discount factor at year 𝑖 was considered and is equal to the 2%. 

4.4.2 Case study 

The analysis is carried out for seven typical residential buildings with different 
dimensions and orientations located in a neighbourhood in Turin. The climate is 
continental and temperate, with 2648°C HDDs at 20 °C and 84 °C CDDs at 26 °C 
mainly concentrated in June, July and August (according to the UNI 10349-3:2016 
Standard). About 80% of the buildings in the city are residential, and are mainly 
large and compact condominiums [56]. The orientation of the buildings was 
analysed with GIS tools using a DSM with a precision of 0.5 meters and the building 
footprint.  

Figure 85 shows the roof surfaces as a function of the orientation, 
distinguishing between all the users (i.e., residential, industrial, municipal and 
tertiary) and residential users. A large number of the roofs are gable roofs with two 
prevalent orientations: SE, with the azimuth of -60° (16% of the total roof areas) 
and SW, with the azimuth of +30° (19% of the total roof areas). The prevalent roof 
pitch angle of the residential buildings is 25° and ranges from 45° to 15° for the 
gable and pitched roofs. 

 

 
(a) 

  
(b) 

Figure 85. Orientation of the buildings in the city of Turin [53]. 
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Selection of residential buildings 

About 90% of the buildings in the analysed neighbourhood are compact 
residential condominiums, the number of components per family is 2.03 and the 
average annual electrical consumption for light and appliances is 1,928 kWh/user 
(according to the data measured for 2016). Seven condominiums are selected 
according to their orientations, dimensions (i.e., small, medium or large 
condominiums) and the geometrical characteristics (e.g., roof slope). In Turin, there 
are about 37,700 residential buildings with gable and pitched roofs and the slope of 
the roofs is mainly 25°, with a standard deviation of 3.77°. The seven selected 
residential buildings have a slope that varies between 23 and 27°. These buildings 
are typical of the building heritage of the historical centre of the city.  

Table 35. Characteristics of the seven typical residential buildings in the considered area [53]. 

Building 
ID 

Azimuth Dimension No. of 
flats 

No. of 
floors 

Roof 
area 

Total PV  
area* 

PV area by 
no. of flats 

(°) (-) (-) (-) (m2) (m2) (m2/flat) 
30 

SE = -60; 
NW = +120 

Small 10 5 210 SE = 91; NW = 87 18 
91 Medium 12 5 283 SE = 156; NW = 149 20 

211 Large 22 6 359 SE = 150; NW = 144 14 
140 

SW = +30; 
NE = -150 

Small 10 5 285 SW = 122; NE = 120 24 
258 Medium 12 5 280 SW = 125; NE = 113 20 
199 Large 22 6 379 SW = 150; NE = 172 14 

153 SE = -45; 
NW = +135 Medium 12 4 275 SE = 104; NW = 130 20 

* The total photovoltaic (PV) area considers a presence of disturbing elements equal to 15% 
of the roof area. 

 
Table 35 shows the main characteristics of the selected buildings: 

 Small condominiums with 10 flats per building over 5 floors, and the PV 
area per number of flats varies from 18 to 24 m2/flat. 

 Medium condominiums with 12 flats per building over 4-5 floors, a total 
roof area of about 280 m2 and a PV area of 20 m2/flat. 

 Large condominiums with 22 flats per building over 6 floors, a total roof 
area of about 370 m2 and a PV area of 14 m2/flat. 

The PV area per number of flats is an interesting indicator to describe the 
maximum PV potential for each family. 
 

Electrical consumption and photovoltaic potential 

As mentioned before, the hourly load profile takes into account the quota for 
light and appliances, the quota for SC, and the quota for condominium utilities. Two 
types of residential consumers were investigated regarding the electricity for light 
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and appliances: a low-consumer with 1,652 kWh/user/year and a high-consumer 
with 2,182 kWh/user/year. The electricity for SC is quantified for each building by 
applying the GIS-based engineering model taking into account the local climate 
conditions for the year 2016. The electricity for condominium utilities is quantified 
considering that the elevator uses 5.5% of the overall electricity consumption of the 
condominium. 

Figure 86 shows the hourly profiles of the total load, distinguishing between 
low-level consumers and high-level consumers, and the total PV production 
distinguishing between the two orientations for 12 typical days, each of which is 
representative of a specific month for the year 2016. It can be observed that in all 
the cases analysed, the PV production on the South and North orientations allows 
to produce energy for more hours during the day and this allows to increase 
generally self-consumption and energy self-sufficiency. The typical profile of the 
residential user is compatible with the PV production one, even if the higher 
consumptions of the residential user are during the evening. Then, it could be useful 
to consider both rooftop orientations, especially for the roof with SE-NW 
orientations with higher PV production in the afternoon.  

Regarding the hourly load, the electricity consumption from October to April 
is for light, appliances and elevators with an adding quota from May to September 
due to SC consumption. The SC consumption allows to reach higher levels of 
energy self-consumption and self-sufficiency in the summer months. Since 
residential users have low consumption, these consumers are suitable for a spread 
production of low-power PV systems. 

 

 
(a) 

 
(b) 

 
(c) 
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(d) 

 
(e) 

 
(f) 

 
(g) 

Figure 86. Hourly profiles of the load and PV production for 12 typical days, each of which is 
representative of a specific month of the year 2016: (a) small condominium with SE -60° 

orientation, (b) medium condominium with SE -60° orientation, (c) large condominium with SE -
60° orientation, (d) small condominium with SW +30° orientation, (e) medium condominium with 
SW +30° orientation, (f) large condominium with SW +30° orientation, (g) medium condominium 

with SE -45° orientation [53]. 

Scenarios 

The electrical consumption and the PV production being known, several 
scenarios are analysed. The results of this analysis depend on the typical energy 
demand of the residential users with a higher consumption during the evening. 
Different levels of PV production are investigated using the south-facing roof area 
(SE -60°, SW +30° or SE -45°) plus a quota of the north-facing roof area (NW 
+120°, NE -150° or NW +135°) that varied from 0 to 100%. Four electricity 
consumption scenarios are investigated: 

 Scenario 1 (S1), which only considers electricity for light and 
appliances of a typical low-consumer and condominium utilities as the 
load (S1). 
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 Scenario 2 (S2), which only considers electricity for light and 
appliances of a typical high-consumer and condominium utilities as the 
load (S2). 

 Scenario 3 (S3), which considers electricity for light and appliances of 
a typical low-consumer, condominium utilities and space cooling 
consumption as loads (S3). 

 Scenario 4 (S4), which considers electricity for light and appliances of 
a typical high-consumer, condominium utilities and space cooling 
consumption as loads (S4). 

Table 36 describes the electricity consumption, at a building level, for the year 
2016 for the four scenarios and the PV power installed with reference to different 
percentages of used North-facing surfaces. As expected, large condominiums have 
a higher annual consumption (ID 211 and ID 199) and the number of installable PV 
panels is also greater than that of small condominiums, given that a higher roof area 
is available (see Table 35).  

Table 36. Electricity consumption and PV power at a building level for different scenarios [53]. 

Build. 
ID 

Electricity 
(kWh/building/year) 

PV power, 100% of south + 0-100% of north roof 
area (kW) 

S1 S2 S3 S4 0 
% 

10
% 

20
% 

30
% 

40
% 

50
% 

60
% 

70
% 

80
% 

90
% 

100
% 

30 17,429 23,017 20,982 26,570 11 13 14 15 16 17 18 19 20 21 22 
91 20,914 27,621 25,007 31,714 16 17 19 20 22 23 24 26 27 29 30 

211 38,343 50,638 44,401 56,696 20 21 23 25 27 29 31 33 34 36 38 
140 17,429 23,017 20,883 26,472 15 17 18 20 21 23 24 26 27 29 30 
258 20,914 27,621 24,747 31,454 16 17 18 20 21 23 24 26 27 28 30 
199 38,343 50,638 44,851 57,147 19 21 23 25 27 30 32 34 36 38 40 
153 20,655 27,012 24,065 30,422 13 15 16 18 19 21 23 24 26 28 29 

 
The maximum PV power that can be installed over two orientations of roofs 

varies from 22 kW for small condominiums to 40 kW for large condominiums. The 
quota of solar energy that can be produced from PV technologies is quantified, for 
the year 2016, using the PVGIS portal. Crystalline silicon modules with an 
efficiency of 26.7% in standard test conditions, energy losses of 14%, and an 
average inclination of 25° were considered. Starting from these data, SCI and SSI 
are performed, changing the building dimensions and roof orientations, in order to 
evaluate how energy security can be improved. The economic benefits are 
quantified, at a building level, by applying the cost-optimal model, taking into 
account the existing incentives for the collective self-consumer configuration. 
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4.4.3 Results 

This section shows the main findings of the SCI, SSI and cost-optimal analyses. 
Different values of SCI and SSI are investigated, according to the orientations, 
dimensions and PV productions of the residential buildings. The energy and 
economic benefits are quantified through a cost-optimal analysis considering a 
period of 20 years. 

Self-sufficiency and self-consumption indexes 

The first set of analyses examined the impact of the use of two directions for 
PV installation on SCI and SSI. These two indexes are calculated with hourly 
details for the year 2016. The results obtained from this first analysis are presented 
in Figure 10. For the roof North-facing surfaces, different scenarios are considered, 
using various percentages of surfaces occupied by PV modules from 0 to 100%. It 
can be seen that the residential buildings with low-consumers can achieve higher 
values of SSI and SCI than those with high-consumers. The building orientation 
affects both indexes, especially the SCI.  

For example, the maximum achievable SCI for small condominiums, according 
to S2, is 57% for the building with SE orientation (azimuth of -60°) and 53% for 
the building with SW orientation (azimuth of +30°). These values become 66% and 
61% when considering high-level consumers and the consumption for space 
cooling (S4). The maximum SSI values are 42 and 44% for S2 and 39 and 42% for 
S4. The variation in the SCI indicator is greater than in SSI. In addition, buildings 
with SW orientation (azimuth of +30°) have higher SSI values for buildings with 
the same SCI. This phenomenon is particularly evident for large condominiums 
(Figure 87).  

 

 
(a) 
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(b) 

Figure 87. Analysis of SCI and SSI for condominiums with different dimensions and orientations 
distinguishing between (a) low-level consumers with an electricity consumption of 1,652 

kWh/user/year and (b) and high- level consumers with an electricity consumption of 2,182 
kWh/user/year [53]. 

As far as the building dimension is concerned, it is possible to confirm that 
small condominiums can achieve higher SSI levels than large ones and, inversely, 
have lower SCI values, since the SC share is lower than large condominiums that 
have a higher consumption. In general, increasing the amount of installed PV 
increases SSI, but at the same time lower SCI values can be seen. This is due to the 
fact that no storage systems were hypothesized in this study. In fact, it is possible 
to increase the installed PV power, through the use of storage systems, thereby 
improving not only SSI but also SCI [54]. 

 
Cost-optimal analysis 

Results presented here refer to the cost-optimal analysis performed considering 
a period of 20 years. The initial investment cost is calculated according to the PV 
installation costs. This cost varies as a function of the installed PV power (P). The 
costs that were applied are: 1,600 €/kWp for 6 kW ≤ P ≤ 20 kW and 1,000 €/kWp 

for P > 20 kW. The annual energy cost is calculated considering the UD expenses 
and the SC and OP revenues to which they have been applied the economic 
incentives that last 20 years. Figure 88 and Figure 89 show the SSI values as a 
function of the global cost per flat, considering different levels of installed P and 
electricity consumption for low- level (S1, S3) and high-level consumers (S2, S4). 
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(a) 

 
(b) 

Figure 88. Global-cost analysis for residential users: SSI as a function of the global cost per flat 
considering different levels of in-stalled PV power and energy consumption for (a) low-level 

consumers (S1) and (b) high-level consumers (S2). 

In general, as the share of installed PV increases, the SSI indicator increases. 
The question is whether it is also convenient, in terms of costs, to use two rooftop 
orientations for the production of solar energy. The size of the PV panels influences 
the results of the cost-analysis to a great extent. In fact, it is possible to observe that 
for a lower P than 20 kW, the costs are higher than for a higher P of 20 kW. The 
use of the north-facing roof surface is always convenient, from an economic point 
of view, for a higher P of 20 kW, with an improvement in energy self-sufficiency. 
Instead, the use of the north-facing roof surface is convenient for a lower P than 20 
kW, where the cost of PV installation is 1,600 €/kWp more than in the other case, 
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if about 15% of the total surface is used. This percentage varies as a function of the 
type of electrical consumption (S1, S2, S3 or S4) and of the dimension and 
orientation of the condominiums. It is possible to observe from Figure 88 that: 

 Slightly higher SSI values are achieved for low-level consumers (1,652 
kWh/user/year), with a lower global cost than for high- level 
consumers. Small condominiums reach the highest levels of energy 
self-sufficiency, and the maxi-mum SSI is 39% for a P equal to 22 kW 
for the well-oriented building (SW +30°, ID30). Moreover, the quota of 
PV per flat affects the energy self-sufficiency; the higher the quota of 
PV expressed as m2/flat is, the more SSI increases. 

 It is always convenient to install PV for large condominiums, and when 
using 100% of the North-facing roof surface, a maximum SSI of 34-
36% is achieved for a P of 38-40 kW. 

 The global cost per flat varies from 3,600 to 1,850 €/flat for low 

electricity consumption and from 4,900 to 2,900 €/flat for high 

electricity consumption. 

Similar trends to those described in Figure 89 can be observed when taking into 
account the total electricity consumption (S3 and S4). It has emerged, from Figure 
89, that the global costs are higher whenever space cooling is considered, and the 
cost of energy in fact increases, but higher SSI values can also be achieved in this 
scenario. In summary, these results show that the better the orientation is, the higher 
the energy self-sufficiency and the lower the energy costs and those for the 
installation of PV technologies. 

 

 
(a) 
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(b) 

Figure 89. Global-cost analysis for residential users: SSI as a function of the global cost per flat 
considering different levels of in-stalled PV power and energy consumption for (a) low-level 

consumers (S3) and (b) high-level consumers (S4). 

Table 37. Energy and economic analysis using one and two rooftop PV orientations according to 
scenarios S3 and S4 (see Figure 89). 

User Building 
ID 

100% S-area and 0% N-area 100% S-area and 100% N-area Δ 
SCI 
(%) 

SSI 
(%) 

P 
(kW) 

Global cost 
(€/flat) 

SCI 
(%) 

SSI 
(%) 

P 
(kW) 

Global cost 
(€/flat) 

SSI 
(%) 

Lo
w

-c
on

su
m

er
 

30 57 32 11 4,133 44 42 22 2,608 10 
91 51 34 16 3,991 40 43 30 2,386 9 

211 66 30 20 4,129 51 39 38 2,809 9 
140 53 38 15 3,690 34 44 30 2,192 6 
258 58 36 16 3,740 40 43 30 2,422 7 
199 75 31 19 4,021 50 39 40 2,870 8 
153 57 32 13 3,885 70 43 29 2,457 11 

H
ig

h-
co

ns
um

er
 

30 66 30 11 5,468 51 39 22 3,774 9 
91 60 31 16 5,294 47 40 30 3,523 9 

211 76 27 20 5,520 59 36 38 4,032 9 
140 61 35 15 4,927 41 42 30 3,298 7 
258 68 33 16 5,012 47 40 30 3,563 7 
199 85 28 19 5,416 58 36 40 4,085 8 
153 66 30 13 5,151 47 40 29 3,550 10 

 
Table 37 summarizes the main results obtained from the energy and economic 

analysis using one and two PV orientations according to S3 and S4. Small 
condominiums reach higher values of SSI, but have lower values of SCI than large 
condominiums. The costs for PV installation are lower if two rooftop orientations 
are used instead of one, thanks to the quota of installed P (1,600 €/kWp for 6 kW ≤ 
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P ≤ 20 kW and 1,000 €/kWp for P > 20 kW). It can be concluded that SSI on average 

increases by 8.5% for the use of two PV orientations (100% of the south-area and 
100% of the north-area).A last future scenario is investigated assuming a constant 
lower cost for the PV technologies equal to 1,600 €/kWp (independently by the PV 

power installed). 
Figure 90 and Figure 91 show the results for the cost-optimal analysis of the 

scenarios: S1, S2, S3 and S4.  
 

 
(a) 

 
(b) 

Figure 90. Global-cost analysis for residential users: SSI as a function of the global cost per flat 
considering different levels of in-stalled PV power and energy consumption for (a) low-level 

consumers (S1) and (b) high-level consumers (S2) [53]. 
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It can be seen that the more buildings have a high consumption, the more 
convenient it is to use two rooftop orientations for the PV installation. In Figure 90 
(as Figure 88), the global cost only refers to the energy consumption for light, 
appliances and condominium utilities. As previous emerged, the global cost for 
low-level consumers is lower than for high-level consumers and the orientation 
affects the convenience of the use of two orientations to a great extent. In fact, it is 
not always convenient to use the entire north-facing roof, especially for well-
oriented buildings (SW 30°). The percentage of the north-facing roof that is 
convenient to use varies according to the shape of the building (e.g. PV 
surface/number of flats). 

The results of the cost-optimal analysis, considering the energy consumption 
for SC (S3 and S4) are presented in Figure 91. 

Again, in this case, the results de-pend on the buildings orientation: 

 It is almost always convenient to also use the North surfaces for 
buildings with a SE-NW oriented roof (more convenient for high-level 
consumers). 

 It is almost never convenient to use the North surfaces for buildings 
with a SW-NE oriented roof (always a little more convenient for high-
level consumers). 

With this GIS-based methodology it is possible to perform cost-benefit 
analyses on an urban scale but considering the specific characteristics of each single 
building (as for the building represented in light blue with a singular rooftop 
orientation). 

 

 
(a) 
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(b) 

Figure 91. Global-cost analysis for residential users: SSI as a function of the global cost per flat 
considering different levels of in-stalled PV power and energy consumption for (a) low-level 

consumers (S3) and (b) high-level consumers (S4) [53]. 

To sum up, the results of this investigation show that the dimensions, the types 
of consumer and the orientations of buildings affect energy self-sufficiency. In 
general, without using storage systems, as the SCI increases, the SSI decreases more 
or less quickly as a function of the building typology. When considering the use of 
two roof orientations, the maximum level of achieved SSI is on average 41.8, 41.5 
and 35.7% for small, medium and large condominiums, respectively. The economic 
benefits are investigated by applying a cost-optimal analysis, which showed that, 
for the investigated building stock and considering the use of two PV systems 
orientations, the SSI increased on average by 8.5%, with additional economic 
benefits for the cost of energy and the cost for the PV installation. The findings in 
this study provide a new understanding of how to exploit the solar energy potential 
in order to improve the energy performance of buildings, increase energy security 
and reduce energy costs. 

Taken together, these results provide important insights into the investigation 
of costs and self-sufficiency of roof-integrated PV technologies on residential 
buildings using multiple orientations. 

 Hourly model by PV technologies and storage system 

The aim of the presented methodology is to better exploit the PV production by 
introducing electric energy storage systems. A methodology to improve the self-
consumption and self-sufficiency in high-density built context combining multiple 
homes at city level is assessed. More in detail, different scenarios using Li-ion 
battery systems are investigated. The simulation is carried out for one year with 
hourly time resolution, based on real monthly electricity consumption. The model 
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is applied to two districts located in the city of Turin with the aim of evaluating the 
technical feasibility of combining multiple residential users at city level. The 
purpose is to promote self-consumption and self-sufficiency from the network, 
using the integration of solar energy with PV-battery systems, and to reduce 
electrical losses in favour of both the single user and the distribution system. Results 
show that different values of self-sufficiency and self-consumption can be reached 
depending on the shape and dimension of each building. It is shown that it is 
possible to satisfy the current requirements to become an Energy Community in an 
urban environment with good levels of self-sufficiency. 

4.5.1 Methodology 

Electrical consumption of buildings depends on socio-economic aspects, on 
day type and on the number of occupants, but also by its surroundings and local 
climate conditions able to affect for example the daylight [220,229,230]. Regarding 
the PV production on rooftops [58], the solar energy potential depends on the 
suitable roof area available, on the roof slope, and on the roof orientation (south-
faced tilted roofs have a higher productivity). In this investigation, two districts in 
the city of Turin with different socio-economic characteristics and urban 
environments were analysed. The balance between electrical consumption and PV 
production is investigated with the aim to improve the self-consumption and the 
self-sufficiency of residential buildings using storage systems. These two aspects 
are investigated using the following indexes: 

 The self-consumption (SC/P) is defined as the ratio between the energy 
production that is locally used (SC) and the total PV production (P). 

 The self-sufficiency (SC/C) is defined as the ratio between the energy 
production that is locally used (SC) and the total energy consumption 
(C). 

Figure 92 shows the methodology used for the optimal design of grid connected 
to the PV-battery systems in urban environment. 

 

 
Figure 92. Flowchart of methodology [54]. 
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In the following subsections the input data used to investigate the optimal 
design of grid connected to the PV-battery systems for a group of residential users 
are described. The annual load profiles with 1-hour time resolution and the PV 
productivity are assessed for each user at building level with the support of GIS. 

Energy consumption 

Hourly load profiles of residential buildings are obtained from monthly 
measured data of two consecutive years (2016 and 2017) of over 154 buildings. The 
annual load profile with 1-hour time resolution is generated at building level using 
as reference the hourly profiles of typical seasonal days (i.e. winter, spring, summer 
and autumn) for 380-470 residential families with 2.15 components considering 
both working and non-working days [223]. The average cost of withdrawing 
electricity from the grid (i.e. 0.22 €/kWh) and the feed-in cost (i.e. 0.10 €/kWh) for 

prosumers was also derived for this database. In addition, knowing the electrical 
consumption of each user, with the use of GIS tools, the distribution of electrical 
consumption at district level has been quantified. 

Solar energy productivity 

The potential of solar energy in the residential sector is assessed taking into 
account several criteria used to evaluate the rooftop suitability. The main 
characteristics, which affect the use of the roof for the installation of PV panels, are 
the roof shape, architectural characteristics, morphological context, building codes, 
and regulations. With the use of GIS tools, the potential rooftop area for the 
installation of PV technologies is identified for each building at district level taking 
into account the orientation (south, east and west). The hourly radiation data have 
been elaborated for one year using the PVGIS portal. The solar energy that can be 
produced on each roof is assessed considering standard PV systems with an 
efficiency of 14% and an inclination of 20°. Therefore, knowing the maximum 
installable power for each roof (according to the suitable rooftop area), a procedure 
to identify the optimal design of grid connected to PV-battery systems is applied. 

Sizing methodology 

Energy balance simulations have been performed over a reference year 
considering 1-hour time resolution. An energy management strategy is developed 
to manage the operation of the power system. The key-decision parameter for the 
battery operation is represented by battery SOC, which is the ratio between the 
stored energy and the total battery capacity. 

More in detail, when the PV power is lower than the electrical demand, the 
battery intervenes in discharging mode until reaching the minimum state-of-charge 
SOC. Finally, electricity is bought from the grid when both PV and battery systems 
are not enough to cover the whole electrical load. In case instead the PV power is 
greater than the electrical demand, the surplus renewable energy is first used to 
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charge the battery and then (when the maximum battery SOC is reached) sold to 
the grid (Table 38).  

The battery SOC is defined as follows: 
 

𝑆𝑂𝐶(𝑡) = 𝑆𝑂𝐶(𝑡 − 1) +
𝑃𝐵𝑇,𝑐ℎ(𝑡 − 1) ⋅ 𝛥𝑡 ⋅ 𝐵𝑇,𝑐ℎ

𝐶𝑎𝑝𝐵𝑇
−
𝑃𝐵𝑇,𝑑𝑐(𝑡 − 1) ⋅ 𝛥𝑡

𝐵𝑇,𝑑𝑐 ⋅ 𝐶𝑎𝑝𝐵𝑇
 (28) 

 
Where 𝐶𝑎𝑝𝐵𝑇 is the battery rated capacity, 𝑃𝐵𝑇,𝑐ℎ/𝑑𝑐 corresponds to the 

charging/discharging power of the battery, 
𝐵𝑇,𝑐ℎ/𝑑𝑐

 is the battery 
charging/discharging efficiency and 𝛥𝑡 is the time step of the simulation. 

The optimal sizing methodology employs the particle swarm optimization 
(PSO) algorithm to search for the optimal system configuration (i.e. PV rated power 
and BT capacity), which allows to minimize the net present cost (NPC) of the power 
system. The metaheuristic PSO technique was adopted since it is a highly 
performant and robust method when dealing with the optimal design of power 
systems [231].  

The NPC is computed in the following way: 
 

𝑁𝑃𝐶 = 𝐶𝐴𝑃𝐸𝑋0 +∑
𝑂𝑀𝐶𝑡𝑜𝑡,𝑗
(1 + 𝑑)𝑗

+
𝑅𝐶𝑡𝑜𝑡,𝑗
(1 + 𝑑)𝑗

𝑛

𝑗=1

 (29) 

 
Where 𝐶𝐴𝑃𝐸𝑋𝑡𝑜𝑡,0 represents the total initial investment cost, 𝑂𝑀𝐶𝑡𝑜𝑡,𝑗 and 

𝑅𝐶𝑡𝑜𝑡,𝑗 correspond respectively to the operation/maintenance and replacement costs 
referred to the j-the year, 𝑛 is the system lifetime and finally 𝑑 is the discount rate 
(Table 38). The 𝑂𝑀𝐶𝑡𝑜𝑡,𝑗 term is derived as: 

 
𝑂𝑀𝐶𝑡𝑜𝑡,𝑗 = 𝑂𝑀𝐶𝑃𝑉,𝑗 + 𝑂𝑀𝐶𝐵𝑇,𝑗 + 𝐶𝑒𝑙,𝑏𝑢𝑦,𝑗 − 𝐶𝑒𝑙,𝑠𝑒𝑙𝑙,𝑗 (30) 

 
where 𝑂𝑀𝐶𝑃𝑉,𝑗 and 𝑂𝑀𝐶𝐵𝑇,𝑗 correspond to the operation/maintenance costs 

associated to the PV and battery component, respectively. 𝐶𝑒𝑙,𝑏𝑢𝑦,𝑗 is the yearly cost 
due to electricity bought from the grid and 𝐶𝑒𝑙,𝑠𝑒𝑙𝑙,𝑗 is the yearly revenue due to 
renewable electricity sold to the grid (Table 38). A constraint on the self-
consumption and self-sufficiency can also be included within the optimization 
routine: 

 
𝑆𝐶/𝑃 ≥ (𝑆𝐶/𝑃)𝑡𝑎𝑟𝑔𝑒𝑡 (31) 
𝑆𝐶/𝐶 ≥ (𝑆𝐶/𝐶)𝑡𝑎𝑟𝑔𝑒𝑡 (32) 

 
where (𝑆𝐶/𝑃)𝑡𝑎𝑟𝑔𝑒𝑡 and (𝑆𝐶/𝐶)𝑡𝑎𝑟𝑔𝑒𝑡 correspond to the target self-

consumption and self-sufficiency values that the PV-battery system must achieve 
at the minimum system cost. 
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Table 38. Main techno-economic parameters used in the PV-battery optimal sizing (Li-ion battery) 
[222,232,233]. 

Parameter Value 
PV system investment cost 1,000 €/kWp if P > 20kW 

1,600 if 6 ≤ P ≤ 20 
2,000 €/kWp if P < 6kW* 

PV O&M cost 2%/y (of Inv. cost) 
BT investment cost (with extra-cost of hybrid inverter) 500 €/kWh* 
BT replacement cost 250 €/kWh 
BT lifetime 10 years 
Maximum BT SOC 1 
Minimum BT SOC 0.1 
BT discharging efficiency 0.95 
BT charging efficiency 0.95 
Cost of PV electricity sold to the grid 0.10 €/kWh 
Cost of electricity withdrawn from the grid 0.22 €/kWh 
Discount rate 5% 
System lifetime 20 years 

*https://www.solareb2b.it/documenti/ (in Italian). 

4.5.2 Case study 

According to the annual report of the city [234], electricity consumption in the 
residential sector from 2004 to 2009 is quite constant with values close to 2.5 
TWh/year; from 2010 to 2013 there was a slight decrease of 6%. This trend is 
presumed to be due to the increase in the energy efficiency of household appliances 
and electronic equipment. According to the electrical consumption data used, on 
average the annual electrical consumption of a Turin family is about 1,600 
kWh/fam/year (reference years: 2016-2017). 

Socio-economic characteristics 

Starting from a database elaborated in GIS, the characteristics of the population 
and the characteristics of the building stock are analysed to identify homogeneous 
areas. One of the aims is to investigate how and at what extent the variables related 
to energy, social and urban morphology influence the electricity consumption and 
the solar energy production of the residential building stock. Two districts called 
Crocetta (with an extension of 199,251 m2) and Arquata (with an extension of 
108,926 m2) are selected as homogenous zones. In these districts 80% of the 
buildings were built before 1945, 15% in 1946-1980, and only 5% after 1992. 
Crocetta is a district located near the historic city centre and is one of the most 
prestigious residential areas. The 90% of buildings are residential compact 
condominiums (with an S/V of 0.48 m2/m3), and there are 220 buildings with about 
2,500 apartments. Arquata is a social housing district built in 1920 and includes 52 
buildings (with an S/V of 0.41 m2/m3) for a total of about 1,070 apartments. 
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The characteristics of the city are described below with an in-depth 
investigation of the selected districts. In Figure 93 the annual per capita income 
distribution in €/year (updated to 2009) for 94 statistical zones of Turin (for two of 

them the information is not available) is indicated. The map shows that the richest 
areas are located in the city centre and in the hilly area East of the city, while the 
poorest areas are in the peripheral areas North and South of the city. 

The average annual income is about 15,500 €/year, with a maximum of 23,651 
€/year and a minimum of 10,122 €/year. The two zones selected for this analysis 

are indicated in red. 
 

 
Figure 93. City of Turin: per capita income (at 2009) at statistical zone scale and identification of 

two case studies [54]. 

Table 39. Characteristics of the population in the two districts [54]. 

Variable Unit Crocetta Arquata 
N. of inhabitants - 3,703 1,756 
N. of families - 1,867 937 
Components for family Inh/fam 2.03 1.88 
Income per capita €/year 18,016 14,114 
Foreigners inhabitants % 7 14 
Average age - 48 49 
Old-age-dependency ratio1 - 242 294 
Dependency ratio2 % 71 65 
Graduates inhabitants % 32 8 
Employed inhabitants % 95 77 

                                                 
1 The old-age-dependency ratio is the ratio between the number of inhabitants aged 65 and over (age when they are 

generally economically inactive) and the number of inhabitants aged between 15 and 64. The value is expressed per 100 
persons of working age (15-64). Values higher than 100 indicate a greater presence of elderly population than young 
population. 

2 The dependency ratio is an age-population ratio of those typically not in the labor force (dependents aged 0-14 and 
over the age of 65) and those typically in the labor force (the total population aged 15-64). 
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Table 39 describes the main socio-economic characteristics for these two 
districts. The information is elaborated using the ISTAT database (updated to 2011) 
at census section scale and the income database (updated to 2009) at statistical zone 
scale. Crocetta is a richer area with an annual income of 4,000 €/year higher than 

Arquata. The other indicators are quite similar, the greatest differences are the 
percentage of foreigners (highest in Arquata) and the percentage of graduates which 
is 32% in Crocetta and only 8% in Arquata. 

With regard to the building stock, in Turin there are almost 60,000 buildings, 
of which 76% are residential. The residential buildings are mainly large and 
compact condominiums, with low values of surface-to-volume (S/V) ratio. The 55% 
has an S/V of lower than 0.45 m2/m3. On average, the apartments have a heated 
surface that varies between 75 and 95 m2/apart; Figure 94 shows the heated surface 
per apartments (m2/apart) at statistical zone scale. Comparing Figure 93 and Figure 
94 it is possible to observe that, obviously, there is a relation between income and 
apartments surface. This is just an example of the relationships between the socio-
economic variables. In a future work this aspect will be further explored by 
analysing other areas of the city. 

 

 
Figure 94. City of Turin: heated surface (m2) per family at statistical zone scale and identification 

of two districts [54]. 

Table 40 describes the main characteristics of the residential building stock in 
the two districts. The information was elaborated using the Municipal Technical 
Map (updated to 2019) at building scale and the ISTAT database (updated to 2011) 
at census section scale. From the analysis emerged that the shape of the building is 
quite similar in the two districts, but there is a substantial difference, which is the 
heated surface per apartment. In fact, wealthy families have larger apartments, and 
the heated surface is 104 m2/apart in Crocetta and 70 m2/apart in Arquata. 



   Chapter 4 
 

190 
 

Table 40. Characteristics of the residential building stock in the two districts [54]. 

Variable Unit Crocetta Arquata 
N. of buildings - 246 52 
N. of residential buildings - 220 47 
Total footprint area (residential) m2 55,697 19,151 
Gross floor area (residential) m2 303,856 89,574 
Surface-to-volume ratio m2/m3 0.39 0.39 
Heated surface per apartment m2/ apart 104 70 
N. of apartments per building (average) - 11 23 

 

Electrical consumption 

Starting from the database elaborated in GIS and collecting a large amount of 
data about the energy-use at building level, the monthly electrical consumption 
considering only residential users have been georeferenced with the information of 
the address. About 150 users are selected considering on average an annual 
electrical consumption of 1,500 kWh/fam/year (anomalous data were excluded 
from the analysis). In Crocetta and Arquata districts the measured consumption 
refers to 80 and 42 residential buildings respectively. 

Figure 95 and Figure 96 show the residential users: in green the residential 
buildings selected for the analysis of which the electricity consumption are known 
and in red the other residential buildings are indicated. 

  

 
Figure 95. Crocetta district with residential buildings [54]. 
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Figure 96. Arquata district with residential buildings [54]. 

The monthly electrical consumption from January 2016 to December 2017 
have been elaborated. Data are provided by the electric services company of the 
city, IREN. Figure 97 shows the measured monthly average daily electrical 
consumption per family (kWh/fam/day) referring to the period from January 1st 
2017 to December 31st 2017. 

 

 
Figure 97. Measured monthly average daily electrical consumption (kWh/day/family) of 122 

residential users in the two districts for the year 2017 [54]. 

From monthly data, and knowing the hourly profiles of some typical days, the 
energy demand profile for one year with 1-hour time resolution is elaborated. In 
Figure 98 the average hourly load profiles per family in Crocetta district for non-
working days (Sunday) and working days (Monday) distinguishing winter, summer 
and mid-season periods are reported. 
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Figure 98. Electrical hourly consumption (kWh/fam) in the Crocetta district for the year 2017 

[54]. 

Photovoltaic potential 

Regarding the solar energy production, the quota of suitable rooftop area for 
the installation of PV technologies is analysed in GIS using the Municipal 
Technical Map (updated to 2019) and the DSM (updated to 2018) with a precision 
of 0.5 meters. The potential area is calculated for each roof according to several 
criteria (i.e. orientation, slope, constrains).  In Crocetta and Arquata districts there 
are respectively 80 and 42 residential buildings with a potential PV area of 17,861 
m2 (73% of total roofs area) and 12,217 m2 (74% of total roofs area). This potential 
area considers only the best-exposed solar area and the presence of disturbing 
elements equal to 15% of roof surface [56]. 

 

 
Figure 99. Crocetta district with the potential roof-integrated PV area per apartment [54]. 
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Figure 100. Arquata district with the potential roof-integrated PV area per apartment [54]. 

An interesting indicator calculated at building scale is the ratio between the 
potential area for PV installation and the number of apartments (m2/apart). On 
average in Crocetta the potential PV is 16 m2/apart (Figure 99), while is 12 m2/apart 
for Arquata (Figure 100). This value is because in Crocetta the heated surface per 
apartment is 104 m2/apart while in Arquata, that is a social housing zone with low-
income, the heated area per apartment is 70 m2/apart. In Figure 99 and Figure 100 
the potential PV area according to the number of apartments (m2/apart) at building 
level is indicated. The solar energy production depends not only on the quota of the 
potential PV area, but also on the area orientation; in fact, according to the exposure 
there are different values of solar irradiation. Table 41 shows the main information 
used as input data. Electrical consumption depends significantly on income, and in 
this case the consumption per apartment is higher in Crocetta. 

Table 41. Electrical consumption and PV production data of the residential buildings in the two 
districts [54]. 

Variable Unit Crocetta Arquata 
N. of buildings - 80 42 
N. of apartments - 1,174 976 
Annual consumption per family kWh/fam 1,660 1,180 
Potential PV area m2 17,861 12,217 
Max PV power kW 2,223 1,527 

 

4.5.3 Results 

In this investigation, different residential districts with various building 
dimension and shape are investigated with the aim to improve self-consumption 
(SC/P) and self-sufficiency (SC/C) with roof-integrated PV technologies in the city 
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of Turin. At building level each house individually attempts to match energy 
demand and supply, and when the energy demand cannot be met by the PV-battery 
system of that building, it is satisfied from the grid. While at district level demand 
shortages are satisfied from the solar energy produced by the entire district [235], 
in fact with the establishment of REC it is possible to further optimize power 
demand and supply. Referring to the constraint in the Regional Decree n.18-
8520/2019 for the establishment of ECs, the self-consumption limit of SC/P ≥ 70% 

is considered, and different scenarios are investigated with the aim to improve the 
SC/C. If the PV energy production is low, the SC/P is high, because all the self-
produced energy is consumed; in this case the SC/C is low. To increase the SC/C, 
it is necessary to produce more PV energy, but then SC/P decreases. The ideal 
solution would be to have both SC/P and SC/C equal to 1, but techno-economic 
limitations will occur by increasing both SC/P and SC/C when reaching certain 
thresholds [204]. The analysis is conducted at building and district levels. Scenarios 
analysed in this work are indicated below: 

 In scenario 1 the size of PV-battery system was identified according to 
the optimal configuration without limits (S1). 

 In scenario 2 the PV-battery system was sized to achieve at least 70% 
of SC/P (according to the requirement in the Regional Decree) (S2). 

 From scenario 3, considering the SC/P limit (70%), the PV-battery 
system was sized to achieve different levels of self-sufficiency (SC/C). 

Collective self-consumer configuration 

The results at building level of two buildings with different shapes located in 
Crocetta district are described below. Table 42 shows the main characteristics of 
the two buildings in Crocetta (see Figure 99).  

Table 42. Characteristics of two buildings in Crocetta district [54]. 

Variable Unit Building 1 Building 2 
Height m 12 30 
Surface-to-volume ratio m2/m3 0.30 0.22 
N. of apartments - 6 16 
Annual consumption per family kWh/fam 1,770 2,052 
Potential PV area m2 150 170 
Max PV power kW 19 21 
Max PV area per family m2/fam 25 10 

 
The buildings have the same orientation, roof type, surroundings context, type 

of user (i.e. residential user with high consumption), and the potential PV area is 
very close, with the substantial difference that 6 families live in building 1, while 
16 families live in building 2. So even if the annual consumption per family is 
similar, the electrical demand of building 1 is 10,622 kWh/year while is 32,832 
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kWh/year in building 2. This difference depends on the shape and dimension of the 
building (or compactness), in fact the first building has only 3 floors, the other one 
8 floors. Consequently, the potential area for each family to produce electricity from 
PV panels will be higher in the first case (with 25 m2/fam) than in the second one 
(with 10 m2/fam). 

In Table 43 there are the information of PV rated power and BT capacity for 
different scenarios with SC/C values.  

In the first scenario (S1), the model identifies the optimal system configuration 
without limits, and for these buildings, the two indicators SC/P and SC/C reached 
close values (52-51% and 32% respectively). The optimal PV size is 7 kW for 
building 1 and 21 kW for building 2, with which, however, 70% of SC/P is not 
reached. Unlike building 1, it can be notice that the maximum installable PV size – 
due to the shape and the dimension of the building (with greater number of families, 
therefore greater consumption but similar potential PV area) – is reached by 
building 2 in S1. As batteries are not cheap, it is found to not be required within the 
optimal configuration in S1. In fact, batteries are used only when constraints on 
SC/P and SC/C were introduced (from S3). 

In the second case (S2), a self-consumption of at least 70% has been imposed, 
and this has reduced the quota of PV installed at the expense of self-sufficiency 
(SC/C equal to 27%). Also in S2, the BT is not necessary (the smaller the PV, the 
more SC/P increases). 

From S3, different configurations have been investigated in order to have the 
SC/P ≥ 70% and different levels of SC/C up to the maximum achievable. The self-
sufficiency constraint (from S3) introduces the need for a battery. From these results 
the main difference between the two buildings emerged: (i) building 1 can achieve 
higher values of self-sufficiency with SC/C equal to 93%; (ii) while building 2 with 
a high consumption compared to the installable PV potential cannot go beyond a 
self-sufficiency of 59%, and given that the maximum PV potential is used 
immediately to reach an SC/P of 70%, the PV production remains constant, and to 
increase the SC/C it is necessary to drastically increase the size of the BT. By 
increasing the SC/C of the building the BT size increases to a point where it 
becomes very sharp (e.g. S6 for building 1, S4-S6 for building 2); it corresponds to 
unfeasible solution for a technical-economic point of view. 

What is interesting about the data in Table 43 is that, taking into account the 
limit of SC/P ≥ 70%, building 1 can achieve an SC/C of 70% with 12 kW of PV 

(where the maximum installable power is 19 kW, see Table 42) and 18 kWh of BT; 
while building 2 can achieve an SC/C of 50% with 21 kW of PV (that is the 
maximum installable power) and 37 kWh of BT. Obviously this depends on the 
electrical consumption of buildings and on the PV potential (according to the usable 
area and the orientation). 
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Table 43. Annual results at building level: comparison between two buildings in Crocetta district 
[54]. 

Scenario 

Building 1 Building 2 
Input Output Input Output 

SC/C 
% 

PV 
kW 

BT 
kWh 

SC/C 
% 

PV 
kW 

BT 
kWh 

S1 32 7 0 32 21 0 
S2 27 4 0 27 13 0 
S3 50 8 9 50 21 37 
S4 60 10 13 55 21 71 
S5 70 12 18 57 21 221 
S6 97 17 1,787 59 21 1,188 

 
In Figure 101 and Figure 102 the main hourly results of building 1 for S3 and 

S5 referring to 12 typical monthly days are indicated. In Figure 101a from March 
to October only a quota of energy demand was covered by PV and BT. In Figure 
101b for the same months the energy demand is almost totally covered. In this first 
analysis, taking into account only the building shape, it is emerged that small 
buildings with lower consumption are better suited to achieve higher levels of SC/P 
and SC/C than large and compact condominiums. In general, SC/P and SC/C 
depends on building shape, roof type, solar exposition, type of user, surroundings 
context and local climate conditions. Therefore, in future work these aspects will 
be investigated comparing several areas in the city of Turin. 

 

 
Figure 101. Hourly results for 12 typical days each representative of a specific month of the year 

(2017): Building 1, Scenario 3 [54]. 

 

 
Figure 102. Hourly results for 12 typical days each representative of a specific month of the year 

(2017): Building 1, Scenario 5 [54]. 
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Therefore, in case of a group of residential buildings with different shapes and 
electrical consumption, when willing to optimize SC/P and SC/C it is necessary to 
move from the building scale to the district one. 

 
Renewable energy community 

In this section the results at neighbourhood level, comparing Crocetta and 
Arquata districts, are described. As previous mentioned (see Table 41), a first 
parameter investigated is that the electricity consumption per family in the richest 
area, Crocetta, is higher than the other (Figure 103 and Figure 104). The analysis 
made at the district scale confirms that the national and regional requirements to 
become ECs are met. According to regional limits: (i) the electrical contiguity is 
verified; (ii) the amount of electricity consumption of the two districts exceeds the 
limit of 0.5 GWh/year (the consumption are 1.9 and 1.2 GWh/year for Crocetta and 
Arquata respectively); (iii) the annual self-consumption from solar energy is higher 
than 70%; (iv) there is a plurality of energy producers and consumers. In analogy 
to the analysis made at the building level, the scenarios analysed at district level 
were: S1 without constraints, S2 with SC/P ≥ 70%, and from S3 onwards with SC/C 
≥ 50-60-… up to the maximum achievable (the BT enters the optimal configuration 

from S3 onwards when SC/C constraint was added). 
 

 
Figure 103. Annual consumption per family in Crocetta [54]. 
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Figure 104. Annual consumption per family in Arquata [54]. 

Knowing that the maximum installable PV power and the annual electrical 
consumption are: 2,233 kW and 1,938 MWh in Crocetta and 1,527 kW and 1,185 
MWh in Arquata, from Table 44 emerged that: 

 In both districts, referring to scenario S2, it is not necessary to use the 
maximum PV power, and the SC/P constrain (70%) by installing 756 
kW of PV in Crocetta and 461 kW of PV in Arquata was respected. 

 In Crocetta district, imposing a constraint of at least 70% self-
consumption, at most it is possible to reach an SC/C of 53%, by 
installing 1.36 kW/family of PV and 1.56 kWh/family of BT (S4). 

 In Arquata district, imposing a constraint of at least 70% self-
consumption, at most it is possible to reach an SC/C of 67%, by 
installing 1.31 kW/family of PV and 1.97 kWh/family of BT (S6). 

 Since in Arquata district the electrical consumption per family is lower 
than the other district (see Table 41), it is possible to have greater self-
sufficiency with the same self-consumption. At the same time, the 
values of potential PV area per family in Arquata are lower than in 
Crocetta. Therefore, in these two districts, the energy consumption has 
a greater influence than the potential PV area on the self-sufficiency 
achievable. 

 Compared to the analysis at building scale, with the establishment of an 
EC at district level it is possible to have a self-consumption greater than 
70% and good self-sufficiency (that varies between 53% and 67%) with 
reasonable PV and BT sizes. 
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Table 44. Annual results at district level [54]. 

 

Crocetta Arquata 
Input Output Input Output 

SC/C 
% 

PV 
kW 

BT 
kWh 

SC/C 
% 

PV 
kW 

BT 
kWh 

S1 32 1,205 0 31 686 0 
S2 27 756 0 27 461 0 
S3 50 1,498 1,580 50 939 1029 
S4 53 1,592 1,831 60 1,149 1,538 
S5 - - - 66 1,237 1,962 
S6 - - - 67 1,277 1,919 

 
Figure 105 and Figure 106 show in detail the sizes of PV and BT installed 

according to different values of SC/C, maintaining the SC/P greater than or equal 
to 70% (from S2 to S4 or S6). 

 

 
Figure 105. Crocetta district: PV installed power and BT capacity according to different SC/C 

values and SC/P ≥ 70% [54]. 

 
Figure 106. Arquata district: PV installed power and BT capacity according to different SC/C 

values and SC/P ≥ 70% [54]. 

Figure 107 and Figure 108 show the influence on the system operation when 
considering different values of SC/C for two different days of the year. 

Figure 107 reports the hourly results of Crocetta district referring to December 
18th 2017. In S4 it is possible to observe that from 3 to 6 pm there is no availability 
of PV and the energy is not taken from the grid (as in S2) but the energy demand 
was covered by the BT. In the summer (Figure 108), the PV production is obviously 
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higher than in the winter period and the BT can cover the energy demand from 6 to 
11 pm (S3).  

Is moving to the district level, it is possible to satisfy the EC requirements by 
achieving a good level of self-sufficiency for all the buildings belonging to the EC. 
It should also be considered that an EC can benefit from higher incentives than a 
configuration at single building level (National Decree of 15th September 2020). 
The economic aspect will be more in depth explored in future work. 

 

 
Figure 107. Crocetta district: December 18th, 2017 [54]. 

 

 
Figure 108. Crocetta district: August 24th, 2017 [54]. 
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In summary, results show that at building level it is possible to activate the 
collective self-consumption mechanism, given that National and Regional 
requirements are respected. At the same time, at district scale it is possible to 
establish an REC in order to have a higher level of self-sufficiency for the whole 
group of residential buildings. Simulated scenarios show how imposed constraints 
on self-sufficiency and self-consumption rates can widely affect the optimal 
capacity of installed PV and storage units. Minimum targets on the self-sufficiency 
of buildings will drive the installation of more PV capacity and storage capacity. 
On the other hand, a set minimum ratio of self-consumption will lead to less solar 
installations and no role of batteries. In an urban environment with buildings that 
have the same orientation and type of user, high levels of SC/C and SC/P are more 
easily achieved with low and compact buildings. In cities, however, the typical form 
of the building is a big and compact condominium, so to improve SC/C and SC/P 
it is necessary to move from the building scale to the district scale. From this first 
investigation, it emerges that the shape of the building has a significant influence 
on SC/C and SC/P, therefore the urban context of a neighbourhood is fundamental 
to improve energy efficiency at city level. In particular, to produce energy from 
RESs, it is necessary to mediate the urban form with energy productivity. Urban 
planning policies promote a building development in height, in order to reduce 
permeable surfaces; but with this type of urban development, the energy 
productivity from solar decreases. For solar technologies, it is necessary to build 
volumes compatible with the available roof surface. 
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Chapter 5  

Place-based energy efficiency 
models and low-carbon scenarios 

 Chapter overview 

The aim of this chapter is to cover the gap between single-building investigation 
perspectives and the larger scale (neighbourhoods, districts, cities) in order to 
achieve energy savings, mitigate the urban heat island, and improve indoor or 
outdoor thermal comfort (Figure 109). 

The first part of this chapter shows how to design energy efficiency models. 
The combined effect of DHN expansion with different buildings retrofit scenarios, 
using the energy performance certificate database of the Piedmont region, is 
investigated to reduce GHG emissions [13,55]. 

The shape of cities, the characteristics of outdoor surfaces and the energy 
performance of the built environment influence not only the energy performance of 
buildings but also the thermal comfort conditions and the liveability of urban 
spaces. 

Smart solutions for the city of Turin are identified to mitigate the UHI effect 
and improve thermal comfort conditions. The potential of urban rooftops and 
outdoor surfaces are investigated, analyzing the effect of green and high-reflective 
roofs and solar energy technologies. The applicability of smart solutions is 
conducted in support of the review of the Building Annex Energy Code of Turin. 
This is performed within the ‘Re-Coding’ project, undertaken by the Research 
Centre Future Urban Legacy Lab (FULL), which aimed to update the current 
building code of the city. Environmental, economic and social impacts have been 
assessed to identify the more effective energy efficiency measures [56,57]. 

Finally, applying the hourly process-driven model, the optimal shape of the 
buildings with low energy consumption for heating and cooling and high solar 
energy production has been defined for different urban neighbourhoods [49,58]. 
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For the same neighborhoods, the outdoor thermal comfort conditions are 
investigated as a function of the urban form using existing climate tools [59]. 

 

 
Figure 109. Flowchart of Chapter 5 

 Energy retrofit models 

The improvement of the energy efficiency (EE) is essential to mitigate the GHG 
emissions, including enhanced air quality, increased social welfare, market 
competitiveness and creation of jobs [3]. The use of renewable energy and an 
increase in EE are two essential solutions to address the energy crisis. Considering 
the long life of buildings and the low demolition rate that characterize European 
building stocks, the considerable retrofit of buildings is crucial to reach successful 
energy saving goals [236]. Most of the building stocks in Mediterranean cities have 
too high energy consumption and, the Italian building stock is quite old and not 
adequately renovated. Data of residential buildings shows that 44% of them were 
built before 1961, 45% of buildings were built between 1961 and 1991, and 11% 
between 1991 and 2011 [237]. In order to decrease the energy consumption in the 
existing buildings, a diffused and effective retrofit strategy is needed. The actions 
of the local authorities and the effectiveness of municipal energy action plans play 
a crucial role. The existing European policies should be able to improve the energy 
performance of this housing stock promoting EE measures [238]. 

District heating (DH) systems can play a significant role in achieving 
sustainability in building related energy production and distribution [239]. DH 
systems are useful to reduce the impact on the environment (GHG emissions) and 
to decrease the fuel demands using the cogeneration combined with other efficient 
technologies [240,241]. Information about the existing building stock, cost-benefit 
analysis of EE renovation, possible reductions in energy use and socio-economic 
impacts on territory at different scales (regions, cities, districts and 
neighbourhoods) are important to facilitate policy-makers in identifying 
appropriate strategies and to support stakeholders [82]. The feasibility of retrofit 
measures in Turin, with the existing energy policies, depends mainly on: the period 
of construction that affects the need to renovate a building; the level of use of the 
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building (percentage of occupied apartments), the inhabitants’ educational level, 

the per capita income and the employment rate. 
To improve the EE of buildings it is possible to use different solutions 

considering the characteristics of the urban context. Individual condensing boilers 
represents the best solution at the single building level, but at urban level, the 
connection to the DH network is more advantageous due to the more efficient 
technological mix. 

In most developed countries, heating, cooling and electricity are available in all 
buildings, and cost is often a driver to determine if replacing individual end-user 
systems to a DH system is a viable solution. In low-density context, DH system 
may not offer any economic advantage, due to the high costs [242,243]. In fact, DH 
tend to be more economic for higher density and more populated regions, and 
governments can facilitate greater use of the DH technology through appropriate 
incentives [244]. 

5.2.1 Retrofit measures 

European Directives have introduced several instruments and tools to help 
achieve energy and climate targets [245–247]. The energy performance certificate 
(EPC) scheme was introduced, with Energy Performance Building Directive 
2002/91/EC of December 16th, 2002, as a mandatory national scheme for both new 
buildings and some categories of already existing ones. An EPC scheme has the 
aim of monitoring and promoting energy performance (EP) improvements in 
buildings, by increasing the EE and reducing the GHG emissions of such buildings 
[248]. 

The scope and implementation details of the EPC scheme vary significantly 
from EU country to country. Italy introduced energy certification in 2005 with 
Legislative Decree no. 192 of August 9th, 2005, on the ‘Implementation of Directive 

2002/91/EC’ related to the EP of buildings. In line with the EU directive [60], 
Italian legislation has adapted its EE and consumption reduction goals to European 
Directive EPBD 2002/91/EC. The Italian Decree introduces a number of elements, 
such as the minimum requirements regarding the EP of buildings and mandatory 
energy certification to manage energy consumption and increase EE. Article 6 on 
‘Energy performance certificate, release and posting’ introduces certification for 

existing and new buildings to improve their EP. EPC –which in Italy is called ‘APE’ 

(Attestato di Prestazione Energetica)– certifies the EP of a building on the basis of 
its energy class, from A+ (more efficient) to G (less efficient). On October 1st, 2015, 
a new APE replaced the former certificate, and one of the novelties concerns the 
introduction of 10 energy classes (there were only 8 classes before October 1st, 
2015). The energy class is supplied together with a numeric value that indicates he 
energy consumption expressed in kWh/m2/year. APE includes information on 
heating and cooling systems, domestic hot water production and ventilation. EPC 
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generally gives information on energy consumption and the possibilities of 
reducing it through EE measures [249–251]. 

EPC is also an information instrument for the owner or buyer of a building, 
when a building is sold, or of the tenant, in the case of leasing a property [252,253]; 
in some cases, there is a positive correlation between EP and the property value of 
buildings. In Italy, since January 1st, 2012, APE has become mandatory when a 
house is put up for sale or for renting (i.e. renting a house out for more than 30 days, 
selling a new building, donating a house, and/or renovating a house by improving 
the energy performances). APE is also required to have access to tax incentives –in 
the form of eco-bonus (from 50 to 85%) or super-bonus (110%)– after retrofitting 
interventions. On June 10th, 2020, Legislative Decree no. 48, which amends 
Legislative Decree 192/2005, implemented EU Directive no. 844 of May 30th, 
2018, on the Energy Performance of Buildings. The main changes that were 
introduced pertain to the calculation methodology that is adopted and the increase 
in sanctions in the case of buildings without any APE. Furthermore, the 
establishment of a national energy register, in which data should be collected related 
to the energy consumption of public and private buildings, was strongly 
recommended. 

Methodology 

To define energy efficiency scenarios, the EPC database of the city of Turin is 
georeferenced and elaborated with GIS tools. The analysed database is composed 
of over 55,000 certificates of which 75% referred to buildings served by the district 
heating network (DHN). The data are processed using a statistical analysis to 
discard any anomalous data, and the certificates of residential building are grouped 
into clusters to identify EE measures according to the type of retrofitting 
interventions and to the installation of renewable energy technologies. 

This section describes the information obtained from the EPCs and the 
methodology used to process and elaborate such information. EPCs give 
information on the annual energy demand, including the energy requirements 
(energy label), and recommendations to improve EP. The main data contained in 
the EPCs used to elaborate the database refer to: coordinates, address, type of users, 
geometrical characteristics (i.e. S/V ratio and net heated area), construction period, 
motivation for the EPC release, EP and the energy label. Coordinates and addresses 
were used to georeference the database in the GIS; the type of users, the geometrical 
characteristics and the construction period are the main energy-related variables 
used to identify the building clusters, while the motivation for the release of an EPC 
was considered to assess each cluster; EP and the energy label are used to analyse 
the EP of the buildings of each cluster. The procedure used to process the database 
and discard the anomalous data is based on median values of EP intensity 
(kWh/m2/year) for each type of building and homogeneous group of EPCs. In 
addition, the normal distributions of the EP values, Uop, Ug, ɳH and ɳDHW, are 
produced in order to implement the statistical analysis. Such processing data is in 
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fact fundamental; it has emerged from the literature [65,254,255] that, in order to 
describe the building stock, EPC databases have to be corrected by improving the 
accuracy and quality of the data. The following five steps are used to process the 
EPC database: 

 Acquisition and analysis of the EPCs. EPCs from the regional database –
from November 2009 to September 2015– pertaining to the city of Turin 
and to the area served by the DHN are georeferenced using information on 
the coordinates and the addresses indicated in the certificates. The EPCs 
were then classified according to the type of users. The following eight 
categories were considered in the EPCs: 

- E.1 (1) residential buildings used as permanent residences;  
- E.1 (2) residential buildings used for residence with occasional 

occupation; 
- E.1 (3) buildings used as hotels or similar activities; 
- E.2 buildings used as offices or similar activities; 
- E.3 hospitals, nursing homes and clinics; 
- E.4 buildings used for recreational, associative or religious activities 

or similar; 
- E.5 Buildings used for commercial activities; 
- E.6 buildings used for sports activities; 
- E.7 buildings used for school activities; 
- E.8 industrial buildings heated for the comfort of the occupants 

(according to Italian Decree 412/93).  

The EPCs investigated only referred to buildings used as residences or similar, 
that is, the E.1 (1) and E.1 (2) categories. 

 Classification of the type of residential buildings. The considered residential 
buildings are classified as flats or detached houses, to differentiate between 
the building typologies, using the S/V values. The S/V ratio is indicated in 
the EPCs and it is also calculated by means of GIS tools for verification 
purposes. Most of the EPCs located in the city were flats in condominiums 
(96.8% in Turin). 

 Classification of the construction period. Eight classes are identified 
considering the construction period of the residential buildings: before 
1918, 1919-1945, 1946-1960, 1961-1970, 1971-1980, 1981-1990, 1991-
2005 and after 2006. The main characteristics of the buildings, which 
depend on the period of construction, are: the level of thermal insulation of 
the opaque and transparent envelopes (U-values), the type of envelope and 
the efficiency (ɳ) of the energy systems. 

 Classification of the motivation for the release of the EPCs. The following 
motivations are indicated in the certificates: change of ownership, renting 
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or other, new building, sale announcement, energy retrofitting, building 
renovation, important retrofitting activity, usability request, change in 
energy performance, extension in derogation (LR 20/2009), loan for use, 
usufruct and energy service contract. The motivation for the release is used 
to assess the EP of existing buildings (called ‘generic’) and those of 
retrofitted buildings (called ‘retrofit’) or after the installation of renewable 
energy source technologies (called ‘Res’). Three databases are identified 
according to this classification: generic, retrofit and Res. The EPCs with 
renewable energy technologies were also selected by checking the type of 
technological systems and the energy production data from RES. 

 Statistical analysis. After the creation of the building clusters, any 
anomalous data in each group were discarded using the median values. In 
addition, in order to evaluate the frequency distribution of the values (i.e. 
EP), the normal distributions were evaluated. Two statistical tests are run 
conjunction with the distributions to observe the trend of the EP of the 
buildings, the thermal transmittances, and of the system efficiency value 
data, as well as to identify any anomalous data: the Kolmogorov-Smirnov 
(KS) and chi-squared (χ2) tests. Therefore, the following data, which are 
typical of each cluster, are identified in this phase, for the three databases 
(generic, retrofit, Res) according to the eight construction periods: EP, Uop, 
Ug, ɳH and ɳDHW (distinguishing between the generic, retrofit and Res 
databases). 

 Analysis of the annual consumptions. The EPCs are subdivided into 
homogeneous groups (only residential users) by means of the previous 
steps, according to the typology of the building (flat or detached house), the 
construction period, and the motivation for the release of the EPCs. The EP 
of residential buildings is evaluated using the EPgl index, expressed in 
kWh/m2/year, by considering the energy consumption for H and DHW. The 
annual energy performance EPgl (EPgl,generic, EPgl,retrofit, EPgl,Res), the 
reachable energy performance EPgl,reach and the annual energy savings 
(Esavings) after retrofitting measures and/or after the installation of RES 
technologies are evaluated for each group of EPCs (generic, retrofit and 
Res). Once the amount of net heated area (m2) of the residential buildings 
(which is indicated in the EPCs) was known, it is possible to calculate the 
global consumption of the building (kWh/year) from the EP. 

The equations presented below show the methodology used to calculate 
the current annual energy saving trends after retrofitting measures 
(Esavings,retrofit, Equation 33) and after the installation of RES technologies 
(Esavings,res, Equation 34): 

 
Esavings,retrofit = EPgl,generic − EPgl,retrofit (33) 

Esavings,res = EPgl,generic − EPgl,Res (34) 



   Chapter 5 
 

208 
 

where:  

- EPgl,generic (kWh/m2/y) is the EP of a building without any energy 
retrofitting interventions or the installation of RES technologies 
elaborated according to the generic database; 

- EPgl,retrofit (kWh/m2/y) is the EP of a building after retrofitting 
interventions elaborated according to the retrofit database; 

- EPgl,Res (kWh/m2/y) is the EP of a building after the installation of 
RES technologies elaborated according to the Res database. 

The EPCs are grouped according to the type of intervention, and the 
reachable EPgl (kWh/m2/y) indicator was used to quantify the energy 
savings (Equation 35). 

 
Esavings,int = EPgl,int - EPgl,reach,int (35) 

where:  

- EPgl,int (kWh/m2/y) is the EP of a building after specific energy 
retrofitting interventions or the installation of RES technologies 
elaborated according to the generic database; 

- EPgl,reach,int (kWh/m2/y) is the EP calculated by the certifiers, which 
indicates the feasible interventions, from a technical, historical, 
environmental and an economic point of view (only the 
interventions with a payback time lower than 10 years were 
indicated in the EPCs used for the calculation of EPgl,reach). 

Case study 

This section describes a case study of the city of Turin. A total of 182,718 EPCs, 
registered from 2009 to 2015, for Turin are selected from a regional database, of 
which 55,276 are located in the 33 districts analysed in this work, (41,848 are served 
by the DHN). Considering the building typology, 54,747 EPCs refer to flats (of 
which 41,709 are served by DHN) and only 529 EPCs refer to detached houses (of 
which 139 are served by the DH network). 

Table 45 shows the number of EPCs, according to the generic, retrofit and Res 
typologies, for the flats and detached houses. It is possible to observe that the 33 
districts selected for the analysis reflect the average characteristics of the whole 
city. The number of certificates (see the percentages) of the 33 districts is very close 
to that of the city, and the EPs of the buildings covered by the 33 districts, as 
characterised by their EPCs, are therefore statistically representative of the whole 
building stock of the entire city of Turin. Moreover, the quota of retrofitted 
buildings is particularly low, and to reach the European energy and climate targets 
it would be necessary to promote EE in buildings through the use of new financial 
instruments and already existing incentives [61]. 
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Table 45. Number of EPCs in Turin and in the 33 considered meshes distinguishing between the 
motivations for their release [13]. 

N
um

be
r 

of
 E

PC
s Area 

Generic Retrofit RES 
Flats Detached Houses Flats Detached Houses Flats Detached Houses 

Turin 
167,899 5,632 5,786 760 4,030 374 

-95% -83% -3% -11% -2% -6% 

33 districts 
53,174 429 992 49 581 51 

-97% -81% -2% -9% -1% -10% 
 

 
Figure 110. A case study of Turin with information about the buildings, the 33 meshes connected 
to the DH network (1 km x 1 km dimensions), the ID mesh, and the distribution of the EPCs [13]. 

Figure 110 shows the part of Turin considered with the 33 meshes served by 
the DH network (1 km x 1 km meshes) and the distribution of the EPCs. 

 The colour of the mesh outline specifies homogeneous groups of residential 
buildings, on the basis of the measured DH energy consumption types (H+DHW in 
blue or H in red). The number of EPCs in each district (33 meshes) is very important 
in this work because the thermo-physical characteristics of the buildings and the 
efficiency of the systems have been calculated for each mesh on the basis of EPC 
information. The calculated U-values and η-values were found to be more accurate 
where there was a large number of EPCs, for example, in the mesh numbers 981, 
1085, 1087 and 1192. 

In order to discard any anomalous data from the EPC database and assess the 
distributions of data, the median values and normal distributions of the EP of the 
buildings and the Uop, Ug and ɳ values are analysed. The normal distributions are 
only elaborated for the flats since the detached houses did not have a sufficient 
number of EPCs. Figure 111 shows an example of the normal distributions for flats 
built before 1919, according to the generic database: the Uop and ɳH values are 
indicated. KS was verified for the U-values and both KS and χ2 tests were run for 
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the ɳ-values. It has emerged, from the generic database, that most of the residential 
buildings were built before 1970 (69%), and the new buildings built after 2005 only 
represent a small percentage, that is, 2%. A total of 93% of the retrofit EPCs refer 
to buildings built before 1970, and this is because there are only a few new buildings 
that do not need to be retrofitted. The limited number of EPCs for some construction 
periods does not allow a reliable identification of all the buildings to be made, in 
particular for those built after 2005. This aspect does not limit the application of the 
models, as most of the buildings in Turin were built before 1970, and a sufficiently 
large data set was therefore available to carry out the analyses at an urban scale. 

 

  
(a) (b) 

Figure 111. Distributions of the thermal transmittance Uop (a) and system efficiency ɳH (b) values 
for flats built before 1919, as taken from the generic database [13]. 

 
The type of retrofitting interventions identified from the retrofit database are: 

the installation of thermostatic valves, thermal insulation of the roof, thermal 
insulation of the slab/floor, the replacement of windows, thermal insulation of 
vertical walls and window replacements.  
 

 
Figure 112. Typologies of retrofitting interventions in the 33 meshes connected to the DH 

network: (a) flats and (b) detached houses (EPC database up to September 2015) [13]. 
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Figure 112 shows the different distributions of the typology of retrofitting for 
the 33 meshes of the city of Turin served by the DH network. It is possible to 
observe that the main interventions were the thermal insulation of walls and 
window replacements. No energy retrofitting measures had been carried out in 
some meshes. There were only 49 EPCs for the detached houses (see Figure 112) 
with information about retrofitting interventions. 

In order to improve the accuracy of the engineering models, some new building 
data inputs are calculated at a district scale. The U-values of opaque envelopes (Uop) 
and glazing (Ug), and the ɳ-values are calculated from the EPC database, 
considering the construction period and the motivation for their release (generic 
and retrofit). 

 

 
Figure 113. Thermal transmittances and system efficiency values elaborated from the EPC 

database distinguishing between generic and retrofit motivations (EPC database up to September 
2015) [13]. 

 
It emerges, from Figure 113, that the efficiency level of residential buildings 

built in the 1971-1980 period, and in particular for the last three construction period 
classes, has improved, and shows low U-values and high ɳ-values. This trend is 
more evident after energy retrofitting interventions. The obtained results are less 
accurate when there are fewer certificates. For example, the Uop,generic value is lower 
than Uop,retrofit for the 1991-1905 period, and the Ug,generic value is at almost the same 
level as Ug,retrofit. This is due to the fact that only 88 certificates are available for 
buildings built in the 1991-1995 period, and this number represents 2% of the 
retrofitting database; in addition, as they are new buildings, they are unlikely to 
have been retrofitted. 

Results 

The adopted EE measures consider different interventions, such as thermal 
insulation of the building envelopes and/or the replacement of generation systems, 
and take into account all the constraints of the built environment and the real urban 
context.  
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Table 46 describes the data pertaining to the homogeneous groups of flats from 
different construction periods, as well as the median values of the energy 
performance index of the generic EPCs and retrofit EPCs. The difference between 
these two indicators allows the energy savings to be calculated considering the 
period of construction. It is possible to observe that the highest energy savings can 
be obtained for the older buildings, built before 1980. This trend emerges because 
residential buildings built before 1976 (the year in which the first National Law on 
EE was enacted) have a worse EP and a higher potential for energy savings than 
newer buildings. The accuracy of the energy savings also depends on the number 
of EPCs from which it was calculated (a higher number of EPCs makes the result 
more accurate). 

  
Table 46. Characteristics of the flats according to their period of construction in 33 districts of 

Turin [13]. 
 

Period of 
construction 

Number of 
EPCs 

retrofitted 

Retrofit 
(m2) 

EPgl,retrofit 
(kWh/m2/y
) median 

EPgl,generic 

(kWh/m2/y
) median 

Esavings,retrofit 
(kWh/m2/y

) 

Esavings,retrofi

t (%) 

< 1918 186 15,554 142 210 68 32 

1919-45 230 18,389 159 235 76 33 

1946-60 336 26,060 172 227 55 24 

1961-70 172 14,644 159 218 58 27 

1971-80 22 2,111 137 209 72 34 

1981-90* 18 1,947 157 175 18 10 
1991-05* 17 1,790 123 137 14 10 
> 2006* 11 680 110 114 4 4 

* The number of EPCs was not sufficient to identify accurate trends for this construction period. 
 

Table 47. Energy performance of the flats according to their renewable energy technology in 33 
districts of Turin [13]. 

 

RES technology 
(main period) 

No. of EPCs 
retrofitted 

Retrofit 
(m2) 

EPgl,Res 
(kWh/m2/y) 

median 

EPgl,generic 

(kWh/m2/y) 
median 

Esavings,Res 
(kWh/m2/y) 

Esavings,Res 
(%) 

Biomass boiler 
(1946-60) 24 1,714 191 226 35 16 

Heat Pump (1919-
45 and > 2006) 23 1,834 116 162 46 28 

PV (> 2006) 31 2,194 95 114 19 30 

PV – ST (>2006) 66 4,531 53 114 61 51 

ST (> 2006) 437 30,977 80 114 34 38 
 

A similar assessment has been made for the installation of the main renewable 
solar energy technologies (Table 47): biomass boiler, PV (photovoltaic panels), ST 
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(solar thermal collectors) and HP (heat pump). Because of the small number of 
EPCs, it was not possible to distinguish between the buildings on the basis of the 
period of construction and the prevalent period of construction is therefore 
considered for the energy saving analysis. It can be observed, in Table 47, that the 
greatest energy savings are obtained for two combined renewable technologies, that 
is, PV panels and ST collectors. The same analysis is conducted for detached 
houses. In this case, the results were not particularly accurate, due to the low 
number of EPCs available (Table 48 and Table 49). 

 
Table 48. Characteristics of the detached houses according to their period of construction in 33 

districts of Turin [13]. 
 

Period of 
construction 

Number of 
EPCs 

retrofitted 

Retrofit 
(m2) 

EPgl,retrofit 

(kWh/m2/y) 
median 

EPgl,generic 

(kWh/m2/y) 
median 

Esavings,retrofit 
(kWh/m2/y) 

Esavings,retrofit 
(%) 

< 1918* 6 3,586 182 264 82 31 

1919-45* 4 1,303 200 287 87 30 

1946-60 23 5,942 240 267 27 10 

1961-70* 10 4,299 224 280 56 20 

1971-80* 1 160 152 234 82 35 

1981-90* 3 359 139 191 52 27 

1991-05* 1 53 98 185 87 47 

> 2006* 1 57 104 112 8 7 
* The number of EPCs was not sufficient to identify accurate trends for this construction period. 

 
Table 49. Energy performance of the detached houses according to their renewable energy 

technology in 33 districts of Turin [13]. 
 

RES technology 
(main period) 

Number of 
EPCs 

retrofitted 

Retrofit 
(m2) 

EPgl,retrofit 
(kWh/m2/y) 

median 

EPgl,generic 

(kWh/m2/y) 
median 

Esavings,Res 
(kWh/m2/y) 

Esavings,Res 
(%) 

Biomass boiler 
(1961-70)* 1 81 266 280 14 5 

PV (1946-60)* 5 1,229 152 267 154 58 

PV – ST (1946-60)* 1 99 84 267 183 69 

ST (> 2006) 44 7,072 90 111 45 40 
* The number of EPCs is not sufficient to identify accurate trends for this construction period. 

 
Figure 114 shows the cumulative energy savings achieved for flats and for 

detached houses after retrofitting measures, while Figure 115 describes the results 
pertaining to cumulative energy savings after the installation of RES technologies. 
Although the number of detached houses in the 33 considered districts of Turin is 
much lower than the number of flats in condominiums, the cumulative energy 
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savings and the retrofitted area of the detached residential buildings still make a 
significant contribution on the retrofit trends in city. 
 

  
(a) (b) 

Figure 114. Cumulative energy savings for (a) the flats and (b) detached houses in the 33 
considered districts in Turin [13]. 

  
(a) (b) 

Figure 115. Cumulative energy savings for renewable energy technologies for (a) the flats and (b) 
detached houses in the 33 considered districts in Turin [13]. 

Table 50. Energy consumption of the flats according to their period of construction after the main 
retrofitting interventions in the 33 considered districts in Turin [13]. 

 

Period No. of 
EPCs 

EPgl,int  
(kWh/
m2/y)  

EPCs 
%, int. 

roof 
insulati

on  

EPCs 
%, int. 
slab/flo

or 
insulati

on  

EPCs %, 
int. wall 

insulation 
and 

window 
replacem

ents 

EPCs %, 
int. 

thermost
atic 

valves 

EPCs %, 
int. 

window 
replacem

ents 

EPgl,reach,i

nt 
(kWh/m

2/y) 

Medi
um 

term 
Esavings 

< 1918 186 142 3% 4% 27% 6% 33% 109 23% 

1919-45 230 159 8% 2% 27% 7% 27% 116 27% 

1946-60 336 172 2% 5% 37% 6% 28% 133 22% 

1961-70 172 159 3% 5% 32% 16% 17% 118 26% 

1971-80 22 137 0% 0% 41% 5% 18% 96 30% 

1981-90* 18 157 0% 0% 11% 6% 11% 143 9% 

1991-05* 17 123 0% 6% 24% 12% 24% 106 13% 

> 2006* 11 110 0% 0% 9% 0% 9% 89 18% 
* The number of EPCs was not sufficient to identify accurate trends for this construction period. 
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Table 51. Energy consumption of the detached houses according to their period of construction 
after the main retrofitting interventions in the 33 considered districts in Turin [13]. 

 

Period 
No. 
of 

EPCs 

EPgl,int 
(kWh/
m2/y)  

EPCs 
%, int. 

roof 
insulati

on  

EPCs 
%, int. 
slab/flo

or 
insulati

on  

EPCs %, 
int. wall 

insulation 
and 

windows 
replacem

ents 

EPCs %, 
int. 

thermost
atic 

valves 

EPCs %, 
int. 

window 
replacem

ents 

EPgl,reach,i

nt 
(kWh/m

2/y) 

Medi
um 

term 
Esavings 

< 1918* 6 182 17% 0% 50% 0% 17% 128 30% 

1919-45* 4 200 25% 25% 25% 25% 0% 133 33% 

1946-60 23 240 9% 4% 52% 9% 9% 170 29% 

1961-70* 10 224 0% 10% 80% 0% 10% 176 22% 

1971-80* 1 152 0% 0% 100% 0% 0% 120 21% 

1981-90* 3 139 0% 0% 33% 0% 0% 132 5% 

1991-05* 1 98 0% 0% 100% 0% 0% 63 36% 

> 2006* 1 125 0% 0% 0% 0% 0% 104 17% 

 
Table 50 and  
Table 51 show the main results of the energy savings, according to the 

construction period, and the number of EPCs for each type of renovation: thermal 
insulation of the roof, thermal insulation of the slab/floor, thermal insulation of 
vertical walls and/or window replacements, and installation of thermostatic valves. 
The percentage of certificates is indicated for each intervention according to the 
construction period, and the percentage of energy savings, calculated according to 
Equation 35, is reported in the last column. 

The most effective interventions are the thermal insulation of vertical walls and 
window replacements for both flats and detached houses. Since the accuracy of the 
results depends on the number of EPCs, more reliable results were obtained for flats 
built before 1970. Certificates are not available for some construction periods, and 
in such cases the percentage is 0%. 

5.2.2 Monthly data-driven model 

The use of district heating (DH) has environmental and economic advantages 
in energy production and distribution for space heating consumption. In this section, 
the combined effect of DH expansion with different buildings retrofit scenarios 
using a GIS-based model is proposed.  

This methodology is applied to the DH network of the city of Torino and, 
energy savings hypotheses were analysed, evaluating different energy saving trends 
starting from the current one with existing policies. A data-driven model has been 
developed with bottom-up and top-down approaches; then two future energy 
savings scenarios have been hypothesized. Energy retrofit measures have been 
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applied to the most critical areas with low potential of heat distribution; in a second 
phase, to the whole area connected to the DH network. 

The results showed that intervening in the critical areas only +5% of potential 
buildings can be connected to the existing DH network (standard retrofit) while this 
percentage could grow up to +25% with advanced buildings retrofit. On the other 
hand, intervening on the whole city, there is a considerable reduction of 
consumptions and the connectable quota of buildings to the DH network reaches 
+42% with standard retrofit and +82% with advanced retrofit scenario with an 
optimization of energy distribution as well. 

Methodology 

The research starts from an analysis of the maximum quota of buildings 
connectable to the existing DH network with the existent transport pipelines not 
modified. This maximum quota of buildings connected to the DH network depends 
on territorial, economic and technical limits; technical limits consider the maximum 
flow rates or velocities into the pipelines. Energy consumption of buildings is 
evaluated by a GIS-based simplified model derived by the comparison of top-down 
and bottom-up models for space heating energy consumption of residential and non-
residential buildings [12,145]. The GIS-based models allowed to define, with a 
good spatial accuracy, the energy demand and supply location while the simplified 
models did not required a detailed description of building geometry, thermal 
properties of the building envelope and heating system [256]. The bottom-up 
models are also useful to identify buildings that require urgent retrofit interventions 
and to quantify the energy savings after retrofit measures. Figure 116 shows the 
methodology used in this study. 

In the presented research, the main data consist in characteristics of: 

 Turin’s buildings: the available data on the building stock provided by 

the Municipality and the official statistical institution, such as number 
of buildings, period of construction, S/V, heated volume, information 
about the type of user (residential, tertiary, municipal and industrial), 
occupancy, central/individual heating systems, etc. The outdoor 
microclimatic conditions and mainly the HDD at 20°C, registered by 
ARPA weather stations, have been associated to the nearer buildings. 

 Turin’s DHN: the local district heating company provided space heating 

consumption data and the heated buildings volume for 36 meshes of the 
size of 1 km x 1 km around the existing DH network for the city of 
Turin. The energy-use data have a monthly detail, for three consecutive 
heating seasons: 2012/2013, 2013/2014 and 2014/2015. 

 Turin building retrofit interventions: the available data on building 
retrofit were derived from the energy performance certificates (EPC) 
registered in Piedmont Region from 2009 to 2015. The EPC database 
was created considering: 103,742 apartment buildings, of which only 
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4,333 are for retrofit interventions (energy efficiency renovations and 
installation of renewable energy technologies), and 1,841 detached 
houses, of which only 285 are for retrofit interventions. 

 
Figure 116. Flowchart of the methodology approach: energy efficiency model [55]. 

With the support of GIS tools, an updated database of the buildings stock in 
Turin was developed with all the available georeferenced information (at different 
scales). The GIS has the advantage to localize and to spatially describe all 
information to visualize, analyse and plan the energy demand and supply of 
buildings at local and territorial scale. The use of GIS tool supports the 
identification of particular buildings or clusters of buildings, with a qualitative and 
quantitative information on their energy performance. With these tools it is possible 
to identify the most promising areas to be involved in the process of energy 
renovation and in simulating possible energy savings scenarios [257]. The final GIS 
database developed in this study contains: the typological and dimensional data of 
buildings; the buildings spatial distribution in the city of Turin; the population 
distribution; the current energy demand and supply for space heating consumptions; 
the buildings connected to the DH network and the ones that could be connected in 
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the future; the distribution of buildings that need renovation; the critical areas of the 
DH network; the energy performance of buildings after suitable energy retrofit 
interventions. 

 
Phases of the analysis 

Starting from a previous study that proposed a methodology to evaluate the 
potential user connections in the existing DH network for the city of Turin (the goal 
of the model was to guarantee the maximum amount of new connections), the 
results shown that the average maximum quota of additional users is +25%, taking 
into account the territorial, economic and technical constraints of the DH network. 
The existing DH network is considered and the maximum thermal flux is evaluated 
in each pipeline fixing the temperatures gradient and the velocity limits. In this 
paper, to optimize the district heating network operation, a massive retrofit of 
connected and connectable buildings is hypnotized in order to reduce the energy 
required in critical pipelines increasing the DH network flexibility. This allowed a 
significant reduction of the additional mass flow rate of connectable buildings and 
thus increasing the percentage of connectable buildings. Then, the purpose of this 
work is to connect all the residential buildings to the existing DH network also 
through energy efficiency measures. In Figure 117 the main 4 phases of the 
procedure are represented: 
Phase 1. District heating data analysis. With ESRI ArcGIS software, for 36 meshes 

with a size of 1 km2, the DH network barycenters have been localized with 
their respective heat flows. For each barycenter, a maximum quota of 
thermal flux was defined [kW; MWh/y] as the maximum heat power that 
can be supplied by each pipeline of the network considering all territorial, 
economic and technical constrains. For the 36 meshes, the real connectable 
quota of buildings [MWh/y] was calculated as the maximum quota minus 
the already connected thermal load. The connectable quota was evaluated 
as theoretic and real one: theoretic (corresponds to all connectable 
buildings and it is higher than the real quota,) considers only territorial and 
economic constrains, while the real quota considers also technical 
constrains of pipelines. 

Phase 2. Identification of critical areas. The most critical meshes have been 
identified by evaluating the ratio between the real connectable quota and 
the theoretic connectable quota of buildings; the optimum result should be 
the connection to the DH network of high percentage of connectable 
buildings, then critical meshes have a real connectable percentage less than 
20% and require urgent retrofit. 

Phase 3. Energy saving trend. For this analysis, the data about residential buildings’ 

energy performance certificates (EPC) have been used. The available data 
have been classified considering: two types of buildings (apartments or 
detached houses); 8 classes for the period of constructions (<1918, 1919-
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1945, 1946-1960, 1961-1970, 1971-1980, 1981-1990, 1991-2005, 2006>); 
the reasons for the release of EPCs, distinguishing generic and the retrofit 
interventions. Analyzing the data of the EPCs, the annual standard and 
advanced energy savings trend were assessed with two future scenarios: 
standard and advanced energy savings scenarios. 

Phase 4. Energy Efficiency hypotheses. With the aim of increasing the connectable 
buildings to the existing DH network, two hypotheses of energy efficiency 
measure spatial distribution were evaluated. A first hypothesis only in the 
critical meshes (8 meshes) considering a standard and an advanced retrofit. 
Then, a second hypothesis of energy efficiency renovation in all the 
meshes (36 meshes) with the same a standard and an advanced retrofit 
solutions. 

 
Figure 117. Flowchart of the procedure [55]. 

District heating data analysis 
Turin consumption data [MWh/y] and heated volumes connected [m3] were 

provided by the DH company. Data were provided through 36 meshes of the size 
of 1 km x 1 km for in the South-West part of the city of Turin. With a GIS tool, 177 
thermal barycenters of the DH network were georeferenced, and for 36 meshes of 
1 km2 the thermal barycenters data have been associated. The connectable 
buildings to the DH network considering 4 types of user (residential, municipal, 
tertiary, industrial) [145] have been identified. In particular, in the GIS database 
there were information concerning: the quota of energy consumption of connected 
buildings [MWh/y], and the theoretic connectable quota of buildings and the 
relative thermal energy consumptions [MWh/y]. 

Using the results obtained from the fluid dynamic analysis of the DH network, 
the real amount of connectable buildings has been evaluated [258] and the GIS 
database has been implemented. Then, for each mesh the district heating data was 
evaluated, considering the maximum, the connected and the connectable potential 
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quota, the type of users, the location (microclimatic conditions) and the buildings 
characteristics’. 

 
Identification of critical areas 

An evaluation of the District Heating characteristics’ was made to identify the 

critical areas with a priority of retrofit interventions. With the use of the fluid-
dynamic model, values of real thermal energy flows [kW] were provided. Through 
the following procedure, the maximum percentage of connectable buildings to the 
existing DH network was calculated: 
 
𝑚𝑎𝑥 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑓𝑙𝑜𝑤 =  𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑓𝑙𝑜𝑤 + 𝑟𝑒𝑎𝑙 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑎𝑏𝑙𝑒 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑓𝑙𝑜𝑤𝑠𝑡 (36) 

𝑟𝑒𝑎𝑙 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑎𝑏𝑙𝑒 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑓𝑙𝑜𝑤𝑠𝑡 < 𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑎𝑏𝑙𝑒 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑓𝑙𝑜𝑤𝑠𝑡  (37) 
Where: 

 max thermal flow [MWh/y]: maximum thermal power that can be 
supplied by the existing network. 

 connected thermal flow [MWh/y]: power supplied by the network for 
the already connected buildings; 

 real connectable thermal flow [MWh/y]: additional power that can be 
supplied by the existing network (considering also the limits due to the 
fluid-dynamic model of DH network); 

 theoretic connectable thermal flow [MWh/y]: additional power that can 
be supplied by the existing network (considering only territorial and 
economic limits); 

 st: “standard” without retrofit interventions. 

Then, the critical meshes have been identified where it is possible to connect 
less than 20% of the connectable buildings. 
 
Energy saving trend 

The energy saving trend of the residential sector has been evaluated, 
considering the available data on building renovations derived from the energy 
performance certificates (EPC) from September 2009 to 2015. For this analysis, 
disregarding the first partial and anomalous years, only EPCs of 2011-2015 were 
considered. Homogeneous groups of EPCs have been identified, considering: the 
type of buildings, the period of construction and the motivation for the release of 
the EPCs. For each group, the annual energy performance, the energy savings and 
the reachable energy performance [kWh/m2/y] were calculated. The energy 
performance was evaluated from the EPgl index considering the energy 
consumptions for space heating and hot water production. 

Subsequently, two future scenarios for standard and advanced retrofits were 
hypothesized applying the energy saving models. The current annual energy saving 
trends was also evaluate. This procedure was based on median values of energy 
intensities for each type of buildings and homogeneous group of EPCs. 
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Energy efficiency hypotheses 
A priority of retrofit interventions has been evaluated, initially with the 

hypothesis to intervene only in the most critical areas of Turin (identified in phase 
2) and then on the whole urban area. 

1. Energy efficiency interventions in the most critical areas, that are the 
meshes in which it is not possible to connect to the existing network more 
than 20% of the theoretic quota; evaluation of the energy savings achievable 
with the retrofit of the: the connectable buildings; the connectable buildings 
and the connected portion. 

2. Energy efficiency measures in the whole city of Turin; evaluation of the 
energy savings achievable with the retrofit of: the connectable buildings; 
the connectable buildings and the connected portion. 

Through the following procedure, the connectable buildings quota was 
calculated using the energy savings models with the existing energy policies 
(standard) and with more deep retrofit interventions (advanced). The current annual 
energy savings was calculated deducting the energy intensities of EPCs released for 
generic interventions and the ones of EPCs for retrofit interventions. The advanced 
annual energy savings instead was calculated deducting the energy intensities of 
EPCs released for retrofit interventions and the reachable energy intensities. 

In particular, comparative analysis of the energy assessment results of the 
residential area before and after the application of sustainable retrofitting strategies 
have been made, calculating the improvement potential with the real building stock. 
The results of the energy assessment of residential buildings were uploaded with 
GIS, with the spatial distribution of energy consumptions. 

 
Case study 

The energy efficiency model was applied to the city of Turin, then the different 
retrofit measures and the reduction of CO2 emissions were analysed. To promote 
the potential expansion of DH network, a study on the optimization of the heat flow 
distribution has been provided. This analysis could be useful to support a 
sustainable urban energy plan. 

 
Characteristics of Turin’s buildings 

Turin has about 60 thousand of buildings equal to 232 Mm3, considering the 
four different types of users: 

 Residential sector has more than 45 thousand of buildings, equal to 164 
Mm3 (70%). 

 Municipal sector consists in 6 thousand of buildings, equal to 23 Mm3 
(10%). 
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 Tertiary sector is constituted by 4 thousand of buildings, equal to 20 
Mm3 (9%). 

 Industrial sector with more than 4 thousand of buildings, equal to 25 
Mm3 (11%). 

The residential buildings of Turin have an average surface to volume ratio S/V 
equal to 0.63 m-1, with mainly big and compact condominiums (S/V ≤ 0.45 m-1). 
Although, most of the buildings were built before 1960 (57%) and the 62% have a 
good level of maintenance (26% excellent and only 11% are in mediocre condition). 
Considering the existing district heating network, the theoretic connectable 
buildings consist of 43 thousand heated buildings equal to 196 Mm3. To identify 
the environmental limits, the localization (hills, Po river, historical centre and LTZ) 
and the type of heating systems (centralized and autonomous systems) have been 
considered. The residential sector is the most critical for energy consumption 
analyses; it has almost 32 thousand of heated buildings equal to 136 Mm3 (70%). 
The municipal, the tertiary and the industrial sectors have 11 thousand of heated 
buildings, specifically 4 thousand (17 Mm3), 3 thousand (18 Mm3) and 4 thousand 
(25 Mm3). 

 

 
(a) 
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(b) 

Figure 118. (a) The 36 square meshes of 1 km2 with ID code (red), weather stations (yellow) and 
connectable buildings to the DH network; (b) Urban distribution of types of users for the 36 

meshes: residential, municipal, tertiary and industrial [55]. 

In this investigation, energy consumption data were provided on 36 meshes of 
1 km x 1 km on the urban territory (with monthly period). The 36 meshes, used in 
this study, are represented in Figure 118 in the South-West part of the city with 20 
thousand of heated buildings equal to 105 Mm3 and the residential sector represents 
a significant share, with 16 thousand of heated buildings (almost 80 Mm3). The 
residential sector accounts for 76%, the municipal sector is 10%, the tertiary sector 
is 9% and the industrial sector is 5%. 

In this area, residential buildings are mainly large condominiums, with an 
average S/V equal to 0.52 m-1. The prevailing level of maintenance is good, 
specifically 32% of buildings have an excellent level, 43% good, 19% mediocre 
and 6% bad. Most of the buildings were built before 1960 (53%) and only 21% of 
the residential buildings were built after 1970, so this buildings stock can represent 
the general characteristics of the building heritage in the whole city. 

The characteristics of buildings in the 36 meshes of Turin (number buildings, 
heated volume, surface to volume factor, occupancy, types of users, period of 
construction, main level of conservation, weather station, space heating energy 
consumptions) have been implemented with a GIS tool to all the analysed buildings 
with the Municipal Technical Map of Turin (2015) and the ISTAT Census Data 
(2011). In particular, the following average characteristics have been calculated for 
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each mesh: the number of buildings, the main period of construction, the S/Vavg, the 
heated volumes, the types of buildings (residential or non-residential), the main 
level of maintenance and the level of the apartments used. Data on energy space 
heating consumption (EPgl) were evaluated by the use of simplified energy models 
at urban scale for the city of Turin [12] considering also the urban heat island (UHI) 
phenomenon that influences the microclimate with significantly higher 
temperatures in the city centre and the lowest temperatures in the suburbs and in 
the surrounding rural and hilly areas. To take into account the UHI effect and its 
influence on space heating consumptions, different microclimate characteristics 
were analysed considering the nearest weather station on the average heating season 
of 2011/2012. In Figure 118a also the territorial constrains are shown with the hills 
on the South-East part of the city across the Po river and the historical centre. Figure 
118b represents the types of user considered in the simplified energy models at 
urban scale for the evaluation of the energy consumptions. 

 
Characteristics of the district heating network 

The Turin DHN serves about half of the users located in the urban area, for a 
total value of about 60 Mm3 of buildings. In particular, for the analysed 36 meshes, 
51 Mm3 of buildings were connected to the DH network corresponding to more 
than 48% of users. Furthermore the potentially theoretic connectable buildings are 
42 Mm3 (40% of users), but the real potential expansion allows the connection of 
only 25% of users taking into account also the technical limits of the pipelines (i.e. 
maximum mass flow or velocity). 

 
Table 52. Connected portion, connectable buildings of DH network and additional deliverable 

power/consumption: heated volume (% and m3) and thermal energy consumptions (MWh/y) [55]. 
 

ID 
mesh 

Connected 
quota 

Connected 
thermal 

consumption 

Connectable 
buildings 

theoretic quota 

Connectable 
buildings 
theoretic 

consumption 

Additional 
deliverable 

power 
(real 

quota) 

Additional 
deliverable 

consumption 
(real quota) 

  [%] [m3] [MWh/y] [%] [m3] [MWh/y] [MW] [MWh/y] 

979 49.09 586,681 51,315 33.28 397,748 17,080 52 30,783 

1032 22.77 189,027 38,581 57.53 477,595 22,197 6 3,327 

1084 21.75 593,715 127,303 53.73 1,467,010 68,400 7 4,007 

1085 29.22 1,224,495 183,795 56.42 2,363,999 103,690 13 7,505 

1086 26.83 1,160,967 186,026 52.69 2,279,739 98,017 20 11,680 

1087 32.06 1,886,912 246,982 50.27 2,958,534 124,160 20 11,899 

1138 64.88 3,026,070 212,264 28.76 1,341,488 61,051 58 34,291 

1140 54 2,008,939 140,404 35.45 1,318,749 49,773 50 29,706 

1191 37.82 876,846 108,339 42.74 990,957 46,305 15 9,065 

1192 34.99 1,346,974 169,325 42.1 1,620,288 71,278 22 12,774 

1193 56.36 2,874,301 198,200 36.85 1,879,377 65,969 69 40,376 

1194 31.63 1,393,934 184,482 45.84 2,020,053 84,567 12 6,865 
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1243 74.42 790,217 50,322 17.19 182,493 8,649 7 4,120 

1244 62.78 2,057,371 151,878 28.01 917,834 42,540 37 21,655 

1245 47.88 1,575,241 139,346 41.87 1,377,608 58,346 30 17,729 

1246 53.29 2,095,972 164,742 40.43 1,589,902 66,598 36 21,334 

1247 18.18 969,026 228,418 67.17 3,579,794 153,436 10 5,875 

1248 2.26 49,000 75,811 72.98 1,581,516 55,327 0 159 

1296 100 2,676,882 114,403 0 0 0 32 18,623 

1297 61.27 2,354,104 173,446 35.35 1,358,196 61,312 42 24,996 

1298 84.29 2,915,578 145,110 13.91 481,125 20,184 49 29,003 

1299 43.12 1,116,560 123,083 48.99 1,268,435 60,294 18 10,566 

1300 63.98 2,967,762 208,930 28.19 1,307,837 58,907 52 30,822 

1350 49.46 994,865 104,846 39.57 795,867 41,485 10 6,182 

1351 59.84 2,112,957 153,030 32.93 1,162,573 50,386 56 33,109 

1352 81.12 2,350,986 88,239 17.14 496,799 15,127 12 7,354 

1353 75.18 2,026,351 119,412 18.6 501,258 22,209 41 24,366 

1401 36.08 372,317 53,020 40.78 420,808 21,620 11 6,520 

1402 19.7 227,236 78,423 63.17 728,553 49,542 6 3,605 

1404 53.55 1,572,648 131,574 37.73 1,108,070 49,643 41 24,102 

1405 46.41 1,182,307 105,699 44.48 1,133,150 47,018 29 16,867 

1406 100 839,804 30,481 0 0 0 47 27,594 

1456 46.79 993,775 102,225 41.62% 883,987 42,550 24 13,919 

1457 46.49 801,192 85,847 40.13% 691,634 34,450 15 8,549 

1458 29.55 500,411 75,537 53.59% 907,489 40,479 20 12,018 

1459 3.26 19,778 16,475 77.19% 468,591 12,716 9 5,115 

 
In Table 52 the data of the potential expansion of the DH network are shown 

for all the 36 analysed meshes; in particular there were reported: the data of the 
buildings connected to the DH network and the data of theoretic and real 
connectable quota (heated volumes and their relative thermal energy 
consumptions). In Table 52, it is possible to observe that two meshes (i.e. 1296 and 
1406 in grey) don’t have a potential connectable quota because in those areas all 

connectable buildings are already connected to the existing DH network. In the last 
columns, the additional deliverable power/consumption (i.e. real connectable 
quota) was obtained through the knowledge of the design mass flow rates and 
temperature gap at the primary side of the heat exchangers installed in the 
substations knowing the already connected quota. Because the delivery temperature 
at the thermal plant is fixed at 120 °C and assuming a temperature gradient due to 
losses of 3 °C, a temperature gap of 50 °C was assumed (taking into account that 
these temperatures can vary a lot during the year). 
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(a) 

 
(b) 

Figure 119. (a) Total potential expansion of the existing DH network: theoretic connectable quota 
[% and m3]; (b) Total potential expansion of the existing DH network: thermal energy 

consumptions [MWh/y] [55]. 
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In Figure 119 the 36 meshes were represented with the information of the total 
potential expansion considering the theoretic connectable quota [% and m3] and the 
relative thermal energy consumptions [MWh/y]. Figure 119a shows that areas with 
low buildings densities are already saturated and then with low potential expansion 
of the existing DH network. On the other hand, in Figure 119b it can be observed 
that in the northern peripheral areas of the network, the higher potential expansion 
corresponds to the higher buildings densities zones of the city. 

Results 

For each mesh, the characteristics of the residential buildings were analysed by 
collecting data and classifying the buildings according to the period of construction 
and building typology with a GIS tool (Figure 120a). In the historical centre of the 
city, buildings were built mainly before 1945, while in the other parts, buildings 
were mainly built in 1961-80. Only in three meshes, there is a high percentage of 
buildings built in 1981-90. 

For each homogeneous group of buildings the following parameters have been 
calculated: the number of buildings, heated area [m2], heated volume [m3], specific 
consumption [kWh/m3/y], annual consumption [MWh/y], connected portion, 
theoretic connectable portion and real connectable portion [MWh/y]. 

 

 
(a) 
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(b) 

Figure 120. (a) Distribution of residential buildings considering the period of construction; (b) 
Real connectable buildings with a potential expansion of the existing DH network (considering the 

residential sector) [55]. 
 
Considering the load losses in the DH network and the energy consumption of 

the connected buildings, the real connectable quota of residential buildings for each 
thermal barycenter and mesh was evaluated. Figure 120b shows the real quota of 
residential buildings that can be connected to the existing DH network; an 
expansion of 0% indicates that the meshes are saturated with all potential residential 
buildings already connected. The last mesh in the lower right corner is saturated as 
no residential building is still connectable. 

The expansion of the DH network also depends on the number of buildings 
present in the meshes and therefore on their relative buildings density. Therefore, 
in the evaluation of the critical meshes (with real connectable quota < 20% than the 
theoretic quota and excluding the saturated meshes), the average building density 
of these 8 meshes (in Figure 121a) was calculated: 0.7 m3/m2. 

Figure 121 shows that the critical meshes are located in peripheral areas where 
the network is less dense. The building density is greater than 0.85 m3/m2 for six 
critical meshes, on the other hand two meshes (1032 and 1248) have a very low 
density (0.2-0.25m3/m2) but are nevertheless considered critical because in those 
areas the potential expansion is less than 20%. 
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Figure 121b also shows that there are two saturated meshes, 1296 and 1406. 
For these two meshes the connectable quotas, equal to 18,622 MWh/y and 27,593 
MWh/y, are considered as surplus and the supplied energy could be used to serve 
other buildings. In addition, the mesh n. 1459 has a potential quota (5,115 MWh/y) 
that could be used to serve non-residential buildings because in this area there are 
tertiary and industrial buildings (with an energy required of 12,716 MWh/y). 

With the application of the energy savings models, two future group of 
scenarios were assumed considering a standard and advanced building retrofit. For 
the first group of scenarios, only a retrofit of connectable residential buildings was 
proposed; while the second group of scenarios presented a retrofit for all buildings 
(connectable plus connected residential buildings). Moreover, these scenarios were 
also subdivided in more scenarios with these interventions only on the critical 
meshes (phase one) and on the whole area (phase two). 

 

 
(a) 
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(b) 

Figure 121. (a) Distribution of residential building density; (b) Classification of 36 meshes: 
standard, critical, not-residential buildings, saturated [55]. 

 
The scenarios analysed, that evaluate the energy savings (ES) through the 

hypotheses of energy efficiency, are the following: 

 Group of scenarios 1. Energy savings (ES) assessment considering: 1a. 
ES trend of residential apartments without other energy retrofit 
interventions; 1b. ES trend of residential apartments plus a standard 
retrofit for the real connectable buildings; 1c. ES trend of residential 
apartments plus advanced retrofit for real connectable buildings. 

 Group of scenarios 2. Energy saving assessment considering: 2a. ES 
trend of residential apartments plus standard retrofit for real 
connectable buildings and connected buildings; 2b. ES trend of 
residential apartments plus advanced retrofit for the real connectable 
buildings and connected buildings. 

In the first phase, the energy savings hypotheses were evaluated only for the 
most critical meshes and the buildings that need an urgent retrofit have been 
identified in order to optimize the heat distribution in the DH network. Then, energy 
savings of residential buildings were evaluated considering the 8 critical meshes 
represented in Figure 121b. 
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Table 53 shows for each scenario the average real connectable quotas of 
buildings in the 8 critical meshes [%, MWh/y] and the energy savings [MWh/y] 
taking into account standard and advanced retrofit applied to connectable and 
connected buildings. Intervening only on the critical meshes there is a moderate 
energy savings; in particular, the real connectable quota in the first scenarios varies 
from 8.5 % in scenario 1a to 16.3 % with advanced retrofit in scenario 1c. In 
scenario 2, intervening with retrofit measures on all buildings (connected and 
connectable) the percentage of real connectable quota reaches 57.9 % (scenario 2b), 
with the advanced retrofit. 

 
Table 53. Energy savings assessment of Turin critical areas (8 meshes, phase 1) [55]. 

 

Number 
meshes Scenario 

Average real 
connectable quotas in 

the 8 meshes [%] 

Theoretic 
connectable quota 

[MWh/y] 

Real connectable 
quota [MWh/y] 

Energy 
savings 

[MWh/y] 

8 

1a 8.5 

601,012 

51,318 0 
1b 11.1 66,925 139,482 
1c 16.3 98,153 286,886 
2a 25,1 151,010 203,457 
2b 57.9 348,240 416,897 

 
In phase two, the energy savings of residential buildings were evaluated 

considering the whole district heating area (36 meshes). In this case, the surplus of 
energy obtained with retrofit interventions is significant, especially with the 
advanced retrofit measures applied to all buildings (scenario 2b).  

In Table 54 the results of phase 2 are shown with the surplus quota in brackets. 
The results shown a considerable reduction of thermal energy consumptions, with 
the possibility to connect almost all the potential buildings. In particular, in scenario 
1 it is possible to connect 34.3% (40.5%) of potential residential buildings without 
energy retrofit (1a) and 53% (71%) with an advanced retrofit of the residential 
building stock (1c). In scenario 2, there is a connectable quota equal to 58% (79%) 
of the total through a standard retrofit, but with scenario 2b it is possible to reach 
82% (168%).  

 
Table 54. Energy savings (ES) assessment of whole Turin areas (36 meshes, phase 2) [55]. 

 

Number 
meshes Scenario 

Average of 
real 

connectable 
quotas 

(global with 
surplus) [%] 

Theoretic 
connectable 

quota 
[MWh/y] 

Real 
connectable 

quota 
[MWh/y] 

Energy 
savings 

(ES) 
[MWh/y] 

Surplus 
(energy 
savings, 

ES) 
[MWh/y] 

Maximum 
energy 

required 
[MWh/y] 

36 

1a 34.3 (40.5) 

1,410,985 

483,446 0 87,899 2,169,097 
1b 41.5 (49.7) 585,557 294,786 116,126 2,140,870 
1c 52.5 (71.3) 741,369 650,375 264,897 1,992,099 
2a 57.8 (79.0) 815,559 626,842 298,679 1,958,317 
2b 81.7 (167.6) 1,152,841 1,407,373 1,211,706 1,045,290 
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The maximum energy supplied for the whole DH area is equal to 2,256,996 

MWh/y, of which 1,680,536 MWh/y are connected buildings and 87,899 is a 
surplus. Taking into account the energy savings for the different scenarios, the 
energy supplied can be considerably reduced from 2,169,097 MWh/y (scenario 1a) 
to 1,045,290 MWh/y (scenario 2b). The energy required through an advanced 
retrofit of all residential buildings is reduced by 52%. 

Figure 122 shows the maximum energy required for the different scenarios. For 
each mesh the energy quota required to cover the energy consumption was indicated 
(% and MWh/y) considering the current situation (scenario 1a), the standard retrofit 
(scenarios 1b and 2a) and the advanced retrofit (scenarios 1c and 2b).  

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 122. Maximum energy supplied [MWh/y] for: (a) case study; (b) 1a, energy savings 
(ES) without energy retrofit; (c) 1b, ES with standard retrofit of residential connectable buildings; 

(d) 1c, ES with advanced retrofit of residential connectable buildings; (e) 2a, ES with standard 
retrofit of residential connectable & connected buildings; (f) 2b, ES with an advanced retrofit of 

residential connectable & connected buildings [55]. 
 
The retrofitting measures lead to a change in the water dynamic within the 

network. The evaluation of the effects on the water velocities within the pipelines 
is here performed through a fluid-dynamic model of the district heating network. 
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The model is based on the application of mass and momentum to respectively the 
nodes and the branches of the network; the network topology is expressed through 
a graph approach. The model allows evaluating the pressure and the mass flow rates 
in all the nodes and branches of the network. It has been validated [259,260] and it 
has already been used with the aim of pumping cost reduction [261] and thermal 
peak shaving [262]. All the scenarios analysed in this study (1a, 1b, 1c, 2a and 2b) 
are simulated through the fluid-dynamic model and the results obtained are shown 
in Figure 123. In the figure, the velocity in all the branches is plotted for all the 
scenarios considered. The velocity of the water is always lower than 4.5 m/s, thus 
acceptable. The velocity values tent to decrease while the retrofitting measure 
become more significant, i.e. the energy required by the user decreases. In case 2b, 
which is the scenario presenting the most effective retrofitting measures, the higher 
velocity value is about 3 m/s. The values progressively increases until 4.5 m/s in 
case 1a. The mean velocity value in the network also decreases, with increased 
weight of the retrofitting measures; in particular, the scenario 1a presents a mean 
velocity of 1.4 m/s, while the value is 0.9 m/s in the scenario 2b. 

Then, the results show that in future scenarios with retrofit interventions there 
will be a decrease of the energy consumption with an improvement in the operation 
of the DH network and an over energetic potential (surplus) that could be used to 
serve other nearby areas; the reduction of energy consumption will determine also 
a consequent decrease of greenhouse gas emissions and the possibility to connect 
more users with therefore an increase of the liveability or urban spaces and probably 
an improvement of social life. 
 

 
Figure 123. Comparison of velocity values [m/s] in the branches of the network between 

standard and advanced retrofit [55]. 
 
Considering the energy consumptions and the mix of the energy sources, the 

greenhouse gas emissions were also evaluate (in Table 55) in tCO2/MWh [10]: gas 
oil = 0.280, LPG = 0.240, carbon = 0.370, fuel oil = 0.290, electricity energy = 
0.460, natural gas = 0.210, solar thermal = 0.0; for the DH, the results of 
Data4Action project for Turin with 0.153 tCO2/MWh. In the 36 meshes connected 
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to the DH network, the buildings with centralized heating system are 78 %, of which 
most of the buildings use natural gas (79.1 %), a small portion uses gas oil (14.6 %) 
and electricity energy (5 %). Buildings with autonomous heating systems (22 %) 
also use mainly natural gas (91.1 %) and electricity energy (4.6 %). Then, most of 
the residential buildings use natural gas for space heating and the distribution of the 
use of energy sources is consistent with the national residential energy consumption 
by source. The existing emissions, considering the current state, amounted to 
676.547 tonCO2, then the emissions decrease by 19% with an advanced retrofit 
only for the real connectable buildings (scenario 1c) and they decrease up to 54% 
with an advanced retrofit for the real connectable and connected buildings (scenario 
2b).  

Table 55. Greenhouse gas emissions for each scenario [55]. 

Num. 
meshes Scenario 

Energy 
consumptions 

(DH) 
[MWh/y] 

Energy 
consumptions 
(centralized 

systems) 
[MWh/y] 

GHG 
emissions 

(DH) 
[tonCO2] 

GHG 
emissions 

(centralized 
systems) 
[tonCO2] 

GHG 
emissions 

(autonomous 
systems) 
[tonCO2] 

Total 
emissions 
[tonCO2] 

36 

0 1,680,536 1,410,985 257,122 329,270 

90,155 

676,547 

1a 2,169,097 927,471 331,872 216,436 638,463 

1b 2,140,870 825,024 327,553 192,529 610,237 

1c 1,992,099 669,848 304,791 156,317 551,263 

2a 1,958,317 595,204 299,622 138,898 528,675 

2b 1,045,290 257,896 159,929 60,183 310,267 

 
This investigation is useful for future hypotheses of energy efficiency policies, 

to understand how to exploit the energy surplus achieved thanks to the retrofit of 
the residential sector and to evaluate a possible retrofit of other sectors (municipal, 
tertiary and industrial). Furthermore, the socio-economic variables that influence 
the energy consumption trend could be taken into consideration, such as the 
characteristics of the inhabitants and the income and engineering models at district 
scale will be developed to take into account also the hourly energy profiles. 

5.2.3 Monthly process-driven model 

Starting from previous research [46], the EPC database is used to improve the 
accuracy simulation of two monthly USEMs (the ‘H+DWH’ model and ‘H’ model) 

and to update an existing urban-energy atlas of the city. 
The aim of this assessment is to promote the sustainable development of cities 

by defining potential retrofitting strategies according to: the EPC database, the 
distribution of space heating (SH) and domestic hot water (DHW) consumptions, 
and the real characteristics of the built-up environment. The main objectives of this 
analysis can be summarised as follows: 
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 This method optimizes the simulation accuracy of an engineering model 
by improving the input data. The model simulates SH and DHW 
consumption at an urban scale, with monthly details, considering the 
real characteristics of the buildings and their surroundings. 

 An urban energy atlas is presented, it uses a GIS-mapping tool, gives 
information on EE trends, and creates energy consumption and energy 
saving maps of buildings at different territorial scales, for both 
individual buildings and aggregated data. This update has been possible 
thanks to the use of GIS tools and to the flexibility of the methodology. 
The GIS-based engineering model mainly uses open data, and it is 
possible to easily apply it to different cities. The impact of EE measures 
on the EP of buildings can easily be assessed by integrating the atlas 
with an EPC database and applying energy models. 

 An in-depth analysis of the energy retrofitting of buildings provides 
possible low-carbon emission energy scenarios for a more resilient and 
sustainable city. The reduction in energy consumption and, 
consequently, in GHG emission has been assessed. 

Methodology 

Since an EPC scheme is an important tool to support EE in buildings and to 
give information on the EP of a building, an EPC database has been used to identify 
retrofitting scenarios for residential buildings, to improve the input data of a GIS-
based energy model and to update an energy atlas by creating a new retrofitting 
database. Figure 124 shows the main steps: 

1. Analysis of the EPC database (see section 5.2.1). The EPC database of 
residential buildings in the Piedmont Region has been processed and 
elaborated to support energy retrofitting strategies and to assess the EP of 
buildings. After the acquisition and analysis of the EPC, homogenous 
groups were identified. The residential buildings were classified as flats or 
detached houses using the S/V ratio. Since the main characteristics of a 
building depend on the construction period, eight classes of buildings were 
created. Three databases were created according to the motivation for the 
release of the EPC: generic for existing buildings, retrofit for retrofitted 
buildings and Res for buildings that have undergone the installation of 
renewable energy technologies. The EP of residential buildings and the 
energy savings were calculated, for each homogenous group, on the basis 
of the retrofitting intervention and the installation of renewable energy 
technologies. 

2. Input data improvement of an existing monthly engineering model, using 
the real characteristics of buildings. An existing GIS-based monthly 
engineering model [46] was updated to assess residential energy 
consumption at different territorial scales, using real input data of the 
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thermal transmittance values of the opaque envelope (Uop, W/m2/K) and 
glazing (Ug, W/m2/K) of the buildings, and the space heating (ɳH, -) and 
domestic hot water (ɳDHW, -) system efficiency. The thermal transmittance 
values and system efficiencies in the first version of the engineering model 
referred to literature reviews and Italian standards (standard operating 
conditions) and did not take into account the share of retrofitted buildings. 
Therefore, the accuracy of the previous model has been improved using 
new input variables (Uop, Ug, ɳH and ɳDHW) that are the result of EPC data 
processing. 

3. Identification of EE scenarios. EE assumptions were made considering the 
most frequently used energy retrofitting measures. The thermal 
consumption was simulated, before and after the use of EE measures, for 
non-retrofitted residential buildings, to assess the energy and environmental 
impacts. 

4. Design of an urban-energy atlas of the city of Turin [15] –which is able to 
map and visualise, for example, the energy retrofitting trends– with the EPC 
database of residential buildings. The main information that was added was: 
the energy label, EP, and the reachable EP of residential buildings, the used 
energy retrofitting measures, and presence of RES technologies. 
 

 
Figure 124. Flowchart of the methodology: EPC database processing, engineering model 

application, identification of energy efficiency scenarios, and urban-energy atlas updates as a 
decision-making tool [13]. 

 
Monthly engineering model 

As previous mentioned, this study proposes an improvement in the input data 
of an engineering model at an urban scale, and investigates EE scenarios as taken 
from an EPC database. Energy consumptions for the space heating (H) and 
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domestic hot water (DHW) of residential buildings, with monthly details, were 
simulated at a district level (1 km2 mesh) for three consecutive heating seasons 
(2012/2013, 2013/2014 and 2014/2015). The existing urban-scale energy models 
for H+DHW and H were optimised using new U-vales and ɳ-values elaborated from 
an EPC database (2009-2015).  

The presented GIS-based engineering model was based on a thermal balance at 
an urban scale. The H and DHW consumptions of residential buildings served by 
the DHN were simulated for a 1 km x 1 km mesh. In a previous work [46], the 
model was validated using the real energy consumption of three consecutive heating 
seasons (2012/2013, 2013/2014 and 2014/2015). The measured consumption data 
for H and DHW were aggregated data and referred to residential users located in 1 
km x 1 km meshes. For this reason, the engineering model was designed according 
to this scale, but being flexible, it can also be applied to the building scale or the 
entire city [47]. The model was designed according to the ISO EN 52016-1:2017 
and ISO EN 52017-1:2017 standards for residential buildings, and the main input 
data, elaborated with GIS tools (ArcGIS, ESRI) at building and district scales, were 
indicated as follows: 

 Building data: type of user, construction period, maintenance level, 
net/gross heated area, net/gross heated volume, internal building air 
temperature (Tai, °C), U-values of the opaque envelope and glazing 
(W/m2/K), compactness or S/V (m2/m3) ratio, and ɳ (-). Some new input 
building data were calculated at a district scale (U-values and ɳ-values) from 
the EPC database to improve the simulation accuracy. 

 Local climate data: air temperature (Tae, °C) and relative humidity (UR, %), 
solar irradiance (Isol, W/m2) and heating degree days (HDD, °C). 

 Urban parameters: the orientation of the main streets (MOS, -), the sky 
view factor (SVF, -), the relative height (H/Havg, m2/m2) and the canyon 
effect, which is described as the height-to-width (H/W, m2/m2) ratio. These 
parameters were calculated at an urban level for each mesh. 

In order to apply the urban balance, specific values of U and ɳ were identified 
for each construction period, and an average value was given with each district 
(1 km2), considering the percentage distribution of the buildings with different 
construction periods and the quota of heated volume served by the DHN. The 
thermal transmittances of the opaque envelope (Uop) and glazing (Ug), and the ɳ-
values were calculated from the EPC database of the city of Turin, according to the 
motivation for the release of the EPC (generic or retrofit). The median values of 
Uop, Ug, ɳH and ɳDHW were then calculated for each mesh. The conversion factors 
for the energy supplied as primary energy from the Turin DH system were used. 
 
Energy Efficiency scenarios 

In the third part of this work, EE scenarios were hypothesised considering the 
real characteristics of the existing building heritage. The following retrofitting 
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measures were identified from an analysis of the EPC database (retrofit) of the city: 
installation of thermostatic valves; thermal insulation of the roof; thermal insulation 
of the slab and/or floor; replacement of windows; thermal insulation of the opaque 
envelope and window replacement. 

Once the most common retrofitting measures were known, and the real 
characteristics of the buildings were taken into account, EE scenarios were 
hypothesized. In this work, two energy efficiency scenarios were applied for each 
mesh in the district heating area: (i) thermal insulation of the opaque envelope, (ii) 
and thermal insulation of the opaque envelope and window replacements. The 
monthly energy models were used to evaluate the H and DHW consumptions before 
and after the energy retrofitting of the residential buildings. The energy savings and 
GHG emission reductions were assessed for each mesh. Furthermore, an analysis 
on the cost implications of retrofitting measures was carried out. 
 
Case study 

Specific values of Uop, Ug, ɳH and ɳDHW were then calculated, according to the 
EPCs in the DH area, from the EPC database for each mesh (column 1 indicates the 
ID mesh code, see Table 56) for the different construction periods and considering 
the quota of heated volumes served by the DHN. 

Table 56 shows a comparison between the old (i) and the new (ii) values of Uop, 
Ug, ɳH and ɳDHW for each mesh. The number of EPCs in each mesh, the percentage 
of heated volumes of EPCs served by the DH network, the prevalent period of 
construction and the prevalent energy class (from A+ to G) with the percentage, 
distinguishing between the generic database with 41,190 EPCs and the retrofit 
database with only 658 EPCs, are also indicated in Table 56. It is possible to observe 
that the energy class of generic buildings is worse in almost all the meshes, and is 
equal to G. On the one hand, this is negative from an energy point of view, but at 
the same time it can represent a possibility of promoting EE measures, as only 2% 
of the buildings had been retrofitted by 2015, with a no significant improvement in 
the energy class. 

Table 56. Comparison of the input data for the old version (i) and the new updated (ii) monthly 
model: U-values (Uop and Ug), heating (ɳH) and domestic hot water (ɳDHW) system efficiencies 

[13]. 

ID 
mesh 

 
 

No. of 
EPCs 

 
 

Heated 
volume 
(EPCs) 

Heated 
volume 
(EPCs) 

served by 
DH 

Prevalent 
period* 

Uop 
(i) 

 

Uop 
(ii) 

 

Ug 
(i) 

 

Ug 
(ii) 

 

ɳH 
(i) 

 

ɳH 
(ii) 

 

ɳDHW 
(i) 

 

ɳDHW 
(ii) 

 

Prevalent 
energy class 

(from A+ to 
G) with the % of 

EPCs 

m3 % - W/m2/K - - generic retrofit 

979 80 20,414  1981-90 0.91 1.18 4.02 4 0.81 0.78 0.6 0.71 G, 50% - 

980 631 177,535 22.9 1961-70 1.07 1.13 4.48 4.15 0.74 0.8 0.6 0.6 G, 62% A+, 
57% 

981 1,454 332,024 100 1961-70 1.07 1.15 4.48 4.27 0.74 0.89 - - G, 65% F, 43% 



   Chapter 5 
 

239 
 

1031 309 89,364 30 1971-80 1.05 1.05 4.5 3.29 0.68 0.91 - - G, 50% E, 50% 

1032 712 183,767 100 1961-70 1.13 1.14 4.67 4.21 0.68 0.83 - - G, 60% G, 39% 

1033 768 206,097 79.7 1946-60 1.2 1.17 4.58 4.24 0.79 0.81 - - G, 64% D, 50% 

1034 1,141 310,701 58.2 1961-70 1.15 1.16 4.53 4.48 0.68 0.83 - - G, 64% G, 75% 

1084 1,277 341,294 50.7 1946-60 1.09 1.14 4.43 4.26 0.71 0.79 0.6 0.6 G, 60% F, 50% 

1085 2,387 740,149 55.1 1961-70 1.16 1.15 4.61 4.41 0.71 0.78 0.6 0.6 G, 63% G, 37% 

1086 2,365 714,115 54.9 1946-60 1.2 1.17 4.58 4.3 0.71 0.76 0.6 0.6 G, 64% F, 45% 

1087 2,538 846,345 40.2 1946-60 1.25 1.21 4.62 4.41 0.71 0.79 0.6 0.68 G, 65% F, 49% 

1137 1,282 312,468 27.5 1961-70 1.05 1.15 4.43 4.35 0.68 0.78 0.6 0.6 G, 63% G, 68% 

1138 2,219 632,729 19.7 1961-70 1.05 1.13 4.33 4.28 0.76 0.77 0.6 0.6 G, 52% F, 24% 

1139 1,963 487,375 26.5 1919-45 1.19 1.19 4.55 4.35 0.72 0.81 0.6 0.6 G, 65% F, 34% 

1140 890 311,087 13.5 1919-45 1.2 1.15 4.58 4.19 0.76 0.78 0.6 0.61 G, 56% F, 50% 

1141 1,075 480,434 100 < 1918 1.31 1.15 4.64 3.85 0.76 0.82 0.6 0.6 G, 64% G, 41% 

1190 427 99,970 100 1961-70 1.06 1.05 4.49 3.86 0.68 0.78 - - G, 62% D, 50% 

1191 482 119,178 13.1 1961-70 1 1.14 4.15 4.41 0.7 0.75 0.6 0.6 G, 52% E, 72% 

1192 1,871 447,703 30 1946-60 1.14 1.17 4.49 4.44 0.73 0.8 0.6 0.6 G, 59% G, 72% 

1193 1,874 744,487 22.8 1919-45 1.22 1.18 4.7 4.33 0.85 0.8 0.6 0.6 G, 60% F, 35% 

1194 1,387 568,806 34.6 1919-45 1.3 1.2 4.73 4.18 0.81 0.8 0.6 0.75 G, 68% F, 49% 

1244 1,798 453,581 23.5 1971-80 1.07 1.13 4.53 4.45 0.68 0.78 - - G, 49% G, 50% 

1296 828 254,071 11.7 1971-80 0.95 1.18 4.23 4.39 0.69 0.8 0.6 0.6 G, 42% C, 43% 

1297 2,032 521,107 22.7 1961-70 1.05 2.11 4.54 4.31 0.8 0.8 - - G, 51% F, 59% 

1298 1,821 491,805 16.2 1961-70 1.11 1.13 4.64 4.35 0.79 0.77 0.6 0.6 G, 52% G, 40% 

1300 1,569 427,182 13.7 1946-60 1.13 1.16 4.42 4.37 0.79 0.8 0.6 0.72 G, 53% E, 21% 

1350 466 129,190 12.6 1946-60 1.08 1.2 4.48 4.56 0.67 0.82 0.6 0.77 G, 56% E, 50% 

1351 1,621 452,981 20.3 1961-70 1.07 1.17 4.49 4.34 0.68 0.79 0.6 0.63 G, 47% F, 46% 

1353 1,114 288,540 14.7 1946-60 1.17 1.2 4.6 4.19 0.79 0.79 0.6 0.6 G, 56% G, 55% 

1402 357 94,866 68.7 1971-80 1.07 1.21 4.53 3.74 0.68 0.89 - - G, 57% C, 100% 

1403 1,038 268,546 25.9 1971-80 0.96 1.11 4.14 4.22 0.69 0.77 0.6 0.6 G, 46% F, 80% 

1404 1,095 299,132 18.7 1961-70 0.95 1.15 4.21 4.46 0.69 0.82 0.6 0.6 G, 49% F, 50% 

1405 977 255,431 23.3 1961-70 1.13 1.2 4.52 4.06 0.68 0.78 - - G, 54% F, 58% 

 

Results 

This assessment has analysed the EPCs database of residential buildings in the 
Piedmont Region (Italy). The EPCs have been elaborated through the use of a GIS 
tool to assess the distribution of building characteristics and EE measures in the city 
of Turin. The residential energy consumptions (H+DHW and H) have been 
simulated through the use of a monthly engineering model of buildings served by 
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the DHN. The model was only applied to the district heading area of the city, since 
the accuracy of the modal had already been validated using district heating 
consumption. The energy simulations of these models have been improved using 
EPC information as input data, and the validation has been made by comparing the 
measured and simulated data of three consecutive heating seasons (2012/2013, 
2013/2014 and 2014/2015). An urban-energy atlas has been implemented for the 
city and EE scenarios have been elaborated according to the EPC database. 
 
Engineering model application 

The presented engineering model is able to predict the energy consumptions, 
with monthly time steps, for H and DHW. The accuracy of these models depends 
not only on the input data but also on: (i) the distribution of the type of users, since 
the model simulates residential consumption at a district scale, and the percentage 
and number of residential buildings in each district; (ii) the percentage of heated 
volume served by the DH network, and the models were in fact validated using the 
DH consumptions at a district scale; (iii) and the dimension of the used territorial 
unit [15,46]. A total of 26 meshes were selected from the original 33 to show the 
obtained results; some meshes were excluded due to the presence of erroneous data 
in the input database. Figure 125 shows a comparison of the measured (x-axis) and 
the simulated data (y-axis) for the old (i) and the new updated (ii) engineering 
models. The global consumptions (of three consecutive heating seasons) are 
indicated for each mesh, distinguishing between the H+DHW model (Figure 125a) 
and the H model (Figure 125b). It is possible to observe a general improvement in 
the accuracy for both models, especially for the H+DHW model. 
 

  
(a) (b) 

Figure 125. Comparison of the measured and simulated energy consumptions for three consecutive 
heating seasons (2012-13, 2013-14 and 2014-15) for the old (i) and new (ii) USEMs: (a) the 

H+DHW model and (b) the H model [13]. 
 
The relative error, Er, (calculated as the difference between the measured and 

simulated data, divided by the measured data) was used to assess the precision of 
the model. Figure 126 and Figure 127 show the global relative error (Er,global, %) of 
the H+DHW and H models for each mesh. The errors for the updated models (ii) 
were generally lower, although this was not observed in some meshes where there 
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were only a few EPCs and only a few flats were served by the DHN (see Table 56). 
In this case, the number of EPCs and/or the quota served by the DHN were not 
sufficient to describe the real characteristics of the residential building stock. 
Regarding the H+DHW model (Figure 126), no improvement was observed in the 
energy simulation in meshes 1298 and 1404, which showed an average Er,global of 
16%. In this case, the increase in error depends on the quota served by the DHN; in 
fact, only 16% of the EPCs located in the district are served by the DHN in mesh 
1298 and this percentage is about 19% in mesh 1404 (see Table 56). As far as the 
H model is concerned, an Er,global of 13 and 8%, respectively, can be observed in 
meshes 1033 and 1297 (Figure 127). There are just over 700 EPCs in mesh 1033 
(see Table 56), and only 23% of the EPCs in mesh 1297 are served by the DHN. 
The number of EPCs in each mesh and the quota of EPCs served by the DHN are 
important t to describe the characteristics of the buildings; when the EPC quota was 
not sufficient, the input data optimisation was invalidated. However, the input data 
improvement in all the other meshes has given an important contribution to the 
assessment of the EP of buildings at an urban scale. 
 

 
Figure 126. Comparison of the global relative error (Er,global - %) for the old (i) and new (ii) 

monthly H+DHW models [13]. 
 

 
Figure 127. Comparison of the global relative error (Er,global - %) for the old (i) and new (ii) 

monthly H models [13]. 
 
Energy efficiency scenarios 

In line with the most common efficiency measures used in the city and taking 
into account the real characteristics of the considered buildings, two EE scenarios 
have been hypothesised in the district heating area of Turin: (i) thermal insulation 
of the opaque envelope; (ii) thermal insulation of the opaque envelope and window 
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replacements. Effective energy retrofitting measures can be identified using these 
models and considering the most critical areas with the worst air quality conditions 
and highest building energy consumptions.  

Figure 128 shows the monthly space heating consumption of meshes 1086 and 
1193 for the 2014-2015 heating season. The measured data (in grey) were compared 
with the simulated ones (in red), distinguishing between the old model (i) and the 
optimised model (ii). The seasonal relative error decreases from 8.6 to 7.4% for 
mesh 1086 as a result of the optimisation, and from 3.4 to 0.1% for mesh 1193. Two 
retrofitting scenarios were investigated (in blue) considering the most common EE 
measures: the thermal insulation of the opaque envelope of residential buildings 
was hypothesised in the first one (S1), while window replacement was added to S1 
in the second scenario (S2). The greatest energy savings occur during the winter 
months, when the energy consumption for heating is higher. An annual energy 
saving of 4,400 MWh/year is observed in mesh 1086, and the energy saving is 5,072 
MWh/year in mesh 1193. 
 

 
(a) 

 
(b) 

Figure 128. Monthly results of DH consumption: measured, simulated (models i and ii), with 
retrofitting measures (scenario 1 with thermal insulation of the opaque envelope and scenario 2 

with thermal insulation of the opaque envelope and window replacements) for (a) mesh 1086 and 
(b) mesh 1193 [13]. 

 
The monthly H and DHW models were then used to quantify the energy savings 

of residential buildings served by the DHN, and the GHG emission reduction was 
assessed using 0.154 tonCO2/MWh for district heating [10] (that is, the conversion 
emission factors of the DHN). In the first scenario, the thermal transmittance values 
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of the opaque envelope after retrofitting interventions were used as input data, 
considering the quota of residential buildings already renovated and the main 
construction period. In this case, an energy saving of 22,251 MWh/y is obtained 
and a consequent reduction in GHG emissions of 3,404 tonCO2eq/y. On the other 
hand, it is possible to achieve an annual energy saving of 79,064 MWh/y with a 
GHG reduction of 12,097 tonCO2eq/y for the thermal insulation of the opaque 
envelope and window replacements.  

With this place-based tool, it is possible to visualise the distribution of energy 
savings and GHG emission reductions at a territorial level. Figure 129 shows an 
example of the results of the two scenarios at a district scale (1 km x 1 km mesh). 
The annual energy saving (MWh∙103/y) is indicated for each mesh. From the results 
of this work, it has emerged that it would be possible to reduce the energy 
consumption of residential buildings with low energy performance served by the 
DHN by thermally insulating the opaque envelope and replacing the windows. 
Other measures could be used to further reduce the energy consumption of these 
buildings, for example, the installation of thermostatic valves and the use of RES 
technologies. The impact of these measures will be investigated in future work 
using an updated EPC database. 

 

  
(a) (b) 

Figure 129. Annual energy savings at a district scale after energy retrofitting strategies: (a) thermal 
insulation of the opaque envelope (b) thermal insulation of the opaque envelope and window 

replacements [13]. 
 

Costs analysis 
In this section, a new retrofitting database has been created using EPCs data. It 

was necessary to perform a statistical analysis of the EPC data when working at an 
urban scale in order to discard anomalous data and to find characteristic data of the 
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buildings. Summarising: (i) the input data of an engineering model were improved 
using the EPC data; (ii) the energy savings that could be attained as a result of 
retrofitting interventions were investigated with the same database considering the 
characteristics of the buildings; (ii) thanks to these assessments, the EE 
interventions that can be done in the city have been identified and the energy saving 
have been quantified. 

It is necessary to consider the costs of the interventions for the application of 
EE scenarios. An analysis on the costs of EE measures, in which National trends 
are taken into account, is described in this section. Four retrofitting interventions 
have been considered to improve the EP of building: thermal insulation of the roof, 
thermal insulation of the slab/floor, window replacements, and thermal insulation 
of vertical walls and window replacements. Table 57 shows the cost of such 
interventions, as elaborated from the ENEA (Italian National Agency for New 
Technologies, Energy and Sustainable Economic Development) Report on EE, to 
monitor and evaluate developments of national energy policies (updated to 2019) 
and energy savings (%) based on the EPC database. 
 

Table 57. Costs of the retrofitting measures and the energy saving (%) of residential flats [13]. 
 

Retrofitting measure Costs of retrofitting measure 
(€/m2) 

Range of energy saving 
(%) 

Thermal insulation of the roof 105* €/m2 (m2 refers to the 
roof/slab/floor area) 

11-25% 
Thermal insulation of the slab/floor 5-7% 

Window replacements 890 €/m2 (m2 refers to the surface 
of windows) 11-25% 

Thermal insulation of vertical walls 92 €/m2 (m2 refers to the surface 
of walls) 24-34% 

* The ENEA Report only indicated an average cost for the roof and slab/floor interventions. 
 
The costs of the interventions indicated in Table 57 were applied to the city of 

Turin, and Figure 130 shows the costs of the EE scenarios for each mesh (expressed 
in M€) applied to the whole district heating area considering the two analysed 

scenarios. Higher costs in general correspond to areas with more significant energy 
savings (see Figure 13). Multi-criteria analyses will be carried out in future works 
to identify effective financial schemes to promote EE in buildings and to assess the 
cost-effectiveness of EE measures, considering the existing tax incentives [263]. 

This investigation shows how an improvement of input data can reduce the 
output errors of an energy model by approximately 4%. This has been possible 
thanks to the processing and elaboration of the EPC data and the creation of a GIS 
retrofitting database. The EE scenarios were hypothesised considering the real 
characteristics of the existing building heritage. Further improvements can be 
introduced to optimise the model, which is, adding other variables that affect the 
evaluation of thermal consumption to the methodology. Socio-economic factors, 
such as income level, type of income, number of occupants and their age, are in fact 
known to influence the energy consumption in buildings and the applicability and 



   Chapter 5 
 

245 
 

efficacy of energy policies [264]. If fuel prices increase, consumers with a low 
income tend to decrease their consumption (by changing their behaviour) more than 
wealthy families [265]. Since socio-economic factors affect energy consumption, 
urban scale energy models will be implemented, taking into consideration the real 
characteristics of the population, in order to identify effective energy measures. In 
addition, the education level also seems to have an impact on energy savings and 
behaviour [266]. 

 

  
(a) (b) 

Figure 130. Costs of the interventions at a district scale when applying energy retrofitting 
strategies: (a) thermal insulation of the opaque envelope (b) thermal insulation of the opaque 

envelope and window replacements [13]. 
 

The limitations of these types of models are that the necessary data are often 
not available, but the here presented monthly engineering models mainly simulate 
consumptions using open data, and it is therefore possible to apply such models 
easily to different cities with a sufficient degree of accuracy to be able to evaluate 
the distribution of consumption at a city scale. Urban planners, stakeholders, and 
policy makers could make use of these tools to identify effective EE strategies and 
smart-green solutions, and energy saving policies could incorporate this place-
based approach. In addition, in this way, it would be possible to inform citizens 
about the energy consumption of their buildings, thus encouraging them to improve 
their EP. 

 Smart rooftop solutions and green infrastructures 

The decrease of energy consumptions in buildings is one of the measures to 
improve the liveability and quality of cities reducing greenhouse gas emissions 
(GHG) and mitigating the urban heat island (UHI) effect [134,267]. These 
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emissions are in most part from non-renewable energy sources and the use of smart 
green technologies has become a viable cleaner alternative [268]. Therefore, the 
role of RESs such as the solar energy for sustainable energy production in cities is 
of the utmost importance [115]. These technologies are able to promote the 
liveability of cities, to improve the quality of life reducing the energy consumption 
and GHGs in buildings, exploiting the RES, and mitigating the UHI effect 
[269,270]. In addition, green-roof technologies, which have high thermal inertia 
technology, guarantee an excellent thermal behaviour in both heating and cooling 
seasons with consequent good thermal comfort conditions [271,272]. Moreover, the 
combination of green roof and green walls improves buildings performance with a 
significant reduction in thermal consumptions [273]. 

Urban rooftops are a potential source of water, energy, and food that contribute 
to make cities more resilient and sustainable. The use of smart technologies such as 
solar panels or cool roofs helps to reach energy and climate targets [274,275].  

This section examines the roofs’ potential in a densely built-up context, 
analyzing the effects of smart green technologies on energy savings and thermal 
comfort conditions at district scale. The methodology presented can be used to 
accurately estimate green roof potential on existing building stock at national, 
municipal, district and building level, with direct application in energy efficiency 
policy design. With the support of a place-based approach, the methodology is 
applied to the city of Turin in Italy, a 3D roof model was designed, some scenarios 
were investigated, and priorities of interventions were established, taking into 
account the conditions of the urban landscape. The applicability of smart solutions 
was conducted as a support to the review of the Building Annex Energy Code of 
Turin, within the project ‘Re-Coding’, which aimed to update the current building 
code of the city. In the Turin context, using an insulated green roof, there was 
energy saving in consumption for heating up to 88 kWh/m2/year and for cooling of 
10 kWh/m2/year, with a reduction in greenhouse gas emissions of 193 
tCO2eq/MWh/year and 14 tCO2eq/MWh/year, respectively. This approach could be 
a significant support in the identification and promotion of energy efficiency 
solutions to exploit also renewable energy resources with low greenhouse gas 
emissions. 

5.3.1 Methodology 

The methodology described in this section was applied to the city of Turin. The 
city is located in the north-western part of Italy and has a continental climate and 
almost 900,000 inhabitants. The aim was to assess the applicability of rooftop 
renovation strategies in a built-up context at district level, investigating 
environmental, social, and economic impacts of smart roof solutions. Figure 131 
describes in detail materials, methods, and tools used. 

A place-based model has been developed to improve energy management of 
buildings using smart green technologies – solar panels, collectors, and green roofs 
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– on the top of buildings in order to identify low-carbon infrastructure strategies. 
Energy consumptions of buildings sector with monthly detail have been assessed at 
districts scale, and roofs suitability has been investigated to evaluate usable solar 
energy and potential green roofs. 

This methodology has been proven to be flexible and easily applicable in 
different districts and neighbourhoods. On one hand, some neighbourhoods and/or 
buildings are better suited for solar active technologies, where energy that can be 
produced using PV panels and ST collectors. On the other hand, some areas are 
more suited for installing green technologies like intensive and extensive green 
roofs. 

The creation of a 3D-roof model is useful to assess solar energy and green roofs 
potential. The potential of roof retrofitting depends on: the structural static capacity 
of the buildings, the cover material and the physical aspects of the roof, such as the 
available surface and inclination [208]. In addition, the local built environment 
plays a significant role in urban areas, due to the shadowing effects of the 
surrounding buildings [276]. 

 

 
Figure 131. Flowchart of materials, methods, and tools [56]. 

 

Input data 

A georeferenced territorial database (DBT) was organized using ArcGIS 10.7, 
and a 3D-roof model for buildings has been created. The DBT includes: 

 Remote sensing images from Landsat 8 (OLI/TIRS) with a precision 30 
meters that have used to analyse the land cover types (territorial scale). 

 Orthophotos with RGB (red, green, blue) and IR (infrared) spectral bands 
with a precision of 0.1 meters (building scale) useful to evaluate colour 
tones. 
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 Digital Surface Models (DSM) with a precision of 0.5 and 5 meters, 
represents the earth’s surface and includes all objects (surfaces of trees, 

buildings), have been used for roof analysis and solar radiation assessment 
on the rooftop (building scale). 

 Building data from Municipal Technical Map that gives information on a 
building’s footprint, area, volume, number of floors and type of users 

(building scale). 
 Local climate data from weather stations (WS) with monthly and hourly 

precision: air temperature, relative humidity, vapor pressure, wind velocity 
and the solar radiation. 

 District heating (DH) energy consumptions of residential buildings with 
monthly and hourly precision (building and districts scale). 

 Energy Performance Certificates (EPC) database from Piedmont Region. 
 Socio-economic data from ISTAT census section and urban variables 

(building blocks scale) with the characteristics of technological systems. 

Rooftop potential 

This section presents the criteria used to evaluate the feasibility of rooftop 
renovation and to identify the correct rooftop strategy as a function of urban 
environment. 

These criteria refer to building architecture, morphological context (Table 58), 
building codes, and regulations. The information of buildings’ architecture and 

morphological context were investigated using the DBT presented in Section x. 
According to Italian Standard (UNI) 11235:2015 and to the literature review 
[277,278], the following criteria were identified to select the potential roofs. 

 Building height had to be higher than 3.5 m for green roofs, while for albedo 
strategies (high-reflectance roof) it had to be less than 3.5 m in order to have 
the greatest effect on near-surface air temperatures. 

 Roof area had to be greater than 100 m2 for green roofs; for high-reflectance 
roofs, greater than 20 m2. 

 Roof material and colour tones for green and high-reflectance roofs were 
excluded; roofs with high reflectance and vegetated roofs, solar roofs, roofs 
with red tiles and/or disturbing elements, such as dormers and/or antennas, 
were excluded. 

 Roof slope had to be less than 11° (flat roofs) for intensive green roofs and 
between 11° and 20° for extensive green roofs. There is no limit for high-
reflectance roofs. 

 Shadow effects: More than 3 h of sunlight for green roofs are necessary to 
allow the growth of vegetation. Therefore, the shaded roofs (less than 3 h of 
sunlight) were excluded. In addition, the shadowing effects are important 
for the selection of the most appropriate plant species for green roofs. 
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Table 58. Criteria to assess rooftop renovation feasibility. 

Criteria  Green roof High-reflectance roof 
Building height >3.5 m (heated building) ≤3.5 m (low building) 

Roof area >100 m2 >20 m2 
Roof material/colour 

tones 
No high-reflectance, vegetated 

and red-tiled roofs 
No high-reflectance, vegetated 

and red-tiled roofs 

Roof slope <11° intensive (flat) 
≥11° and <20° extensive (pitched) 

<8.5° low sloped 
≥8.5° steep sloped 

Roof orientation No limit No limit 
Solar radiation Related to shadow criterion No limit 

Shadow effects Sunny roofs with more than 3 h of 
sunlight No limit 

*Criteria for solar technologies are described in section 4.2.2. 

The feasibility of energy efficiency interventions was assessed considering 
energy and environmental regulations at national and municipal levels. For roofing 
structures of buildings, verification of the effectiveness, in terms of cost–benefit 
ratio, was assessed referring to (according to Italian Decree 28/2011): 

 Materials with high reflectance of roofs, assuming for the latter a solar 
reflectance value of not less than 0.65 in the case of flat roofs and 0.30 in 
the case of pitched roof. 

 Passive cooling technologies (e.g., night ventilation and green roofs). 

Furthermore, the Solar Reflectance Index (SRI) is used in the main international 
certification protocols for comparing the coolness of roof surfaces. In Italy some 
voluntary environmental protocols have been introduced, such as the ITACA 
(Institute for Innovation and Transparency of Procurement and Environmental 
Compatibility) protocol, Casaclima Nature certification, and the Green Building 
Council (GBC) Italia, in which SRI levels for roofs have been specified. In addition, 
from the enactment of the Italian Decree 11/01/2017, the Ministry for the 
Environment, Land and Sea has established the “Adoption of minimal 

environmental criteria (CAM) for the awarding of design services and new 
construction, renovation and maintenance work on buildings for management of 
construction sites of the public administration and minimal environmental criteria 
for the supply of incontinence aids”, thus aligning itself with environmental 

protection strategies adopted at an international level. The section “Reduction of 

impact on the microclimate and atmospheric pollution” establishes the requirement 

of materials with a high SRI (Table 59). 
The Municipality of Turin regulates the roof elements through a number of 

rules, as shown in the image below. Current regulations determine rules to design 
roofs in relation to geometry, structural characteristics, heights, and architectural 
appearance. Such regulations also define restrictions to design intervention and uses 
according to functions and zoning of the masterplan, limiting, in particular, changes 
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in the historical centre of the city. Moreover, while the Building Annex Energy 
Code in place calls for environmental awareness by setting compulsory 
requirements for thermal insulation and derogations to enable the installation of 
solar and photovoltaic panels, the conversion into green surfaces is only mentioned 
within the voluntary requirements, leaving the economic burden to the private 
owners and the limitation of opportunities to out-of-date regulations. 

To overcome such limitations, and after the identification of criteria to evaluate 
rooftops’ renovation feasibility, the rooftops’ potential was investigated for a 

district in Turin and the impact of smart-green technologies was evaluated and 
quantified using several indicators. 

 
Table 59. Italian voluntary protocols and requirements [56]. 

Documents  Credits Application SRI threshold value 

LEED 2009 Itaca 1 point Roofs 
At least 75% of the roof surface must consist of 
material having: SRI ≥ 78 for low sloped roofs 

(<8.5°) and SRI ≥ 29 for steep sloped roofs  
GBC HOME 2 points Roofs At least 50% of the roof surface must consist of 

material having: SRI ≥ 82 for low sloped roofs 

and SRI ≥ 29 for steep sloped roofs (>8.5°) 
GBC HISTORIC 

BUILDING 2 points High-reflectance 
roofs 

Ministerial 
Decree 

11/01/2017 
- Roofs 

SRI ≥ 29 for roofs with slope greater than 8.5° 

and SRI ≥ 76 for roofs with slope less than or 

equal to 8.5° 
 

Impact of rooftop solutions 

From the literature review [275,279–282], it emerged that the main roof 
technologies able to obtain a positive impact on the urban heat island (UHI) 
mitigation, on the energy consumptions and savings, on the outdoor and indoor 
thermal comfort conditions, and on social and economic aspects are green and cool 
(high-reflectance) roofs and walls and the energy production from PV panels and 
ST collectors. 
 

 
Figure 132. Energy efficiency solutions’ scheme [56]. 
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To evaluate the energy savings after the rooftop renovation, the assessment of 
heat fluxes through the roof were quantified during the heating and cooling seasons. 
Different thermo-physical properties of the roofs, indicated in Figure 132, were 
used according to roof type: Common roof, common insulated roof (red tiles), 
insulated high-reflectance roof, and insulated green roof. 

The roofs have different values of thermal transmittance (URoof) that depend on 
the type of insulations. URoof is taken to equal 1.80 W/m2/K for common roofs and 
0.24 W/m2/K for insulated roofs (according to Italian standard) and has different 
solar absorption coefficients (αRoof) that depend on the roof-covering materials. The 
αRoof is equal to 0.6 for common roofs with red tiles, 0.3 for light-color roofs, and 
0.87 for green roofs. The quota of solar radiation changes according to the presence 
of vegetation, the incident global solar radiation (Ii), was calculated according to 
global solar radiation recorded by weather stations, while the quota of incident solar 
radiation entering a green roof (In) depends on the Leaf Area Index (LAI), which is 
the ratio between the green area and the underneath soil area [281], and on the short-
wave extinction coefficient (ks) [283]. 

Using green roof technology, the heat flow of solar radiation that enters the 
system is a net contribution taking into account the solar reflection and green 
absorption. Equation (38) describes the exponential law developed by Palomo Del 
Barrio [284] used in this work to assess the effect of green roofs on incident global 
solar radiation: 

𝐼𝑛 = 𝐼𝑖
−𝑘𝑠∙𝐿𝐴𝐼 (38) 

 
Where: solar irradiance entering the system (W/m2); 𝐼𝑖 is the incident solar 

irradiance (W/m2); 𝑘𝑠 is the short-wave extinction coefficient (-), which was 
assumed to equal 0.29 (values proposed for similar vegetation characteristics in 
[284]); and 𝐿𝐴𝐼 is the ratio between the green area and the underneath soil area (-), 
which was assumed to equal 5 in summer, 3.5 in spring, 3 in autumn, and 0.5 in 
winter [281,283]. 

To assess the energy savings of a building, due to the roof component, some 
simplified assumptions were made: (1) The heat flow rate from internal gains was 
constant; (2) the heat flow rate dispersed by ventilation was constant; (3) the 
evapotranspiration of green roofs was not considered; and (4) and the thermal 
capacity of different roof typologies was equal. 

The energy savings for space heating and cooling were quantified calculating 
the hourly heat flow rates before and after the rooftop retrofit interventions with the 
following equations [283]: 

𝛥𝑄𝐻
𝐴

= 𝑈1 ∙ (𝑇𝑎𝑖,𝐻 − 𝑇𝑠𝑎,1) − 𝑈2 ∙ (𝑇𝑎𝑖,𝐻 − 𝑇𝑠𝑎,2) (39) 

with:  
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𝑇𝑠𝑖 = 𝑇𝑎𝑖,𝐻 − 𝑅𝑠𝑖 ∙ 𝑈 ∙ (𝑇𝑎𝑖,𝐻 − 𝑇𝑎𝑒 + 𝛼 ∙
𝐼

ℎ𝑒
)  

 

𝛥𝑄𝐶
𝐴

= 𝑈1 ∙ (𝑇𝑠𝑎,1 − 𝑇𝑎𝑖,𝐶) − 𝑈2 ∙ (𝑇𝑠𝑎,2 − 𝑇𝑎𝑖,𝐶) (40) 

with:  

𝑇𝑠𝑖 = 𝑇𝑎𝑖,𝐶 + 𝑅𝑠𝑖 ∙ 𝑈 ∙ (𝑇𝑎𝑒 + 𝛼 ∙
𝐼

ℎ𝑒
− 𝑇𝑎𝑖,𝐶)  

 
Where: 𝛥𝑄𝐻 is the energy savings during the heating season (Wh); 𝛥𝑄𝐶 is the 

energy savings during the cooling season (Wh); 𝐴 is the roof area (m2); 𝑈 is the 
thermal transmittance of the roof (W/m2/K); 𝑅𝑠𝑖 is the thermal resistance of the roof 
(m2K/W); 𝑇𝑎𝑖,𝐻 is the internal air temperature during the heating season equal to 20 
°C; 𝑇𝑎𝑖,𝐶 is the internal air temperature during the cooling season equal to 26 °C; 
𝑇𝑠𝑎 is the sol–air temperature, which was introduced to take into account not only 
the external air temperature but also the incident solar irradiation absorbed by the 
roof (°C); 𝑇𝑠𝑖 is the internal surface temperature of the roof (°C); 𝑇𝑎𝑒 is the external 
air temperature (°C); 𝛼 is the solar absorption of the roof (-); 𝐼𝑖 is the incident solar 
irradiance (W/m2), which with green roof was equal to 𝐼𝑛 (see Equation (38)); and 
ℎ𝑒 is the external thermal adductance (W/m2/K). 

The primary energy savings for space heating and cooling were quantified as 
the sum of the hourly energy savings during, respectively, the heating and cooling 
seasons divided by the efficiency of the systems: 

𝛥𝑄𝑃,𝐻
𝐴

=
∑𝛥𝑄𝐻
𝐴

∙ ɳ𝐻𝑆
−1 

𝛥𝑄𝑃,𝐶
𝐴

=
∑𝛥𝑄𝐶
𝐴

∙ 𝐸𝐸𝑅−1 (41) 

 
where: 𝛥𝑄𝑃,𝐻 is the primary energy savings during the heating season (Wh); 

𝛥𝑄𝑃,𝐶 is the primary energy savings during the cooling season (Wh); ɳ𝐻 is the 
average seasonal efficiency of the heating system (in Italy, for residential buildings, 
this value varies between 0.65 and 0.75 (-)); and 𝐸𝐸𝑅 is the average seasonal energy 
efficiency ratio, which depends on the efficiency of air conditioners (in Italy, for a 
typical heat pump (air/air) this value is about 3). 

Following the energy savings obtained from the retrofit of the rooftop, the GHG 
emissions’ reduction was quantified. 

 
Green roof technology 

Green roofs alleviate UHI effect through the raising of surface albedo [285] 
and, so, can reduce the air temperature through evaporation [286] and thermal 
insulation [287,288]. Therefore, green roofs and walls help in the reduction of 
energy consumption and guarantee an excellent thermal behaviour in both heating 
and cooling seasons with consequent good thermal comfort conditions, thanks to 
the high thermal inertia technology [272,289,290].  
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(a) (b) 

Figure 133. Schematic diagram of green roof during (a) heating season and (b) cooling season 
[56]. 

 
Figure 133 shows the heat flows through the roof during the heating and cooling 

seasons, where Qsol is the quota of solar gains and Qsol,n is the quota of solar gains 
that enters the system. 

The thermal conditions of buildings and urban environments were investigated 
at urban scale using two parameters: The ‘Normalized Difference Vegetation 

Index’ (NDVI) and the ‘Land Surface Temperature’ (LST). According to recent 
studies, the LST and the external air temperature decrease more or less rapidly as 
the green areas increase, depending also on the type of urban morphology. The local 
climate conditions were assessed before and after the installation of green 
technologies. 

 
Cool roof strategy 

High reflectance of roofs, identified as albedo strategy, is able to maximize the 
diffuse reflection of solar radiation, reducing the overheating of buildings and the 
surrounding urban context and maintaining lower surface temperatures [291,292]. 
From past studies on UHI mitigation, it has become accepted that a high level of 
albedo (as white roofs) has the potential to cool cities by 1–3 °C, cooling the lower 
states/layers of the atmosphere [293–295]. In particular, since in the urban canyon 
white roof has the greatest effect on air temperatures when used on buildings of 1–

2 stories’ height [291], in this work low buildings were identified as suitable for 
this strategy. Moreover, the beneficial effects are greater in a mixed urban 
morphology context, such as the case of the Turin district analysed in this work. 

As previously mentioned, the SRI, used in the main international certification 
protocols, is a metric for comparing the coolness of roof surfaces. The higher the 
SRI, the cooler the roof will be in the sun [278]. For example, a clean black roof 
usually has an SRI of about 0 (with a solar reflectance of 0.05 and an infrared 
emittance of 0.90), while a clean white roof could have an SRI of about 100 (with 
a solar reflectance of 0.80 and a thermal emittance of 0.90). In general, dark roofs 
have an SRI less than 20 [296]. 

In this work, the effect of albedo strategy on thermal conditions was 
investigated calculating the SRI and the roof surface temperature (Ts) based on solar 
reflectance (ρ) and infrared emittance (ε). According to ASTM E1980-11(2019) 
standard, SRI can be defined as: 
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𝑆𝑅𝐼 = 100 ∙
𝑇𝑏 − 𝑇𝑠
𝑇𝑏 − 𝑇𝑤

 (42) 

with:  
𝑇𝑠 = 310.04 + 82.49 ∙ 𝛼 − 2.82 ∙ 𝜎 − 54.33 ∙ 𝛼 ∙ 𝜎 + 21.72 ∙ 𝛼 ∙ 𝜎

2  
 
where: 𝑇𝑏 is the steady-state temperature of a black surface (K) with solar 

reflectance of 0.05 and infrared emittance of 0.9, under the standard solar and 
ambient conditions with a solar flux of 1000 Wm−2, ambient air temperature of 310 
K, convective coefficient of 12 Wm−2·K−1 surfaces, and apparent sky temperature 
of 300 K; 𝑇𝑤 is the steady-state temperature of a white surface (K) with solar 
reflectance of 0.80 and infrared emittance of 0.9, under standard solar and ambient 
conditions; 𝑇𝑠 is the temperature of the roof surface (K) under the standard solar 
and ambient conditions; 𝛼 is the solar absorptance of the roof surface (-) equal to 
1 − 𝜌; 𝜌 is the solar reflectance of the roof surface (-); and 𝜎 is the Stefan–

Boltzmann constant, 5.67 × 10−8 (Wm−2·K−4). Table 60 shows typical roofing 
materials with solar absorption (α), solar reflectance (ρ), and infrared emittance (ε) 
values used in this work to quantify SRI and Ts before and after roof renovation 
using the albedo strategy. 

In the analysed district, the values of roofing material properties refer to 
‘generic black shingle’ for dark and black roofs, ‘gray Ethylene-Propylene Diene 
Monomer (EPDM)’ for medium roofs, and ‘white EPDM’ for white and renovated 

roofs. The values of SRI and Ts were calculated both at building scale and at blocks-
of-building scale to evaluate the external conditions. 

The main problem of this strategy is that over time the solar reflectance values 
of high- reflectance roofs decrease due to the accumulation of surface dirt and the 
degradation of the material by about 0.15 mainly during the first year [297]. The 
emission, however, does not decrease significantly, and washing the roof surfaces 
could restore the roof solar reflectance to 70%–100% of the original values [298]. 

Since most roofs are not washed frequently, it is necessary to evaluate aged 
values of solar reflectance and infrared emittance values to predict energy savings. 
If aged values of a roof are unknown, it is possible to estimate the aged solar 
reflectance (Agedρ) based on the initial solar reflectance (Initialρ) by using the 
following equation: 

𝐴𝑔𝑒𝑑𝜌 = 0.7 ∙ (𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝜌 − 0.2) + 0.2 (43) 
 

Table 60. Solar performance of roofing materials [292]. 

Roof material α (-) ρ (-) ε (-) Ts (°C) SRI (-) 
Smooth bitumen 0.94 0.06 0.86 83 -0.1 

Generic black shingle 0.95 0.05 0.91 82 0.1 
Vegetated field 0.90 0.10 0.76 83 -0.2 

Grey EPDM 0.77 0.23 0.87 68 0.21 
Red clay tile 0.67 0.33 0.90 69 0.36 
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Red concrete tile 0.82 0.18 0.91 76 0.17 
Shasta white shingle 0.74 0.26 0.91 64 0.27 

Light gravel 0.66 0.34 0.90 57 0.37 
Aluminum 0.39 0.61 0.25 48 0.56 

White EPDM 0.31 0.69 0.87 25 0.84 
White coating on shingle 0.29 0.71 0.91 23 0.87 

White PVC 0.17 0.83 0.92 11 1.04 
 
Referring to LEED (Leadership in Energy and Environmental Design) 

environmental protocol is also possible to assess mixed non-roof and roof measures, 
using the following relation as a function of area surfaces (A): 

𝐴𝑛𝑜𝑛𝑟𝑜𝑜𝑓 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑠

0.5
+
𝐴ℎ𝑖𝑔ℎ 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑎𝑛𝑐𝑒 𝑟𝑜𝑜𝑓

0.75
+
𝐴𝑣𝑒𝑔𝑒𝑡𝑎𝑡𝑒𝑑 𝑟𝑜𝑜𝑓

0.75
≥ 𝐴𝑡𝑜𝑡𝑎𝑙 𝑠𝑖𝑡𝑒 + 𝐴𝑡𝑜𝑡𝑎𝑙 𝑟𝑜𝑜𝑓 

(44) 

5.3.2 Case study 

The methodology presented was applied to a district of the city of Turin, ‘Pozzo 

Strada’. Turin is located in the northwest of Italy, in the Po valley, and it is 

characterized by a temperate-continental climate, with cold winters and a shorter 
but hot summer. According to Italian standard UNI 10349:2016, Turin’s climate is 

characterized by 2648 heating degree day (HDD) at 20 °C and 84 cooling degree 
day (CDD) at 26 °C. The results of this study were presented for a district with a 
dimension of 1 km2 with 21,520 inhabitants and more than 1000 buildings. 

 

  
(a) (b) 

Figure 134. District of Turin with a dimension of 1 km2: (a) Building block classification 
according to three classes of air quality conditions (green, good; yellow, acceptable, red, bad); (b) 

analysis of roof potential and feasibility of smart solutions: Green, high-reflectance, and solar 
roofs [56]. 

In the selected district, 1,228 buildings were analysed. Of these buildings, 1,097 
were classified as potential rooftop renovation opportunities, distinguishing three 
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types of smart solutions: green roof technology, high-reflectance strategy (cool 
roof), and energy production from ST collectors and PV modules. 

In order to give a priority of interventions, critical areas with the worst air 
quality conditions were identified as priority areas for the installation of green roof 
technologies (Figure 134a, orange areas) to mitigate the UHI effect. The other areas, 
with mainly residential buildings, were considered for solar energy production 
using ST collectors and PV panels. Solar technologies were dimensioned 
considering residential and non-residential demand. Figure 134b shows the rooftop 
classification, distinguishing these three types of smart solutions. 

The main characteristics of the buildings selected as potential are indicated in 
Table 61. It is possible to observe that, thanks to the typical urban mix of Turin, the 
retrofit measures are well distributed within the district and, moreover, there is a 
consistent potential. For this reason, it is important to encourage the buildings’ 

renovation – in this case the rooftop renovation – especially in consolidated urban 
contexts where energy efficiency measures to intervene on buildings are limited. 

Table 61. Buildings’ characteristics [56]. 

Roof solutions No buildings Heightavg (m) Potential roof area (m2) Slopeavg (°) 
Green roof 110 13.6 64,712 0 

High reflectance roof 417 3.6 44,956 9 
Solar roof 570 19.3 172,749 36 

 
Figure 135 shows the total area (m2) of flat roofs identified as potential is equal 

to 64,458 m2, and pitched roofs’ area with a slope less than 20° representing a small 

quota of 254 m2. 
 

 
Figure 135. Analysis results of the potential intensive (flat roof) and extensive (pitched roof) green 

roofs [57]. 
 

The social effect of green roofs is not included in this study but is interesting to 
underline that the creation of green roofs can be integrated in the urban farming 
concept, as well as in the creation of “park roof” (e.g. playgrounds) dedicated to 

social activities. 
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5.3.3 Results 

This subsection describes the main results obtained from the use of three smart 
solutions: green roof technology and high-reflectance roof strategy (cool roof). 
Results regarding solar energy technologies are described in Chapter 4. 

The feasibility of green roof technology was assessed considering requirements 
the Ministerial Decree 26/06/2015. The roofs’ albedo in the district analysed varied 
between 0.05 and 0.26 (for a few buildings, mainly industrial, the albedo was 
around 0.33). After retrofit measures with green roofs, the roof albedo criterion was 
respected due to the installation of passive cooling technology. 

The feasibility of high-reflectance roof strategy was assessed according to the 
Italian Decree 11/01/2017 and the environmental protocols. The SRI prerequisites 
(SRI > 0.29) were respected. 

Energy savings 

In the district analysed, 64,712 m2 of roofs were identified as potential green 
roofs. Referring to Equations (39) and (40), the energy savings for heating and 
cooling seasons were quantified for a district in Turin. In this scenario, potential 
roofs were renovated using green roof technologies. The thermal transmittance with 
green technologies is equal to 0.24 W/m2/K (according to Italian Decree 26/6/2015) 
and the solar absorptance of a green roof surface is 0.87 [299]. The energy savings 
after the installation of green roofs was equal to 5669 MWh/year, which 
corresponds to 8.4% of space heating consumptions of residential buildings. The 
energy savings during cooling season was equal to 662 MWh/year. Figure 136 
describes the energy savings at block-of-building scale, distinguishing heating and 
cooling seasons. 
 

  
(a) (b) 

Figure 136. Green roofs’ potential assessment at block-of-building scale: (a) Heating and (b) 
cooling primary energy savings in MWh/year [56]. 
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Green and high-reflectance roofs (cool roofs) have a significant effect in 
reducing energy consumption during cooling and heating seasons. In accordance 
with literature review [281,300–304], from this work it emerged that cool roofs are 
more effective in reducing heat gain in the cooling (C) season from 15 April to 14 
October, than heat loss in the heating (H) season from 15 October to 14 April 
(Figure 137). 
 

  
(a) (b) 

Figure 137. Comparison of heat fluxes (Wh/m2) between common roof, insulated common roof, 
insulated high-reflectance roof, and insulated green roof: (a) Cooling season; (b) heating season 

[56]. 
 

This analysis was carried out using weather data measurement recorded by 
Politecnico weather station (WS) for the period from 2011 to 2016. The thermal 
performance of a refurbished roof was compared to the typical common roof. In 
particular, three roof solutions were taken into account: (1) Insulated common roof, 
(2) insulated high-reflectance roof, and (iii) insulated green roof. The heat flux (Q) 
in the roof was quantified according to Equations (53) and (54). Table 62 describes 
the characteristics of roof solutions and the main energy efficiency results. GHG 
emissions were quantified using 0.210 tonCO2/MWh for natural gas and 0.46 
tonCO2/MWh for electricity. 

Table 62. Characteristics of roof solutions and energy efficiency results [56]. 

Roof 
solution 

Α 

(-) 
U 

(W/m2/K) 
QH 

(Wh/m2) 
QC 

(Wh/m2) 
Δ QH 

(Wh/m2) 
ΔQC 

(Wh/m2) 
GHGH 

(tCO2/MWh) 
GHGC 

(tCO2/MWh) 
Common 0.60 1.80 76,838 32,135 - - 1,333 319 
Common 
insulated 0.60 0.24 10,245 4,285 88,790 9,284 178 43 

Insulated 
white 0.30 0.24 10,874 2,147 87,951 9,996 189 21 

Insulated 
green 0.87 0.24 11,130 1,457 87,611 10,226 193 14 

 
Figure 138 and Figure 139 show the results for three consecutive hot days (21–

23 July 2015) and cold days (15–17 January 2012). From the comparison of hourly 
heat fluxes (W/m2) between common roof, insulated common roof, insulated high-
reflectance roof, and insulated green roof, it emerged that using an insulated green 
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roof there was less heat gain during the summer season and with an insulated roof 
there was less heat loss in the winter season. 
 

  
(a) (b) 

Figure 138. Hourly values of global solar radiation (Ii), solar radiation entering in the system (In), 
and the external air temperature (Tae) for three consecutive days: (a) 21–23 July 2015; (b) 15–17 

January 2012 [56]. 
 

  
(a) (b) 

Figure 139. Comparison of hourly heat fluxes (W/m2) between common roof, insulated common 
roof, insulated high-reflectance roof, and insulated green roof for three consecutive days: (a) 21–

23 July 2015; (b) 15–17 January 2012 [56]. 
 

The potential green roofs identified are 26 % of the total roof areas (249,609 
m2). Thermal energy saving after the use of vegetated roofs, –calculated with the 
application of GIS-based engineering models– is 1,610 MWh/year, which 
corresponds to 1.5 % of thermal consumptions of residential and non-residential 
buildings for space heating and DHW consumption.  Cooling energy saving was 
computed in CitySim for the area object of the comfort analysis. Considering the 
typical hot summer day of 7th August 2015, the cumulative energy saving for the 
buildings including a green roof is 14 Wh/m3

gross volume (-12 %). 
It is important to compute the impact of the greening in the urban local climate; 

indeed, the presence of grass decreases the air temperature. This phenomenon has 
consequently an important impact on the UHI effect and the assessments of this 
aspect are presented in the following section. 

Outdoor thermal comfort conditions 

Firstly, thermal conditions were investigated using some parameters calculated 
at block-of-building scale from satellite images. These parameters are the NDVI and 
the LST and allow us to describe the UHI effect and the local-climate characteristics 
of the urban environment. An analysis at blocks-of-building scale was made, and 
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Figure 140a shows the variation of LST before and after the installation of green 
roof technologies. According to the literature review [279,280], the LST and the air 
temperature tend to decrease more or less rapidly as the green areas increase, 
depending also on the type of urban morphology. Increasing the green roofs’ areas 

of 64,712 m2, on average, the LST in the district tends to decrease by 1 °C (Figure 
140b). 
 

 
 

(a) (b) 
Figure 140. Green roofs’ potential assessment at block-of-building scale: (a) Thermal condition 
assessment, Land Surface Temperature (LST) variation before and after the installation of green 

roof technologies; (b) correlation between the LST variation and the quota of green roof area [56]. 
 

Starting with 500 low buildings located in the district of Turin, 417 were 
selected as potential for the renovation of rooftop with white colour (high-
reflectance roof). Of these 417 potential buildings, which corresponded to an area 
of almost 45,000 m2, 313 had a slope less than 8.5° and 104 had a higher slope (on 
average, had slope of 8.8°, see Table 61).  
 

  
(a) (b) 

Figure 141. Solar Reflectance Index (SRI , %) values of existing roof at block-of-building scale: 
(a) Before (b) and after high-reflectance strategy [56]. 
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Figure 141 shows the SRI values calculated for each block of buildings before 
(Figure 141a) and after (Figure 141b) the use of high-reflectance roof strategy on 
417 potential roofs. From the results, it emerged that it is possible to obtain an 
increase in SRI of almost 30 and a reduction of Ts of over 10 °C. Therefore, these 
indicators could help designers and consumers to choose the proper materials for 
sustainable buildings and communities. 

Secondly, existing urban climate tools were used to investigate outdoor thermal 
comfort conditions in the case-study area. In the analysed district, a smaller site was 
selected (Figure 142) and two scenarios were investigated: (a) the business as usual 
SBAU with standard insulated roof in red, and (b) the installation of roof-integrated 
green technologies with standard insulated roof in red, green roof with a substrate 
of 10 cm in dark green and the use of cold or cool surfaces in light green in the 
courtyards (SGREEN). 

 

  

(a) (b) 
Figure 142. The two scenarios of roof retrofit intervention: (a) Business as usual; (b) Green roofs 

and surfaces [57]. 
 

The simulation was done taking into account the local climate conditions of one 
of the warmest days of the years 2014 and 2015: August 7th, 2015 (Figure 143): the 
average daily temperature was 31.4 °C, with a daily solar irradiation of 6,680 
(Wh/m2/day). The air temperature reaches its maximum values between 5 and 6 
p.m., with 36.5 °C. The wind speed is quite constant, with a maximum of 2.7 m/s 
and a minimum of 0.4 m/s, and the air relative humidity varies between 30 and 70%. 

The analysis was done using ENVI-met and SOLWEIG. In ENVI-met thermal 
comfort indices (PMV/PPD, PET, UTCI, and SET) were calculated at 1 meter above 
the ground (this software does not consent a major accuracy of this height) for a 
grid of 10 m x 10 meters considering the following data (ISO 7730:2005): 

 Human body parameters: 35 years old, male, weight of 75 kg, height of 1.75 
m, surface area of 1.91 m2. 

 Clothing insulation: 0.5 clo or 0.08 m2K/W (typical summertime daily wear 
clothing). 

 Metabolic rate: 1 met or 58 W/m2 (seated relaxed) and 1.9 met or 110 W/m2 
(walking at 2 km/h). 
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In SOLWEIG, PET and UTCI thermal indices were simulated using the same 
human body parameters, clothing insulation and metabolic rate used in ENVI-met, 
but the urban environment was described with a DSM and a DEM with a precision 
of 1 meter. 
 

 

Figure 143. Local climate data for a typical summer day: August 7th, 2015 [57]. 
 

Additional simulations were conducted using CitySim, to compute the Tmrt on 
a 10 x 10 meters grid, using 1.5 meter high virtual pedestrians. CitySim’s model 

provides the longwave exchanges within the model (including the buildings), as 
well as the evapotranspiration of the green surfaces. However, the air temperature, 
relative humidity, and wind speed and direction are assumed constant within the 
area. The nebulosity was assumed constant (4 Octas). 

The results include the comparison of the Tmrt computed by CitySim, ENVI-
met, SOLWEIG and GIS-based model analysed for the selected hot summer day, 
distinguishing two scenarios of retrofit intervention for the buildings’ roofs (SBAU 
and the SGREEN). 

Outdoor thermal comfort conditions were assessed using existing simulation 
models and tools: ENVI-met, SOLWEIG, CitySim and GIS-based model. In order 
to quantify the effect of greening in the urban microclimate, the same area was 
simulated with and without the installation of green roofs and the use of green areas. 
The comparisons of mean radiant temperature and PET (with seated relaxed 
activity) shows an improvement of outdoor thermal comfort conditions due to the 
use of green mitigation strategies (in Figure 144). Improvements were especially 
visible in the new sunny green areas, while in the shaded areas the difference was 
minimal. 
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(a) (b) 
Figure 144. ENVI-met: comparison between SBAU and SGREEN at 6 pm on August 7th , 

2015: (a) Absolute difference MRT (K); (b) Absolute difference PET (K) [57]. 
 

Figure 145 shows a reduction in the external surface temperature. In the 
scenario SBAU the temperature varies between 33.3°C and 60.8°C, while in the 
scenario SGREEN the lower temperature of the grass surfaces corresponds to 27.9°C. 
Indeed, the grass temperature follows the air temperature path but taking into 
account the evapotranspiration process. Finally, the reduction of the outdoor surface 
temperature of the roof affects the internal surface temperature and then comforts 
conditions resulting also in energy savings for space cooling. 

 

  

(a) (b) 
Figure 145. ENVI-met: Temperature of buildings’ surfaces at 1 pm on August 7th, 2015: (a) 

Business as usual with standard flat roof; (b) Intensive green flat roof and green surfaces [57]. 
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Figure 146 shows an example of the hourly results for a building: outdoor roof 
surface temperature Troof (SBAU and SGREEN), external air temperature (Tae) and 
global solar irradiance. The impact that can be seen is extremely important in the 
fight against climate changes (e.g. IPCC projections for 2050 and 2100) and against 
the increase of summer hot events. 

 

 

Figure 146. ENVI-met: comparison of external roof temperature between scenarios SBAU and 
SGREEN on August 7th , 2015 [57]. 

 
Figure 147 and Figure 148 show PET (°C) and UTCI (°C) indexes calculated 

in ENVI-met and SOLWEIG on August 7th, 2017 (with hourly precision) for a 
single point indicated in Figure 144 (red point).  

In general, it is possible to observe an improvement in comfort conditions with 
green surfaces also at pedestrian level. Regarding PET index, the results of two 
urban climate tools were very close: SOLWEIG perceives a greater difference 
between the two scenarios SBAU and SGREEN with a maximum PET difference of 
4.5°C at 4 pm; in ENVI-met there was a max PET difference of 2.8°C at 6 pm. For 
both scenarios maximum PET values were reached between 3 pm and 5 pm. Similar 
trend can be observed for UTCI index, where the maximum UTCI difference of 
scenarios SBAU and SGREEN was 2°C at 5 pm in SOLWEIG and 1.4 °C at 4 pm in 
ENVI-met. 

 

 

Figure 147. ENVI-met and SOLWEIG: comparison between SBAU and SGREEN on August 7th , 
2015  for the red point indicated in Figure 144 [57]. 
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Figure 148. ENVI-met and SOLWEIG: comparison between SBAU and SGREEN on August 7th , 
2015  for the red point indicated in Figure 144 [57]. 

 
ENVI-met, SOLWEIG, CitySim and GIS-based model results were compared 

using the hourly profile of the Tmrt. Figure 12 shows the Tmrt (°C) comparison for 
August 7th, 2015 distinguishing the two scenarios on a specific point indicated in 
Figure 149. 

The results of Tmrt, computed by the three software and the GIS-based model 
(only for scenario SBAU) were within similar temperature range. ENVI-met 
simulated higher values at midday (about +15°C) compared to CitySim and GIS-
based model, while SOLWEIG simulates intermediate values; this result is 
consistent with previous studies [37]. The difference between the two scenarios was 
also of similar magnitude, but with CitySim a greater difference between the two 
scenarios at midday can be observed. The effect of the thermal inertia seems also 
more significant in CitySim, where the difference between the two scenarios is still 
noticeable later in the evening. In this work, no calibration or confrontation with 
measured values has been conducted. However, it is important to notice that 
simulations conducted using two different validated models both show an 
appreciable reduction of the Tmrt thanks to the proposed intervention scenario 
SGREEN. Future investigations will be made to implement the GIS-based model. 

 

 

Figure 149. ENVI-met, SOLWEIG, CitySim and GIS-based model: comparison between SBAU 
and SGREEN on August 7th, 2015 for the red point indicated in Figure 144 [57]. 
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(a) (b) 
Figure 150. SOLWEIG: percentage of time in which Tmrt is above 55 °C base on 24 hours for 
August 7th, 2015: (a) Business as usual with standard flat roof; (b) Intensive green flat roof and 

green surfaces [57]. 
 
Figure 150 shows statistical maps elaborated in SOLWEIG, for both scenarios, 

that indicates the percentage of time in which the Tmrt was above 55 °C based on 
the whole analysis time (24 hours for August 7th, 2015). It is possible to see a 
reduction in percentage after the installation of green roofs and the use of green 
surfaces (from 46% to 33%). This type of map can be used to identify critical areas 
under thermal heat stress. 

In conclusion, to promote a sustainable and resilient development of cities, 
there is no one solution, but different low-carbon strategies and smart green 
technologies can be used in the different urban environments. 

The methodology presented in this section evaluates the solar potential energy 
on the building’s roofs, the existing and potential green roofs, and the relationship 

between the local climate and the new vegetated areas. This analysis is useful to 
discover the effect of smart green technologies to reduce dependence on energy 
from hydrocarbons and fossil fuels harnessing solar energy, and the impact of green 
roofs and green surfaces on urban microclimate improving thermal comfort and 
energy savings. From the results, it is emerged that the use of green technologies 
can improve liveability and quality of a district in Turin. 

 Building shape and urban form 

The energy performance of buildings is affected not only by geometrical and 
thermophysical characteristics of the building, but also by its surroundings and local 
climate conditions [46]. There are several parameters used to assess the correlation 
between urban form and environmental performance [305]. These parameters are 
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able to describe the distance between buildings, the urban building density, the 
presence of greening, the built-up surfaces, the urban canyon, the material and use 
patterns of urban spaces [306]. Recently, researchers have shown an increased 
interest in the energy optimization of urban and building design. The energy 
consumption of building can be quantified at district or city level with the use of 
urban-scale energy models and tools that consider urban climate and morphology 
[22]. In addition, by designing the neighbourhood according to the exposure, solar 
energy can be used both passively for heating and daylighting and actively for 
electricity and domestic hot water production [307–310]. Investigations on solar 
availability in urban environments are very complex; however, recent progress has 
been made thanks to the use of 3D urban models of cities [172]. The relation 
between urban morphology, energy performance and solar energy potential of 
buildings are central to help urban planners and designers in improving the energy 
efficiency of new or existing urban areas [311–314]. 

Therefore, building geometry, urban morphology and local climate are crucial 
aspects to optimize the energy performance of buildings at neighbourhoods scale 
[155]. In addition, urban form is a key parameter in modifying solar availability in 
densely built-up areas. This section explores relationships between urban form and 
energy performance with implications for solar energy production on building 
roofs. 

In the first part of this section, six neighbourhoods in Turin have been analysed 
considering the urban morphology and the solar potential, taking into account the 
urban block typologies found across the city. From the energy simulations –made 
with the use of an urban-scale energy model– it has been found that in densely urban 
context, the optimal shape of the building –with low energy consumption and high 
solar energy production– must have a S/V ratio that varies between 0.37 m2/m3 for 
favourable orientated buildings and 0.35 m2/m3 for unfavorable oriented ones. 
These results could help in the design phase of new neighbourhoods or in the reuse 
of existing buildings and empty spaces to promote the transition to low-carbon 
energy. 

5.4.1 Energy performance and solar potential 

The assessment presented investigates the relationship between urban form and 
its energy performance with implications for solar availability in urban areas, to 
optimize solar gains and to harnessing solar energy as renewable resource for local 
energy production in densely built-up context. A flexible methodology to analyse 
urban morphology using several parameters such as the building density, to 
simulate energy consumption at neighbourhood scale and to assess the solar 
potential considering the expositions and roof geometry is described. The results of 
this study provide new insights into the identification of the optimal urban form 
with low energy consumption and high solar energy productivity. 
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Methodology 

Heating energy demand 
The hourly process-driven (i.e., engineering) model for residential buildings 

has been used to assess the relationship between urban form and the energy 
performance. The model, used to simulate the SH consumption of residential 
buildings, considers the real characteristics of the urban context. The SVF, the H/W 
and the solar exposition have been used as input data. 

The model has been applied to 13 residential buildings –located in the six 
neighbourhoods– that are representative of the neighbourhoods and with typical 
characteristics. Since the building-scale variables that mainly affect the energy 
consumption of buildings are the thermophysical characteristics (which are 
identified as a function of the construction period) and the S/V ratio, the sample of 
buildings selected has an S/V ratio ranging from 0.23 to 0.46 m2/m3 with different 
construction periods from 1919 to 1971. The simulated consumption has been 
compared to the measured one according to the season 2013-14. To evaluate the 
influence of the construction period on the energy performance, the heating 
consumption has been also simulated by modifying the thermo-physical 
characteristics of the building according to four construction periods: 1919-45, 
1946-60, 1961-70 and 1971-80. 
 
Solar energy potential 

To assess to potential of solar energy production from solar thermal (ST) 
collectors and photovoltaic (PV) panels in urban built-up areas, the better solar 
exposition and the quota of monthly solar radiation on the rooftop have been taken 
into consideration. The solar radiation on each rooftop has been quantified for the 
season 2013-14 using the ArcGIS tool ‘Area solar radiation’. The sun and sky 

models were elaborated considering the monthly data of atmosphere transparency 
(τ) and the ratio of diffuse radiation to global radiation (ω) identified from the 
‘Photovoltaic Geographical Information System PVGIS’ of JRC (Table 63). 

Table 63. Solar radiation analysis: input data [58]. 

  
Month 

1 2 3 4 5 6 7 8 9 10 11 12 

τ 0.43 0.43 0.43 0.43 0.42 0.4 0.38 0.39 0.4 0.56 0.46 0.37 

ω 0.49 0.56 0.63 0.66 0.71 0.75 0.71 0.69 0.67 0.53 0.5 0.49 

 
Cooling energy demand 

Energy models and tools are used to simulate SC energy demand. The hourly 
cooling energy demand of residential buildings was simulated for five blocks of 
buildings located in the six neighbourhoods of Turin (Figure 151). 

The hourly engineering model has been applied to evaluate how the urban form 
influences the demand for SC considering also different types of buildings as a 
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function of the relative construction periods (until 1918, 1961-70, 1981-90, and 
after 2006). 

 
Figure 151. Blocks of buildings [49]. 

 
Case study 

The relationship between urban form, energy performance and solar 
productivity has been investigated for six neighbourhoods –homogenous zones– in 
the city. Figure 152 shows the six homogeneous zones, the measured heating 
consumption and the census parcels. 

 

 
Figure 152. Map of the city of Turin: identification of six homogeneous zones [58]. 

 
Table 64 shows the average value of the urban parameters for each zone. The 

urban parameters that have greater variability are the BCR and BD, which are used 
to describe the urban building density, and the canyon effect evaluated as a function 
of the H/W ratio. Arquata and Olympic Village neighbourhoods are those with the 
greatest green areas with low urban density, in fact they have the low values of 
BCR, BD and H/W, while the A is slightly higher (close to 0.17 indicates the 
presence of green areas [151]). 
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Table 64. Homogenous zones of Turin (IT) [58]. 

Zone 
Building variables and urban parameters 

BCR MOS BD H/W H/Havg A 

Arquata 0.18 0.59 3.56 0.27 1.01 0.19 

Crocetta 0.28 0.45 5.86 0.52 0.97 0.15 

Raffaello 0.38 0.45 8.1 0.57 0.95 0.15 

Sacchi 0.4 0.54 7.72 0.6 0.95 0.14 

Mediterraneo 0.24 0.58 6.96 0.62 1.01 0.15 

Olympic Village 0.16 0.29 4.13 0.34 1.02 0.16 

 
Figure 153 shows the six neighbourhoods. In Crocetta, Raffaello and Sacchi 

most of the residential buildings were built before 1946 and there are no new 
buildings. In Crocetta 80% of the buildings were built before 1960, 15% in 1961-
1970, and only 6% after 1971; in Raffaello 86% of the buildings were built before 
1970 (of which 67% before 1960); and in Sacchi 77% of the buildings were built 
before 1945, while 15% between 1946 and 1960. 
 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 153. Construction year of residential buildings located in the six neighbourhoods: (a) 
Arquata; (b) Crocetta; (c) Raffaello; (d) Sacchi; (e) Mediterraneo; (f) Villaggio Olimpico [58]. 
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In the Arquata neighbourhood the entire residential buildings heritage was built 
between 1961 and 1970. Only in the Mediterraneo and Olympic Village there are 
recently built areas: in the first neighbourhood, most of the buildings are built 
between 1946 and 1960 (37%), but there is a 10% built after 2001; the second one 
is the newest neighbourhood, in fact 73% of the buildings were built after 2001 and 
5% between 1981 and 1990. 

From the analysis of land use, it emerges that the most built areas are Sacchi, 
Raffaello and Crocetta, followed by the Mediterraneo, Arquata and Olympic 
Village. 

Raffaello, Sacchi and Mediterraneo have the highest population density, with 
an average value of 245 in./hectare, in fact in these areas the BD (which varies 
between 7.6 and 8.1 m3/m2) is greater than in the other three areas, in which there 
is a population density of about 140 in./hectare and an average BD of 4.5 m3/m2. 

 
Results 

Since the relationship between urban form and buildings affects the energy 
performances, it is therefore possible to obtain a lower energy demand by 
improving the morphology of the built environment [125]. The shape and height of 
buildings may affect their solar exposition, with consequences on the solar heat 
gains and the energy produced by envelope-integrated PV modules and ST 
collectors [126]. Compact urban configurations (with low values of S/V) reduce the 
heat exchanges between the buildings and the outdoor environment, but also reduce 
the solar heat gains. The H/W ratio describes the typical urban microclimates around 
the buildings, with urban canyons having a higher solar radiation absorption and 
consequently higher air temperatures, lower wind speeds and worse air quality 
[124]. The MOS also influences the solar absorption in an urban canyon, with 
limited shade for an East-West orientation and more shade for a North-South 
orientation. When an East-West orientation is not attainable, achieving high 
compactness, by keeping the S/V ratio low, becomes an important low-energy 
design strategy [127].  

 
Heating energy demand and solar potential 

The results from the energy simulations of 13 residential buildings confirm that 
energy consumption tends to increase with increasing S/V (less compact buildings 
consume more) and older buildings consume more than new ones. Figure 154 
shows the energy consumption and energy savings from ST production of eight 
residential buildings with favourable orientation (E-W), while Figure 155 shows 
the results of five residential buildings with unfavorable orientation (N-S), taking 
into account the construction period and the S/V ratio. It is emerged that with an E-
W orientation, it is possible to have a higher S/V (less compact buildings), so even 
having higher consumption, there is greater solar gains and therefore more 
productivity from solar energy. Depending on the construction period, the S/V can 
be increased for newer buildings: for example, S/V varies from 0.353 m2/m3 for 
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buildings built in 1919-45 to 0.375 m2/m3 for buildings built in 1971-80 (well-
oriented buildings). These values tend to decrease for buildings with an unfavorable 
orientation, with an S/V ranging from 0.339 to 0.355 m2/m3. 

 

 
Figure 154. Energy consumption and energy savings from ST production depending on the S/V 

ratio: residential buildings with E-W orientation [58]. 

 
Figure 155. Energy consumption and energy savings from ST production depending on the S/V 

ratio: residential buildings with N-S orientation [58]. 

To investigate the potential of ST and PV energy generation in urban built 
areas, an energy indicator ‘P/C’ has been used to assess the self-energy; that is the 
ratio between the production and the consumption. This value bigger than one mean 
the building achieves and energy surplus. 

To do this kind of analysis, the monthly consumption of heating, DHW and 
electricity have been simulated [52] and compared with the energy production from 
ST collectors and PV panels. Figure 156 shows an example of one residential 
building located in Sacchi neighbourhood. Thanks to the favourable orientation, 
this building has an electrical P/C of 1.11 (annual average value), so there is a 
surplus due to overproduction in the warmer months. 
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Figure 156. Monthly consumption and production of residential building with E-W orientation 

[58]. 

From the analysis of the relationship between urban form, energy consumption 
and solar energy, it is emerged that the main parameters that affect the energy 
performance and the solar energy productivity of buildings are the thermo-physical 
characteristics, the S/V ratio, the BO, the BCR and the BD. 

From Figure 157 it is possible to observe that the heating consumption (in 
kWh/m3/y) depends on the built area –quantified using the BCR– and on the 
compactness of the building, that is the S/V ratio. For example, less compact 
buildings, with high S/V values (close to 0.4 m2/m3), have higher consumptions. 

 

 
Figure 157. Relationship between urban form and energy consumption [58]. 

Figure 158 shows the trend of electricity P/C as a function of BO and S/V ratio. 
These results confirm that the solar energy potential depends on the building 
exposure and on the compactness of the building: well-exposed buildings (with BO 
values close to 1) have a higher P/C, moreover buildings with low S/V values mean 
that the number of families per building is lower (consequently, electricity 
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consumption is lower). With a favourable orientation and low electricity 
consumption, there is a consistent annual surplus. 

 

 
Figure 158. Relationship between urban form and solar energy [58]. 

 
Cooling energy demand 

The effect of urban forms on cooling energy performance has been investigated 
using the hourly engineering model according to four different construction periods. 
The effect of urban form on cooling energy demand has been analysed by 
investigating the energy performance of five blocks of buildings (in Figure 159). 

This analysis takes into account different thermo-physical properties according 
to four construction periods: until 1918, 1961-70, 1980-90, and after 2006. The four 
construction periods have been selected considering a consistency variation of the 
thermal transmittance values of the opaque and transparent components and of the 
thermal capacities of the envelope that characterizes the buildings. 

 
(a) 
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(b) 

 
(c) 

 
(d) 

Figure 159. Simulation at block of buildings scale using the GIS-based engineering model for 
different urban forms and construction periods: correlation between the cooling demand and (a) 
the surface-to-volume ratio (S/V), (b) the building coverage ratio (BCR), (c) the sky view factor 

(SVF), and (d) the height-to-width ratio (H/W) [49]. 

The main findings were summarised as follows: (i) in all blocks of buildings 
investigated, older buildings have lower cooling energy demand, probably due to 
the higher thermal capacity values; (ii) cooling energy demand increases as S/V and 
SVF increase, and decreases with high values of H/W and BCR; (iii) the courtyard 
block (typical urban form in historical Turin districts), and the South-North 
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orientation (block 4 in Mediterraneo) has the lowest cooling demand; (iv) the 
towers, behave abnormally and the GIS model is not accurate with this urban shape 
(block 3 in Villaggio Olimpico). 

5.4.2 Outdoor thermal comfort conditions 

In this section, the outdoor thermal comfort are in the six neighbourhoods 
located in the city of Turin that have different urban morphologies. 

Methodology 

According to the literature review, ENVI-met is based on CFD models and it is 
one of the most used tools to analyse thermal comfort conditions in urban 
environment, since it is able to consider the effect of vegetation and 
evapotranspiration. 

Therefore, ENVI-met is used to investigate the local climate conditions and the 
outdoor thermal comfort in six neighbourhoods identified as case studies. The 
analysis is carried out on neighbourhoods with different urban characteristics. Each 
neighbourhood was designed in ENVI-met using grid cells with a resolution of 10 
x 10 meters. This resolution is accurate enough to describe the six zones but not too 
detailed to increase too much the simulation times. Since ENVI-met it is a “holistic” 

three-dimensional model, it takes a long time to simulate outdoor thermal comfort 
conditions and in this work each neighbourhood simulation required from 9 to 11 
hours. The simulations are done taking into account the hottest day (summer), the 
coldest day (winter) and an average reference day for spring and for autumn. The 
first simulation aims to describe the business-as-usual (SBAU) scenario; then, after 
mitigation interventions, such as green roofs, the effect of vegetation and green 
roofs (SGREEN) on outdoor thermal comfort is quantified by calculating Tmrt, PMV, 
PET and UTCI. The output of these simulations can allow to analyse the liveability 
in different neighbourhoods and how it depends on the urban form and on the use 
of mitigation measures. 

Case study 

The analysis is carry out in six neighbourhoods identified as homogeneous 
zones with different building characteristics and urban contexts (see Section 5.4.1). 
By analyzing these neighbourhoods –with a dimension of about 400 x 400 meters– 
it is possible to identify the sustainable urban form that ensures higher thermal 
comfort conditions. The neighbourhoods that have been analysed are Arquata, 
Crocetta, Raffaello, Sacchi, Mediterraneo and Villaggio Olimpico. 

In addition, in each neighbourhood three points with different urban 
characteristics have been identified –points in urban courtyards (UC, in red), points 
in green areas (GR, in blue) and points in squares (SQ, in yellow)– in which the 
comfort conditions have been analysed. In Table 65 the main characteristics of each 
neighbourhood, such as quantities of the type of soil and the presence of trees, have 
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been indicated. Recent neighbourhoods (Arquata, Mediterraneo and Villaggio 
Olimpico) present more grass coverage and a low footprint of the built-up area, vice 
versa the neighbourhoods with a more traditional conformation (Crocetta, Raffaello 
and Sacchi) are more densely urbanized. In general, it is possible to observe for all 
districts, the high values of street surfaces covered with asphalt between (between 
36 and 51%), even in the historical districts of Crocetta, Sacchi and Raffaello. 

Table 65. Neighbourhoods characteristics (in brackets the number of trees per 10,000 m2 was 
indicated) [59]. 

Neighbourhoods Arquata Crocetta Mediterraneo Raffaello Sacchi Villaggio 
Olimpico 

Inhabitants 1,756 3,703 4,718 4,827 4,223 2,803 
Extension of the 

area [m²] 108,925 199,250 182,461 182,418 204,717 294,409 

Building density 
(BD) [m3/m2] 3.56 5.86 6.96 8.10 7.72 4.13 

Height-to-width 
ratio (H/W) [m/m] 0.27 0.52 0.62 0.57 0.60 0.34 

Concrete light 
pavement [%] 6.13 0.00 11.64 0.00 0.00 4.27 

Concrete grey 
pavement [%] 20.63 24.28 13.24 28.60 27.76 14.37 

Asphalt [%] 43.50 51.24 49.72 36.44 35.92 45.47 
Grass [%] 10.31 1.28 8.08 2.36 1.72 18.40 

Buildings [%] 19.44 23.20 17.32 32.60 34.60 17.49 
Building coverage 
ratio (BCR) [%] 0.18 0.28 0.24 0.38 0.40 0.16 

Trees with height of 
15 m * [%] 

1.9 
(2.75) 

 4.6 
(5.77) 3.9 (5.37) 2.0 

(2.69) 
2.9 

(3.52) 3.4 (4.31) 

Trees with height of 
5 m * [%] 

6.0 
(8.81) 

1.4 
(1.71) 0.8 (1.10) 1.7 

(2.36) 
2.4 

(2.88) 1.2 (1.56) 

 
Regarding local climate conditions, a set of hourly meteorological data from 

the ‘Politecnico di Torino’ weather station was used to investigate local climate 

conditions. Turin has a moderately continental climate, characterized by cold and 
humid winters, and hot and humid summers. The assessment was done for the 
hottest day (summer, August 7th), the coldest day (winter, January 1st) and an 
average reference day for spring and for autumn (March 27th and November 9th) in 
2015 (Figure 160). The hottest day and the coldest day of the year have been 
selected to evaluate the outdoor thermal comfort conditions in extreme conditions. 
Different trend and intensity of solar irradiance affects the air temperature. The 
hotter the air the lower the relative humidity and vice versa, in the case of the 
summer day, where temperatures are higher, the accumulation in the air of water 
vapor is favored, raising the absolute humidity for evaporation and 
evapotranspiration from moist soil and vegetation. In all four days that have been 
chosen, the wind speed always presents low values (varies between 0.9 and 1.9 
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m/s), this is due to the geographical position in which the city of Turin is located: 
in the Po Valley and surrounded by the Alps. 

 

  
Figure 160. Air temperature (primary axis, solid line) and solar radiation (secondary axis, dashed 

line) with hourly detail for typical days (year 2015) [59]. 

Results 

Thermal comfort analysis at a neighbourhood scale 
Thermal comfort simulations were carried out for four typical days. In ENVI-

met, with the support of Bio-met, the Tmrt and three thermal comfort indices (PMV, 
PET and UTCI) were calculated at 1 meter above the ground for a person with 35 
years old, male, weight of 75 kg, height of 1.75 m, taking into account the following 
input data: clothing insulation: 0.5 clo or 0.08 m2K/W (typical summertime 
clothing), 1 clo or 0.015 m2K/W (typical midseason clothing), 1.5 clo or 0.23 
m2K/W (typical wintertime clothing); metabolic rate: 1.9 met or 110 W/m2 
(walking at 0.56 m/s). 

In order to investigate the local climate conditions during summer, winter and 
mid-season, ENVI-met was used to describe the spatial distribution of the Tmr in 
different urban contexts. Figure 161 shows an example of the analysis made in 
Mediterraneo. Three points were selected to evaluate the outdoor thermal comfort 
in winter and summer, and in three different areas (GR is a point located in green 
area surrounded by buildings, SQ is a point located in an open space (without 
shading), UC is a point located in area with concrete pavement area surrounded by 
buildings). 

In Figure 161, it is possible to observe how the Tmrt vary depending on the 
location in the neighbourhood. GR and UC points, which were surrounded by 
buildings, have lower temperatures in some hours of the day (mainly in the morning 
and the afternoon) due to shading. In addition, the variations of Tmrt depend on the 
reference season and in particular the greater incidence of shading in summer, 
where at 3 pm the temperature drops drastically and then rises again around 5 pm. 
By contrast, during the winter day there is no variation. 
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Figure 161. Hourly values of the Tmr in ‘Mediterraneo’ [59]. 

One of the strategies to mitigate the urban heat island effects and improve the 
liveability and quality of urban environments is the use of greenings in built-up 
areas. There are many benefits from the use of greenery in neighbourhoods: air 
temperature reductions, outdoor thermal comfort improvements, energy savings for 
space cooling, lower greenhouse gas emissions, better air quality and urban space 
liveability improvements, storm-water run-off reductions, and aesthetic and social 
benefits [269].  

 

 
(a) Arquata 

 
(b) Mediterraneo 

Figure 162. Mitigation strategies: SBAU and SGREEN [59]. 
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Since urban context significantly affects thermal comfort, two neighbourhoods 
that had different urban morphologies (Mediterraneo and Arquata, see Table 65) 
have been selected to evaluate the effect of mitigation strategies (Figure 162). 

 
Table 66. Analysis of outdoor thermal comfort condition using mitigation strategies. In brackets 

the maximum difference between SBAU and SGREEN is indicated [59]. 

Neighbourhood Green 
areas (%) 

Green 
roofs (%) 

Trees 
(%) 

PET 
(°C) 

PMV 
(-) 

UTCI 
(°C) 

Simulation 
time 

Mediterraneo +7.8 +29.3 +2.0 −1.47 
(−2.20) 

−0.12 
(−0.17) 

−0.36 
(−0.68) 11 hours 

Arquata +1.1 +22.2 +2.6 −0.57 
(−1.05) 

−0.09 
(−0.15) 

−0.35 
(−0.59) 9 hours 

 

Table 66 shows the increase of green surfaces and trees (in %) comparing the 
SBAU and the SGREEN, and the consequent improvements of outdoor thermal comfort 
conditions by evaluating PET, PMV and UTCI. The average daily variation of PET, 
PMV and UTCI for August 7th, 2015 (from 8 am to 6 pm) for two points (in Arquata 
and in Mediterraneo UC points, see Figure 162) was shown in Table 66. Greater 
improvement of the indexes are visible in Mediterraneo neighbourhood due to more 
relevant mitigation action. Figure 163 shows how PET changes during the day by 
comparing the SBAU and SGREEN scenarios for different points (see Figure 162). 

 

 
Figure 163. Comparison between SBAU and SGREEN on August 7th, 2015: hourly values of PET 

(°C) at specific points (UC) [59]. 
 
With Envi-met it is possible to map the urban thermal comfort indices to 

observe where the main changes occur. Figure 164 shows the absolute difference 
of UTCI and PET of the two scenarios at 1 pm in Mediterraneo (taking into account 
a person that is walking at 2 km/h) for August 7th, 2015. There was a slight overall 
improvement throughout the neighbourhood, and the main progresses were 
particularly visible where the new green areas were inserted. PET is more effective 
because UTCI as used in the software is limited to a wind speed and this does not 
allow us to see the improvements in comfort within the courtyards. 
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(a) Mediterraneo: absolute difference UTCI at 1 pm 

 
(b) Mediterraneo: absolute difference PET at 1 pm 

Figure 164. Comparison between SBAU and SGREEN on August 7th, 2015 [59]. 

 
Impact of urban morphology on thermal comfort 

The relation between outdoor thermal comfort conditions and urban 
morphology was investigated by analyzing the orientation, the building density 
(BD) that is the ratio between the total volume of the buildings and the building 
block area, and the urban canyons height-to-width ratio (H/W) that is the ratio 
between the building height and the distance between buildings. 

In the first part of this analysis, the results on thermal comfort conditions with 
different types of outdoor surfaces, urban contexts and orientations have been 
investigated for August 7th, 2015. Figure 165 shows the Tmrt in two courtyards with 
H/W of 0.6 m/m (orange line) and 0.4 m/m (blue line). The summer comfort 
conditions are better with East-West orientation and H/W of 0.6 m/m, this is due to 
the fact that the hours in which the courtyard is sunny are from 10 am to 1 pm (3 
hours). With North-South orientation and H/W of 0.4 m/m the hours of sunshine 
range from 11 am to 3 pm (4 hours), hours in which the solar irradiation has a 
maximum intensity. Similar trend can be observed in Figure 7b, which shows the 
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Tmrt in an urban canyon with H/W of 0.7 m/m. Considering the urban canyon 
without tress (red line), the summer comfort is better with the East-West 
orientation, and the hours of sunshine are from 9 am to 1 pm (with North-South 
orientation from 12 am to 4 pm). Using trees (green line) it is possible to reduce the 
Tmrt in a few hours during the day. 

 

 
(a) courtyards with H/W = 0.6 and H/W = 0.4 

 
(b) urban canyon with H/W = 0.7   

Figure 165. The mean radiant temperature (Tmrt) from 7 am to 6 pm for August 7th, 2015 [59]. 

 
In the second part of this analysis, average values of the BD and H/W were 

calculated for each neighbourhood, and Figure 166 shows the correlations between 
the urban parameters and the average Tmrt on August 7th, 2015 and on January 1st, 
2015 for the six neighbourhoods. From these findings it has emerged that 
neighbourhoods that have a prevalent East-West orientation, BCR of 6-8 m3/m2 and 
H/W of 0.55-0.6 m/m (Raffaello, Mediterraneo and Crocetta) can achieve higher 
levels of summer and winter comfort conditions. Sacchi has characteristics similar 
to the previous neighbourhoods, but the characteristics that define the 
neighbourhood are “not optimal”; in this case it is necessary to improve the winter 
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comfort with compensatory measures. Finally, Arquata and Villaggio Olimpico 
neighbourhoods, that have low values of H/W and BCR, are less dense with higher 
summer temperatures. Therefore in these neighbourhoods it is necessary to 
intervene with compensatory measures in order to improve the summer comfort. 

 

 
(a) summer day: August 7th, 2015 

 
(b) winter day: January 1st, 2015 

Figure 166. Correlations between urban parameters (BD and H/W) and the mean radiant 
temperature (Tmrt) [59]. 
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Chapter 6  

Energy efficiency policies and 
financial instruments  

 Chapter overview 

To address the issue of underinvestment in energy efficiency, revisions in 2018 
to the Energy Performance of Buildings Directive 2010/31/EU and Energy 
Efficiency Directive 2012/27/EU, have strengthened the existing policy and 
financial framework. 

New elements include the reinforcement of existing financial instruments, 
establishment of new financial models or supporting mechanisms and a more active 
participation of financial institutions. In line with these actions, the European 
Commission launched the Smart Finance for Smart Buildings Initiative in 2016, 
with the aim to further mobilize private financing for sustainable energy in 
buildings. This initiative stresses the importance of more effective use of public EU 
funding and the need to de-risk energy efficiency investments in buildings by giving 
investors and private financiers a better understanding of the risks and benefits of 
energy efficiency. 

A solid financial component has also been underlined as a prerequisite for the 
successful implementation of the long-term building renovation strategies set up by 
the EU Member States in accordance with the Energy Performance of Buildings 
and Energy Efficiency Directives. 

This chapter gives an overview of energy efficiency policies of EU for 
buildings [60] and describes financial instruments and mechanisms at European 
level for each country used to promote energy retrofit in buildings [61,62] (Figure 
167). 
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Figure 167. Flowchart of Chapter 6 

 Energy efficiency policies of EU for buildings 

In order to understand how the EU policies have been effective in transforming 
the building stock and in reducing the energy consumption in new and existing 
buildings, this section investigates EU energy efficiency policy initiatives affecting 
the building sector. 

6.2.1 Early beginnings energy efficiency policy 

The development of energy policy was at the heart of the European project, 
with the ECSC Treaty (establishing the European Coal and Steel Community) in 
1951 and the Euratom Treaty (establishing the European Atomic Energy 
Community) in 1957. In the 1970s and 1980s, the initial emphasis of energy policies 
was on the security of energy supply as result of the Oil Embargo in the 1970s [315–

317]. Following the oil crisis in OECD countries in the 1973-1974, energy 
efficiency started to emerge as an important policy response to enhance oil security 
[245,318,319]. At the time, energy security was associated with “security of oil 

supply”, but was later evolved to focus on other energy carriers including natural 
gas and renewable energy [320]. 

Following the first oil crisis, the European Council adopted a Resolution 
promoting energy savings in 1974 with the goal of reducing the rate of energy 
consumption growth and reach by 1985 a level 15% below the January 1973 
estimates (Council Resolution of 17th December 1974, OJ C 153/2). In 1980, the 
European Council introduced a target for energy intensity and adopted policies 
including energy pricing measures (Council Resolution of 9th June 1980, OJ C 
149/1). The Council Resolution of 16th September 1986 (86/C 241/01, concerning 
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new Community energy policy objectives for 1995 and convergence of the policies 
of the Member States3) emphasized the need to search for balanced solutions as 
regards energy and the environment, make use of the best available and 
economically justified technologies and improve energy efficiency. This Council 
Resolution represented the first EU policy initiative adopting an EE target with the 
aim to achieve greater energy efficiency in all sectors and to tap into various energy 
saving possibilities. The EE target was defined as a minimum 20% improvement in 
the "efficiency of final energy demand" ―defined as the ratio of final energy 

demand to gross national product― by 1995.  
In 1987, the Commission Communication entitled “Towards a continuing 

policy for energy efficiency in the European Community” (COM(1987)223 final) 
proposed fourteen EE measures to Member States to help achieve the 1995 target. 
Seven out of the fourteen recommended policies were related to the provision of 
consumer information, seen as essential element to trigger investments in energy 
efficiency in a period of low oil prices.  

In 1990, the climate change issue started to emerge and in the same year the 
European Council of Environment and Energy Ministers agreed on 29 October 
1990 to stabilize total CO2 emissions in 2000 at the 1990 levels. 

Following the first Intergovernmental Panel on Climate Change (IPCC) 
Assessment report and establishment of the UNFCCC at the Rio Summit in 1992, 
the mitigation of climate change impacts became a key component of the EU energy 
policy along with the security of energy supply and competitiveness of energy users 
[321–323]. It was highlighted that EE contributed to three pillars of energy policy: 
the reduction of energy demand (and the related CO2 emissions), the reduction of 
energy imports to meet energy service demand, and the cheaper energy services due 
to the reduction in energy use [324]. 

In the field of energy performance of buildings, the existence of large variations 
in energy performance levels and norms at Member State level gave a reason to 
consider policy action at the EU level [325,326]. The early EU energy efficiency 
policies for buildings constituted the “Construction Products Directive” in 1989, 

the “Boiler Directive” in 1992 and the “SAVE Directive” in 1993 [327].  

6.2.2 Energy efficiency action plans and climate energy targets 

Since 2000 the Commission has published several Energy Efficiency Action 
Plans laying out its strategic vision and proposing actions such as new policies or 
strengthened existing measures. 

The 2000 Action Plan [324,328] proposed several reinforced actions, building 
on the SAVE Directive provisions on buildings. The Action Plan acknowledged the 
fact that different implementation and enforcement approaches of the SAVE 
Directive led to mixed results. The Commission in its 2000 Action Plan highlighted 

                                                 
3 https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:31986Y0925(01)&from=IT. 
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the need to amend the SAVE Directive, define more concrete measures and 
strengthen reporting and compliance procedures. While a more coordinated and 
harmonized approach was recommended in the Action Plan, the freedom for 
Member States to set their own efficiency requirements was also stressed. This 
Action Plan has nonetheless served as a key trigger that shaped the policy cycle 
leading to the development of the EPBD in 2002. 

In 2006 the European Commission published its second Energy Efficiency 
Action Plan4 [329–331]. Its scope was to control and reduce energy demand and to 
take targeted action on consumption and supply with the intention to save 20% of 
annual consumption of primary energy by 2020 compared to baseline energy 
consumption forecasts for 2020. This objective corresponded to achieving 
approximately a 1.5% saving per year up to 2020. Following the 2006 Action Plan 
in March 2007, EU leaders committed Europe to become a highly energy-efficient, 
low carbon economy and agreed on the targets, known as the "20-20-20" targets, 
by 2020 [332], which were formulated as: a 20% reduction in greenhouse gas 
emissions compared to 1990 levels; an increase in the share of energy from 
renewable energy sources to 20%; improvements in energy efficiency that lead to 
20% EU primary energy savings. 

In 2011 the new Commission presented the Roadmap for moving to a 
competitive low carbon economy in 20505 introducing new far-reaching targets to 
promote energy security, energy equity, and environmental sustainability: a cut in 
GHG emissions of 40% in 2030, 60% in 2040 and 80-95% in 2050 compared to 
1990 levels [333]. At the same time the Commission adopted a new Energy 
Efficiency Action Plan [331]. Given the large energy saving potential of building 
renovations, the Plan stressed the need of more energy renovations in private and 
public sectors and introduced energy efficiency criteria for public buildings. Some 
measures introduced by the Plan were directed towards addressing the issue of ‘split 
incentives’, promoting the use of cogeneration combining electricity generation and 

district heating systems (wherever possible) and facilitating the use of tools such as 
energy performance contracting, energy audits, and ESCOs. 

In 2014, the EU adopted energy and climate targets for 2030 as part of the 
Intended nationally determined contributions (INDC) to UNFCCC process leading 
to the Paris agreement. These were defined as: a 40% reduction in GHG emissions 
compared to 1990 levels, a minimum 27% share of renewable energy consumption, 
and at least 27% energy savings [321,334]. In 2018, following the discussions on 
setting the legal basis for the targets, the renewable and energy efficiency targets 
were modified to 32% and 32.5%, respectively. 

                                                 
4 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=LEGISSUM:l27064. 
5 COM(2011) 112 final (https://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2011:0112:FIN:EN:PDF). 



   Chapter 6 
 

288 
 

6.2.3 Energy performance of building directive 

The first cohesive European legal act on energy policy in buildings was the 
Energy Performance of Buildings Directive (EPBD, 2002/91/EC). Introduced in 
2002, it aimed to tap into the large cost-effective saving potential of the sector 
(namely 22% in a 10-year period) underlined by several Commission 
Communications6. With this initiative, the European Union transposed a key article 
of its founding Treaty7 (new Article 191 on environmental protection), based on 
the idea to, inter-alia, improve the security of energy supply, increase employment 
and eliminate large differences observed between Member States.  

In compliance with the EPBD Article 11, after the official transposition by the 
Member States (due by 4th January 2006) and the first years of implementation, the 
Commission started to evaluate the Directive in light of the experience gained 
during its application. Following this evaluation, the EPBD underwent a recast 
procedure in order to clarify and strengthen several provisions, the result of which 
was the adoption of the EPBD recast 2010/31/EU of 19th May 2010. Overall, the 
EPBD policy framework laid down the foundation for: setting minimum energy 
performance standards in new buildings and existing buildings under major 
renovation; ensuring that prospective buyers or renters are well informed and 
thereby encouraged to choose higher than minimum standards in their decision 
making processes; speeding up the rate at which investors engage in energy 
efficiency projects (including through finance). 

The following sections give an overview of the first EPBD (2002) and describe 
the re-cast of EPBD in 2010 and its amendment in 2018. 

EPBD 2002 

With the Directive 2002/91/EC of 16th December 2002, the European 
Parliament and the Council introduced a joint energy performance calculation 
methodology for buildings. The following main areas of action were identified: 

1. National minimum requirements and specific energy performance 
measures for new buildings and large (more than 1000m2) existing 
buildings undergoing major renovation; 

2. Specific provisions for the set-up of mandatory national energy 
performance certificate (EPC) schemes for both new and some 
categories of existing buildings, including the need to display EPCs 
together with recommended indoor temperatures in large public 
buildings; 

3. Revised conditions for the inspection of boilers and heating/cooling 
systems, made by qualified and accredited experts. 

 

                                                 
6 COM (2001) 226, COM (2000) 769 of 29 November 2000 and COM (2000) 247 of 26 April 2000. 
7 https://eur-lex.europa.eu/collection/eu-law/treaties/treaties-force.html.  
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In accordance with the European subsidiarity principle and considering the 
local peculiarities and climatic differences, Member States were asked to transpose 
the EPBD provisions within a three year period. Given the novelty of the Directive, 
in particular in relation to building codes and certification schemes [335,336], the 
progress of the transposition in several Member States was rather slow 
[335,337,338]. Member States were therefore given the possibility to apply for an 
additional period of three years (until 2009) to comply with the provisions of the 
Directive. 

EPBD 2010 

In 2009 the European Commission presented the recast of the EPBD8 
(2010/31/EC, EPBD Recast) with the aim to strengthen some original EPBD 
provisions and capture additional energy savings as stated in the 2006 Action Plan. 
The main purpose of the EPBD recast was to ensure that national Minimum Energy 
Performance Requirements adopted by Member States had similar ambition levels 
in terms of energy savings and greenhouse gas emissions reduction. This is because 
some national standards were not ambitious and cost-effective enough [339]. To 
this end, Article 5 of the EPBD recast introduced the cost-optimal methodology as 
the guiding principle for setting building energy requirements and Article 9 
introduced the concept of “nearly zero-energy buildings” (NZEBs) according to 

which all new private buildings will have to comply with nationally defined NZEB 
standards by January 2021.   

The new EPBD also eliminated the threshold of 1,000 m2 for existing buildings 
under renovation to meet energy performance standards and installation 
requirements. In addition, energy performance requirements were introduced for 
technical building systems (heating, hot water, ventilation, cooling, air 
conditioning). The provisions related to the EPCs and inspection of heating and air-
conditioning systems were reinforced to make them more effective. The EPBD 
recast aimed to raise the importance of financial incentives to promote energy 
renovations and required Member States to identify and submit to the Commission 
national financial measures to improve energy efficiency. From the Commission’s 

side, support was made available in terms of structural funds, European Investment 
bank funds and other EU funds.  

EPBD 2018 

In order to implement the Energy Union Strategy9, in November 2016 the 
Commission adopted a package of measures (the Winter Package) to revise the 
EED and EPBD and align them to the new 2030 energy and climate targets. The 
EPBD amendment procedure started at the end of 2016 and ended on 30 May 2018 

                                                 
8 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32010L0031. 
9 COM/2015/080 final. 
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with the approval of Directive 2018/844/EU. The Commission also launched a new 
buildings database – the EU Building Stock Observatory10 – to track the EP of 
buildings across Europe. In order to stimulate and increase the level of direct 
investment towards the renovation of the building stock, the Commission launched 
the ‘Smart Finance for Smart Buildings’ initiative, which aims to unlock an 
additional EUR 10 billion of public and private funds. 

On 19th June 2018 the new Directive (2018/844/EU, EPBD) was published and 
the revised provisions entered into force on 9th July 2018. This revision introduces 
targeted amendments to the current EPBD aimed at accelerating the cost-effective 
renovation of existing buildings, with the aim of a decarbonized building stock by 
2050 and the mobilization of investments to reach this goal [340]. The revision also 
supports electro-mobility diffusion by mandating electro-mobility infrastructure 
deployment in buildings' car parks. It also introduces new provisions to enhance 
smart technologies and technical building systems, including building automation. 

Member States have 20 months to transpose the Directive into national laws 
(namely by 10th March 2020). 

6.2.4 Energy Services Directive and Energy Efficiency Directive 

The Energy Services Directive (ESD - 2006/32/EC) is broadly considered as 
successor of the SAVE Directive and the predecessor of the EED. Adopted in 2006, 
the ESD laid out the foundation for setting indicative national targets equivalent to 
at least 9% energy savings by 2016 and introduced reporting obligations through 
the preparation of National Energy Efficiency Plans (NEEAPs) [341,342]. Whilst 
the ESD did not have any specific focus on buildings, it included some provisions 
on metering and billing, financing and energy performance contracts. These 
provisions were strengthened in the subsequent EED, discussed below. 

The legal basis of the 2020 targets and other provisions stipulated in the 2011 
Energy Efficiency Action Plan was established in the Energy Efficiency Directive 
(EED, 2012/27/EU) which was adopted in December 2012 as part of the European 
Energy and Climate Package [343].  

The Directive quantified the 20% energy efficiency target in terms of absolute 
primary and final energy consumption levels by 2020 and required MSs to 
contribute to the overarching EU target by setting their own energy efficiency 
targets at national level. While these targets are of indicative nature, the Directive 
set several mandatory EE policy measures to help reach the target, focusing on all 
stages of the energy chain from production to end use. The most important EED 
articles on buildings included the requirement for the public sector to renovate its 
central government building stock (Article 5), the setup of metering and billing 
requirements measures (Articles 9-11) [344] and establishment of long-term 
strategies for national building stock renovation (Article 4). The Directive also 

                                                 
10 https://ec.europa.eu/energy/topics/energy-efficiency/energy-efficient-buildings/eu-bso_en. 

https://ec.europa.eu/energy/topics/energy-efficiency/energy-efficient-buildings/eu-bso_en
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included provisions to promote energy performance contracting in the public sector 
(Article 18) [345], to remove split incentives (Article 19a) and to establish 
mandatory audits for large companies (Article 8) [346]. Lastly, the Directive pushed 
to open up energy markets to demand response (Article 15) and establish Energy 
Efficiency Obligation Schemes mandating energy companies to achieve 1.5% 
annual energy savings for final consumers every year (Article 7) [329,347]. In 2018 
the EED was amended (2018/2002/EU) to provide a legal frame for the 2030 energy 
efficiency targets and extend article 7 to 2030. 

 Financial and fiscal instruments 

A solid financial component on energy efficiency has a key role in the transition 
towards climate-neutral buildings, with a need for more targeted financial 
mechanisms, new financial models and more active participation of financial 
institutions.  

To accelerate energy efficiency investments in buildings, the European 
Commission has intensified its efforts in recent years, with specific calls to 
strengthen the existing financial framework, increase funding levels, diversify types 
of financial models and explore new supporting mechanisms. Various private and 
public financial and fiscal mechanisms for energy renovations in buildings are 
currently available in Europe in the form of non-repayable rewards, debt financing, 
equity financing. 

6.3.1 Grants and subsidies 

Grant schemes can be useful at stimulating the market by subsidizing energy 
efficiency investments for households and businesses, which otherwise cannot be 
fully supported by the market alone due to high upfront costs. They directly fill an 
immediate financial gap and thus enable a temporary shift in the market. They 
typically rely on limited resources and can, therefore, neither offer a sustainable 
solution nor support massive market uptake programs.  

Grants mainly serve as direct investment subsidies which may partially or fully 
cover renovation costs including acquisition of material/equipment, advice, 
certification and installation. Across EU Member States, grants are offered for 
projects with investment size ranging from a few thousand to over EUR 1 million, 
reflecting the varying nature and scope of the eligible projects [348]. Any remaining 
costs are either self-financed or covered by a loan. The grant intensity (subsidy 
level) may vary with the following parameters: 

 Energy performance: e.g. subsidy is linked to amount of energy or costs 
saved meaning more support is provided for more ambitious projects; 

 Household income: more favourable conditions may apply for low 
income households or customers subject to fuel poverty; 
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 Specific target group: e.g. condominiums or rented properties may have 
access to higher grant intensity; 

 Intervention measure: e.g. some harder-to-implement interventions 
such as insulation may be associated with higher intensity; 

 Innovativeness of technology: new and emerging technologies may 
receive more support to help their entry to the market. 

Although grants generally score low on the continuity and funding 
sustainability criteria (Table 67), they constitute the most commonly found 
mechanism that EU countries currently use to encourage energy efficiency 
improvements in the building stock. They are typically associated with high uptake 
rates, but even the most prominent instruments cannot offer a real widespread 
implementation. If public grant schemes rely on EU funds, e.g. ERDF, there is often 
a significant delay and uncertainty in setting up follow-up schemes which may have 
a negative impact on market players. In addition, grant schemes often attract 
recipients who would have carried out the investments even without the incentive, 
the so-called free riders. Grant schemes are often designed in a way to crowd out 
any other viable commercial schemes. A more careful design of grant schemes can 
reduce the effects of free ridership. For example, eligible interventions can be 
restricted to renovations leading to state-of-art energy performance or can be 
limited only to a specific target group, e.g. low income households, tenants, and 
small and medium enterprises. Compatibility of these grant schemes with energy 
performance certificates could also leverage in private investments. 

Table 67. Overview of grant schemes as a vehicle for financing energy efficiency investments 
[62]. 

Strengths Weaknesses 

- Can support initial stage of a new 
market/diffusion of new promising 
technologies and deep renovations which 
may be perceived risky by investors. 

- Can be used to provide financial assistance 
to vulnerable groups or low-income 
households meeting political priorities such 
as health or social inclusion 

- Can support energy efficiency projects that 
normally would be too small to get 
attention from commercial banks 

- Cannot offer massive uptake rates  
- Typically more suitable for individual 

interventions which may lead to energy 
saving "locking-in" effect   

- Public budget restrictions may threaten its 
continuation due to high costs 

- May attract free riders  
- May discourage the use of other forms of 

financing such as commercial loans or 
energy performance contracts 

- Can be associated with significant 
paperwork or bothersome application 
processes 

- May have a negative impact on the market 
as a result of manufacturers or contractors 
raising prices (e.g. equipment or services) 
in anticipation 
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6.3.2 Loans 

Debt financing in the form of loans can be a more sustainable means of up-
scaling energy efficiency investments as they can provide liquidity and direct access 
to capital. Loans can be more relevant for energy efficiency measures attached to 
high upfront costs, especially in deep renovation projects which comprise a package 
of multiple intervention measures. Despite this, private debt financial products 
designed specifically for energy renovations in buildings are currently not fully 
developed as financial institutions are often unfamiliar with these investments and 
thus perceive energy efficiency loans as high-risk investments. High transaction 
costs for relatively small projects and failure to offer financing for terms long 
enough to support deeper measures are additional factors hindering market uptake.  

To address some of these issues, international financial institutions and 
governments can intervene to fill the debt gap where local and traditional banking 
sector actors are not active. This can be done through various mechanisms, e.g. 
preferential loans offered by public banks, dedicated credit lines, third party 
financing etc. An example of the latter includes the regional “Ile-de-France 
Energies” third party finance scheme for condominium association supported by a 
EUR 100 million European Investment Bank loan. Given the nature of energy 
efficiency, there are different repayment methods, beyond what is considered 
“traditional”. Traditional schemes refer to any loan and soft loan schemes which 
are attached to conventional repayment methods: that is, a lump sum of money is 
lent which is then periodically repaid through instalments that cover interest and 
principal over a fixed period of time.  Repayments can also take the form of energy 
performance contract bills, property tax and utility bill. All these options are 
discussed below. 

Table 68. Overview of loan schemes as a vehicle for financing energy efficiency investments [62]. 

Strengths Weaknesses 
- Represents a more sustainable means of 

financing than grants as capital is preserved 
and can be re-lent as soon as loan 
repayments are partly or fully made 

- Can be combined with various support 
mechanisms such as a revolving fund 
mechanism which ensures that loan funds 
are cycled back into the fund for more 
energy efficiency projects 

- Can be easily implemented by banking 
institutions, reducing long bureaucratic 
processes often linked with  government 
grant schemes 

- Households and other target recipients may 
be unwilling to take on (additional) debt 

- Lack of understanding of value of energy 
efficiency projects by financial institutions 
remains a key barrier 

- Acquiring a second loan (e.g. on top of 
existing mortgage) may be complicated 

- Not suitable for vulnerable groups as credit 
worthiness of certain target groups would 
reduce their eligibility 

- Small projects may not be attractive for 
bankers 
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Traditional loan and soft loan schemes 

Various international financial institutions and EU governments have begun 
experimenting with loan schemes that offer attractive terms to customers for energy 
efficient projects. In most cases, preferential or soft loans —government supported 
loans offered at below market interest rates— are delivered through public-private 
partnerships where the government provides financial support to a bank, which in 
turn offers a loan scheme with preferential interest rate to its customers. Typically 
credit lines are extended to financial institutions as low interest rate loans by a donor 
or a government. The recipient institution then on-lends the funds to customers (e.g. 
private individuals, condominium association, commercial customers, public 
authorities, energy service companies, etc.) to invest in energy efficiency projects. 
They can be an alternative or a complementary measure to subsidies.   

Low interest rates are a common feature of most of national loan schemes in 
the EU targeting energy efficiency investments. In certain cases, zero interest rate 
loans are available such as in Belgium, Croatia and France. These are typically 
directed towards the most vulnerable groups such as low income households. In 
France, the cost difference between the normal- and zero-rate loans is paid by the 
government through a tax credit scheme offered to participating banks. The 
combination of loans and grants in order to partially offset project costs are also a 
common practice. For example, the Bulgarian Energy Efficiency and Renewable 
Source Fund offers incentive payments of 20-35% with a funding cap of EUR 
9,000. The Bulgarian scheme also provides Energy Service Companies (ESCOs) 
portfolio guarantee, and thereby undertakes some of the risk associated with 
disruptions in the flow of receivables of the ESCO. The Estonian Renovation loan 
for apartment buildings, which is designed based on the concept of revolving fund, 
also provides guarantees. In Germany, German public bank KfW receives a subsidy 
from the government to lower the interest rate at which it lends to the commercial 
banks, which can thus propose energy efficiency loans to homeowners under 
market rates. 

Loans with performance contract bill repayment model 

Under an energy performance contract (EPC), an energy services company 
(ESCO) undertakes a project to deliver energy efficiency improvements in the 
premises of the client. It then partially or fully uses the stream of income from the 
cost savings to repay the costs of the project. Following the end of the contract all 
energy savings are transferred to the client. 

There are two main types of energy performance contracts with different loan 
arrangements: 

1. Guaranteed savings: The ESCO guarantees a certain level of energy savings 
and in this way shields the client from any performance risk. The loan goes 
on the client's balance sheet and the ESCO assumes full project performance 
risk. 
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2. Shared savings: The savings are split in accordance with a pre-arranged 
percentage between the client and the ESCO, i.e. the loan goes on the 
ESCO's balance sheet. The ESCO finances the project and assumes debt 
obligation on balance sheet. The ESCO assumes both (partial) project 
performance and credit risks. There is no standard split of the share of the 
ESCO vs. the client, as it depends on the length of the contract, payback 
time and underlying risks taken. 

ESCO projects11 can either be financed through internal funds of customers or 
ESCOs, or alternatively through third-party financing. While financing is not 
supposed to be part of the key ESCO activities, they may often provide or arrange 
for the financial terms of the project in the case of the shared savings EPC model. 
In the customer financing model, the ESCO does not participate in the financial 
solution of the project, but instead its role is restrained to the technical and 
managerial aspects. Project financing may also come from a third party, typically a 
financial institution, instead of internal funds of the ESCO or of the customer. 

Table 69. Overview of energy performance contracts as a vehicle for financing energy efficiency 
investments [62]. 

Strengths Weaknesses 
- Reduces or eliminates performance risk of 

energy efficiency measures 
- Eliminates need for internal technical 

expertise and packages all services in a 
single contract/source of accountability  

- Avoids upfront capital expenditure in case 
of shared model 

- Incentivizes ESCOs to provide optimised 
and state‑of‑the‑art solutions to maximize 
energy savings 

- Uncertainty of baseline measurement and 
ex-post measurement challenges 

- Difficulty to access finance by ESCOs who 
may become very indebted 

- Not suitable for small projects due to high 
transaction costs 

- Difficulty to promote ESCO models in 
markets which are not yet mature 

 
Loans with on-tax repayment model 

Property Assessed Clean Energy (PACE) is a means of financing energy 
renovations through the use of specific bonds offered by municipal governments to 
investors. The governments use the funds raised by these bonds to loan money 
towards energy renovations in residential or commercial buildings. The loans are 
repaid over the assigned term – typically 15 or 20 years – via an annual assessment 
on their property tax bill. The long repayment term attached to PACE programmes 
allows for investments with long payback times to be considered in the renovation. 
This additional tax assessment is placed on the property rather the property owner 
which means that PACE assessments are also transferable. In other words, it is 
possible to recoup the investment upon sale thereby reducing the concern about 

                                                 
11 A large database of good practices on ESCO projects can be found here: https://guarantee-

project.eu/bestpractice/ 
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investment recovery during sale transactions. PACE programmes are secured by a 
senior lien on the owner’s property, which avoids repayment security to be attached 

to the borrower's creditworthiness and is therefore more attractive to financiers. The 
loan is attached to the property, so it can be transferred and paid off by the next 
owner. 

PACE programmes are mainly implemented in the United States with a 
reported $150 million in federal grant funds initially allocated (LBNL, 2011). 
Currently, there are 36 US states with PACE enabling legislation, 12 with active 
programmes and others in the process of programme development. It should be 
noted that PACE programmes were suspended in 2010 due to the fact that U.S. 
mortgage authorities Freddie Mac and Fannie Mae refused to finance mortgages 
with PACE liens. This occurred because PACE loans are generally assigned first 
lien status; that is, in cases of default, they are paid off to the municipality before 
the main mortgage is paid to the lender [349].  

Despite this issue, in the US there is still growing interest around the PACE 
mechanism. PACE financing is not yet available in the EU, however, pilot project, 
EuroPACE12 is testing the concept in Olot, a municipality in Catalunya. The 
EuroPACE project aims to adopt best practices from the US PACE market and 
enhance its impact in the European market. 

Table 70. Overview of On-Tax repayment schemes as a vehicle for financing energy efficiency 
investments [62]. 

Strengths Weaknesses 
- Avoided upfront capital expenditure 
- Can be paid off over extended periods of 

time 
- Can be transferred to next owner if property 

is sold 
- Associated with lower probability of default 

than in standard loans due to reduced red 
tape for lenders in case of default ( it is the 
tax collector who carries the burden)  

- Can be combined with technical assistance 

- Selling the property might be challenging if 
buyers don't want the loan 

- Effective only if national tax collection is 
well‑structured and transparent. Not all 

countries collect property taxes in the way 
that is suitable for PACE 

 
Loans with on-utility bill repayment model 

On-bill financing is a mechanism that reduces upfront cost barriers by linking 
repayment of energy efficiency investments to the utility bill and thereby allowing 
customers to pay back part or all costs of energy efficiency investments over time. 
The funds can originate from utilities, the state or third parties. Savings made by 
energy efficiency investments under this mechanism can be higher than the cost to 
make the investment, ensuring the total post-renovation utility bill does not exceed 
the pre-renovation bill. They can be particularly useful for small businesses with 

                                                 
12 https://www.europace2020.eu/ 
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limited capital to spend as well multi-family or rented properties where split 
incentive deter such investments. On-bill finance programmes can be categorized 
into: (1) on-bill loans and (2) on-bill tariffs. The main difference between the two 
is that on-bill loans must be paid off in case of ownership transfer while on-bill 
tariffs assign the obligation to the property, thus allowing for a transfer of the 
repayments to the next tenant or buyer.  

Utility on-bill financing programmes, typically administrated by utilities, have 
been used in the US for many years. The US experience shows that while on-bill 
financing can successfully overcome important barriers such as upfront cost and 
split incentives, there are still issues that need to be addressed such as the need to 
modify billing systems, role of utilities  as financial institutions, risks of no 
payment, handling transfer of property, diversifying sources of capital, etc. In the 
European context, the first on-bill financing scheme was implemented in the UK in 
2013 with the introduction of the Green Deal, which enabled owners and occupants 
to install EE improvements at no up-front cost. The scheme initially gained 
momentum before it was effectively ended due a number of key barriers including 
uncompetitive interest rates in comparison with general home improvement loans 
or traditional commercial bank loans. 

Table 71. Overview of On-Utility Bill repayment schemes as a vehicle for financing energy 
efficiency investments [62]. 

Strengths Weaknesses 

- Avoided upfront capital expenditure 
- Ease of repayment linked to bill neutrality 

concept 
- Access to finance for customers who are not 

able to qualify for traditional financing 
options 

- Can be transferred to the next owner 

- Challenging design elements such as  
modification of billing systems, role of 
utilities  as financial institutions, risks of no 
payment, handling transfer of property, 
diversification sources of capital 

- Difficulties in assessing credit risk of 
customers through their historical payments 

- Customer risk of power shut‑off  or 

repayment issues  when customers partially 
pay their bills 

6.3.3 Fiscal instruments 

Tax incentives can increase demand for energy efficiency projects by reducing 
the cost of the energy efficiency improvement through reduced taxes for households 
and businesses. They can be less costly than grant schemes and are considered a 
popular instrument promoting energy efficiency in certain EU countries. They may 
work well alongside a taxation scheme, whereby the tax loss attributed to the tax 
incentive scheme is offset by revenues from taxation for energy intensive industries. 
They are effective if the tax collection rate is sufficiently high and can be useful at 
promoting new technologies that lack profitability at current stage. They can take 
various forms, such as accelerated depreciation, tax exemptions, income tax or 
VAT reduction (Table 72). As in the case of grant schemes, tax incentives are 
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susceptible to free ridership issues and therefore careful design of this policy is 
needed. 

Table 72. Types of tax incentives [350]. 

Tax deduction 
Eligible investment costs relating to energy efficiency measures can be 
deducted (fully or in part) from income or revenues liable to taxation 

Tax credit 
Similar to tax deductions but investment costs are deducted (fully or in part) 

from respective taxes due to be paid 

Tax reduction 

Purchase taxes or sales taxes are reduced for qualifying equipment or services, 
e.g. reduced value added taxes for insulation material and installation services. 
This is either done directly at the point of sale (tax  reductions) or applications 

for tax refund must be filed after the purchase (tax rebates); 

Accelerated 
depreciation 

It allows purchasers to depreciate the costs of their energy efficiency 
investments more rapidly than standard investments, thus effectively reducing 

the after tax total cost of the equipment; 

Tax or customs 
duty exemptions 

They relieve purchasers from paying customs duties or import taxes on 
qualifying imported equipment or excise tax on consumption or purchase of 

specified products, e.g. highly efficient appliances. 

 
Income tax credits/deductions 

Income tax credits or deductions form the most common type of tax incentive 
scheme across the EU. Tax schemes directed towards energy renovations of 
buildings are currently favored in Belgium, Denmark, Netherlands, France, Italy 
and Greece. The schemes are often designed with a specific technology focus, 
which mean that they are designed to stimulate investments in specific 
technologies/measures rather than set overall energy performance criteria. An 
exception is the Italian tax credit scheme which offers the option of a 
comprehensive retrofit package in addition to their list of individual measures.  
France, in its recently enacted law on Energy Transition for Green Growth (2015) 
has announced rebates for home renovations, whereby taxpayers will receive a tax 
credit corresponding to 30% of renovation costs incurred to make their homes more 
energy efficient. In the Netherlands, the Dutch Energy Allowance investment 
scheme offers innovators a stimulus to develop new technologies that have a better 
energy efficiency performance than reference technologies. By allowing for 
frequent updates of the eligible measure list, the schemes can facilitate the market 
introduction phase of new technologies. Selected schemes are described in more 
detail below, as they can provide examples of how to effectively design a potential 
tax incentive scheme in case this type of instrument is to be considered in the future 
by the Cypriot authorities. While tax incentives can be expensive due to reduced 
government income as a result of lowered collected tax, these should be considered 
in conjunction with new tax revenues as a direct impact of the scheme. The latter 
has been possible in the case of the French and Italian schemes. 
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Table 73. Overview of tax incentive schemes as a vehicle for financing energy efficiency 
investments [62]. 

Strengths Weaknesses 

- Can work well if the tax collection rate is 
sufficiently high 

- Can be useful at promoting new 
technologies that lack profitability at 
current stage 

- In certain cases, they can increase tax 
revenues to the government 

- Usually have a poor performance in an 
economy in recession or in transition 

- Less effective if tax evasion is easy high or 
tax collection rates are low 

- Can be subject to the problem of the “free 

rider” 
- Tax savings to households and businesses 

typically mean reduced tax revenue to the 
government 

 
Property taxation 

Incorporating the building energy class in the evaluation of property tax, which 
currently mostly depends on the real estate value of the building, can give an 
incentive to property owners to invest in energy saving measures in order to reduce 
their tax burden. For instance the property tax could be modified as to reflect the 
current efficiency standard of a building; the better the standard the lower the tax. 
The adjustment can be revenue-neutral —i.e. tax levels are increased for inefficient 
buildings and decreased for efficient ones— or revenue-generating where taxes are 
increased for inefficient buildings only [351]. The generated revenue of the latter 
could feed a public support fund which would provide incentives to groups with 
low creditworthiness or limited capital to invest (e.g. low income households or 
SMEs). A careful design modification of current property tax system to incorporate 
the efficiency level of the building into property tax paid by owners can incentive 
property owners of very inefficient buildings to invest in energy efficiency upgrades 
in order to reduce their tax burden rate. As in the case of other types of fiscal 
instruments, success highly depends on the effectiveness of tax collection 
mechanism. 

Table 74. Overview of property taxation schemes as a vehicle for financing energy efficiency 
investments [62]. 

Strengths Weaknesses 

- Incentives to homeowners to reduce tax 
burden  

- Can work well if the tax collection rate is 
sufficiently high 

- Less effective if tax evasion is easy high or 
tax collection rates are low 

- Can result to loss of tax revenue for 
government 

- May not be sufficient to incentive 
homeowners 

- May have an adverse effect on 
poor/vulnerable households 
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Value added tax reduction 

Value added tax (VAT) reduction schemes on energy efficiency offer lower 
VAT rates for the purchase and/or installation of various energy efficiency 
intervention measures, ranging from thermal insulation materials to heat pumps and 
biomass boilers. These schemes are diffused in a few EU countries such as Belgium, 
France and Netherlands, with reduced VAT rate being as low as 5% in certain cases. 
Governments can generally use this type of scheme to lower VAT rates for either 
the purchase or installation costs of energy efficiency products and materials as well 
as renewable energy technologies. They aim to influence the choice made by 
consumers and have the advantage of being directly perceived by the consumer at 
the point of purchase. However, there often fail to promote comprehensive energy 
efficiency upgrades at building level and the total amount of the reduction is limited 
by the amount of tax applicable to the product. 

Table 75. Overview of VAT reduction schemes as a vehicle for financing energy efficiency 
investments [62]. 

Strengths Weaknesses 
- VAT reduction mechanism enables 

immediate reduction in investment costs  
- VAT reduction can be cumulated with the 

tax reduction and/or the subsidies for 
energy efficiency investments 

- May be less effective at promoting 
comprehensive energy efficiency upgrades 
at building level 

6.3.4 Other instruments and supporting mechanisms 

Energy efficiency obligation schemes 

Energy Efficiency Obligations (EEOs) are a market-based instrument enacted 
by governments in order to stimulate energy efficiency investments through 
obligations placed on energy companies. Under an Energy Efficiency Obligation 
scheme, energy distributors or retail energy sales companies are required to achieve 
a certain amount of energy savings in a pre-defined time. For example, the Energy 
Efficiency Directive requires Member States to establish energy efficiency 
obligations, mandating energy companies to achieve yearly energy savings of 1.5% 
of annual sales to final consumers. Once implemented, energy efficiency 
obligations have the advantage of boosting the market for energy efficiency 
investments by stimulating the development of new business models such as 
ESCOs. Whilst energy companies may choose to deliver their savings in various 
sectors of the economy such as industry, residential and commercial customers may 
also be targeted in energy efficiency obligation schemes through specific 
interventions in buildings. Following the introduction of the Energy Efficiency 
Directive in 2012 the number of EEOs in Europe has grown from 5 schemes (prior 
to the implementation of the EED) to 16 EEOs [352,353]. 
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Energy efficiency feed in tariffs 

Feed-in Tariffs can be another relevant type of market-based instrument 
introduced by governments to promote the use of specific technologies. Energy 
efficiency feed-in tariffs (EE FITs) represent an innovative instrument inspired 
from the concept of Feed in Tariffs for small-scale renewable and low-carbon 
electricity generation technologies. In the case of energy efficiency, consumers are 
encouraged to reduce their energy use through a reward-based system. The exact 
price for a kWh of energy saved is indicated and the market is allowed to determine 
the quantity of energy savings to be delivered. One of the limits of this instrument 
is the set-up of the price of energy savings and associated risk of a fixed price 
system favoring cheap energy efficiency interventions [354]. As EE FITs are a new 
concept, there are no practical examples from which experiences can be drawn. 

One-stop shops 

The revised Energy Performance in Buildings Directive (EU) 2018/844 
introduces the concept of one-stop-shops. With the establishment of long-term 
renovation strategies (Article 2a of Directive (EU) 2018/844), Member States are 
called to consider advisory tools such as one-stop-shops to inform and assist 
consumers in relation to energy efficiency renovations and relevant financial 
instruments. Article 20(2) also requires Member States to provide information to 
owners and tenants through accessible and transparent advisory tools such as one-
stop-shops. 

One-stop-shops (OSSs) can be defined as advisory tools that facilitate access 
to financial mechanisms, assist consumers in relation to technical and financial 
issues and guide them through a number of key stages in the renovation process.  
OSSs are transparent and accessible advisory tools from the client perspective and 
new, innovative business models from the supplier perspective [355]. 

Assistance through OSSs can help address a number of barriers, such as the 
difficulty in accessing financial incentives, fragmentations of energy efficiency 
interventions, high transaction costs due to small individual investments, 
insufficient understanding of complex energy efficiency interventions, lack of 
reliable and credible information about costs and benefits. 

Homeowners are often engaged in simple or routine works, such as replacement 
of appliances, or modernization projects that are geared towards enhanced comfort 
or aesthetics levels. OSSs promote integrated energy renovation solutions (that is, 
full home renovation, which address energy efficiency in a holistic way) wherever 
possible. They represent a building-related service that facilitates a dialogue 
between building users/owners and suppliers in order to identify solutions 
throughout all stages of the renovation process. The role of OSSs can be thus 
defined as an intermediary point of contact. 

From a practical point of view, OSSs can help clients in selecting appropriate 
contractors and suppliers, taking into account their previous experiences. OSSs 
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often guarantee the quality of the service, and have a few basic packages tailored to 
specific cases. These cover detailed information about what each renovation 
package entails, including possible interventions, solutions and benefits. At the 
same time, from the supplier's point of view (planners, engineers, installers, 
manufacturers, financial partners), OSSs help the provider to simplify interactions 
with single private clients, as OSSs guide clients through visits, decision-making 
processes and other cumbersome processes. 

OSSs overcome market fragmentation on both the demand side and the supply 
side by offering holistic, whole-value-chain renovation solutions [356]. 

The OSS service providers usually are organizations, projects, and independent 
experts or advisors that deal with technical assistance, structuring and provision of 
financial support, helping the client to apply for public funding. OSSs target 
residential buildings, mostly within the private stock. In Europe, several examples 
of OSSs have been identified in Nordic countries, France and Benelux countries 
[355]. Some notable examples of OSSs include the Rhodoshop Programme 
Development Unit in Bulgaria, the Småland-Blekinge pilot OSS in Sweden, the Ile-
de-France Energies13  for residential buildings in France and the Energy 
Investment Unit at Cambridgeshire County Council for public buildings in the 
UK14. The EU programme Horizon 2020 supports establishment of OSSs, 
recognizing their value to mobilize energy efficiency finance. 

Technical assistance 

The European Commission has set up a series of facilities funding Project 
Development Assistance (PDA) to support public authorities and bodies in 
developing bankable sustainable energy projects.  

The European Local Energy Assistance (ELENA) facility, a joint initiative by 
the EIB and the European Commission under the Horizon 2020 programme, 
provides grants for technical assistance on the implementation of energy efficiency, 
distributed renewable energy and urban transport programmes. Established in 2009, 
the ELENA facility has awarded more than EUR 130 million of EU support 
triggering an estimated investment of around EUR 5 000 million on the ground. 
ELENA supports programmes above EUR 30 million with a three-year 
implementation period for energy efficiency and four-year for urban transport and 
mobility. It can cover up to 90% of technical assistance/project development costs. 
The main objective of ELENA is to help private individuals and homeowner 
associations prepare and implement energy renovations in private and public 
residential buildings. 

                                                 
13 https://www.iledefranceenergies.fr/ 
14 https://www.mlei.co.uk/ 
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 Public and private schemes in EU 

6.4.1 Overview of public schemes 

Table 76 provides an EU28 overview of the main public financial and fiscal 
instruments supporting energy renovations in buildings. Many countries have 
chosen to deploy a combination of different instruments, each tailored to address 
different barriers, specific segments and recipient groups within the building sector.  

Financial support is predominantly offered in the form of grants/subsidies, 
followed by loans and tax incentives. Grants and subsidies is a type of instrument 
deployed in all Member States. This is a particularly popular instrument in Austria, 
Croatia, Ireland, Cyprus, Estonia, Latvia, Greece, and Poland. Grants and subsidies 
represent the main type of public support for energy renovations in buildings in 
these countries.  Loans and soft loans are available in over half of the EU countries, 
namely Austria, Belgium, Bulgaria, Czech Republic, Estonia, France, Germany, 
Hungary, Italy, Latvia, Lithuania, Luxembourg, Malta, Portugal, Romania, 
Slovakia, Slovenia, Spain and the UK. Some of these schemes are supported by 
state guarantees such as in Bulgaria, Estonia, France, Italy and Romania. In 
addition, several of these schemes have been designed as revolving funds. 
Examples include the Energy Efficiency and Renewable Sources Fund in Bulgaria, 
the Kredex Fund in Estonia, the National Revolving Fund for Energy Savings in 
the Netherlands and the SALIX scheme in the UK. Tax incentives have been found 
to be active in Belgium, Denmark, Finland, France, Italy, Malta, Sweden, the 
Netherlands and the UK.  These are typically offered in the form of income tax 
incentives (e.g. Belgium, France and Italy) or VAT reduction schemes such as in 
Belgium, France and the Netherlands. 

France, Belgium, Italy and Portugal have enacted all types of instruments for 
all types of buildings covered in our study: residential, commercial and public. For 
all other countries, the main focus is the residential sector, with some instruments 
also targetting commercial buildings and/or public buildings or a different 
combination of building types. In Finland, Ireland, Estonia, and Romania, public 
support is given for residential buildings only. Many of the instruments examined 
herein have been designed to work together with other instruments or be part of a 
policy package. Energy Efficiency Obligation Schemes (EEOs) have been used for 
years in Denmark, Belgium, France, Italy, and United Kingdom and more recently 
in compliance with Article 7 of the Energy Efficiency Directive 2012/27/EU in 
many other countries. In Denmark, France, Luxembourg, Poland and the UK, these 
schemes, inter-alia, cover energy efficiency upgrades in buildings. 

Figure 168 provides a snapshot of all public financial and fiscal instruments in 
this study. In summary, there are 129 instruments supporting energy renovations in 
buildings across the EU, 61% of which are grants/subsidies, 19% loans/soft loans, 
10% tax incentives and the remaining 10% a combination of the above. Our results 
show that around EUR 15 billion are roughly spent by public resources on an annual 
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basis across the EU15. This analysis is based on budget-related information collected 
for 85% of instruments covered in our study. The findings of this study showed that 
the largest schemes in terms of public resources spent are the Italian Eco-bonus tax 
rebate scheme, the French Energy Transition Tax Credit scheme, the German KfW 
Energy Efficient Refurbishment Programme and the Austrian Regional subsidies 
for energy efficiency in residential buildings. 

Table 76. Overview of main public instruments identified in this study that support energy 
renovations of residential, tertiary and public buildings in EU Member States [62]. 

Member 
State 

Sectors 
covered 

Measure Type 
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AUSTRIA 
(AT) 

Residential       4 1) Residential building 
subsidy(“Wohnbauförderung”) 

Commercial       2 
2) Austrian Federal Government’s 

Renovation Drive 
(“Sanierungsscheck”) 

Public       2   

BELGIUM 
(BE) 

Residential       11 1) Green loans for energy efficiency 
investments by households (Brussels) 

Commercial       4 2) Property Tax Reduction (Flanders) 

Public       4 3) Financial incentives for RUE 
investments in buildings (Wallonia) 

BULGARIA 
(BG) 

Residential       4 
1) National Energy Efficiency 
Program for Multifamily Residential 
Buildings renovation 

Commercial       2 2) Residential Energy Efficiency 
Credit Line REECL 

Public       1   

CROATIA 
(HR) 

Residential       3 
1) Programme of energy renovation 
of commercial non-residential 
buildings 2014-2020 (B.4) 

Commercial       1 2) Programme of energy renovation 
of multifamily housing 

Public       1   

CYPRUS 
(CY) 

Residential       3 
1) Grant scheme "Save & Upgrade" 
for residential sector Commercial       1 

Public         

CZECH 
REPUBLIC 

(CZ) 

Residential       5 
1) Operational Programme 
Environment (2014-2020): 
Sustainable Use of Energy Sources 

Commercial       4 2) New Green Savings Programme 
2014-2020 

Public       2   

Residential       2 

                                                 
15 It is important to note that these figures do not refer to any specific period, but rather represent 

a generic year during the duration of the given scheme. Depending on data availability for each 
scheme, this was taken as the average value over a specified period (preferred option) or the value 
given for a specific year or a typical year on average (alternative option). 
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DENMARK 
(DK) 

Commercial       1 1) Green BoligJobordning household 
employment scheme Public       1 

ESTONIA 
(EE) 

Residential       1 
1) Reconstruction of private 
residences and apartment buildings Commercial         

Public         

FINLAND 
(FI) 

Residential       2 1) Energy Grants for Residential 
Buildings/Housing Finance and 
Development Centre of Finland 

Commercial         

Public         

FRANCE 
(FR) 

Residential       6 1) Energy Transition Tax Credit 
(CITE) 

Commercial       3 2) Social Housing eco-loan 

Public       4 3) Energy Saving Certificates 

GERMANY 
(DE) 

Residential       4 1) CO2-
Gebäudesanierungsprogramm 

Commercial       4 2) Market Incentive Programe for 
Renewable Energies (MAP) 

Public       4 4) Energy Incentive Programme 
(APEE) 

GREECE 
(EL) 

Residential       1 1) "Saving at home" Programme  

Commercial         2) Energy savings in Local Self-
Governments 

Public       1   

HUNGARY 
(HU) 

Residential       4 1) Warmth at Home Programme 
(WAH) (funded from carbon credits) 

Commercial       1 
2) Energy Efficiency subsidies for 
public and local governmental 
buildings 

Public       2   

IRELAND 
(IE) 

Residential       5 1) Better Energy Homes (Residential 
Retrofit) 

Commercial         2) Warmer Homes Scheme (Low 
Income Housing Programme) 

Public           

ITALY (IT) 

Residential       5 1) Ecobonus 2017 tax deduction 
scheme 

Commercial       3 

2) Renewable Energy for Heating and 
Cooling and Small Interventions 
Increasing Energy Efficiency Support 
Scheme (Conto Termico 2.0) 

Public       4   

LATVIA 
(LV) 

Residential       2 1) Energy efficiency improvement in 
residential buildings 

Commercial       2 2) Energy efficiency improvement in 
public buildings  

Public       4 3) Energy efficiency in 
manufacturing industry 

LITHUANIA 
(LT) 

Residential       3 
1) Programme for the 
renovation/upgrading of multi-
apartment buildings 

Commercial       2 2) Programme for Improving Energy 
Efficiency in Public Buildings 

Public       1   

LUXEMBO
URG (LU) 

Residential       4 1) Promotion of energy renovation of 
residential buildings 

Commercial       1 2) Klimabank loans 

Public       1   
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MALTA 
(MT) 

Residential       1 
1) Financing Schemes and 
instruments and fiscal incentives Commercial         

Public         

NETHERLA
NDS (NL) 

Residential       5 
1) Subsidy schemes (IRE, MEI, 
UKR, Clean and Efficient 
Demonstration Projects) 

Commercial       3 2) Energy Investment Allowance 
(EIA) 

Public           

POLAND 
(PL) 

Residential       3 
1) Subsidised loans for the 
construction of energy efficient 
houses 

Commercial         
2) Operational Programme 
Infrastructure and Environment 2014-
2020 

Public       1   

PORTUGAL 
(PT) 

Residential       6 1) Energy Efficiency National Fund 

Commercial       3 2) 1 Direito 

Public       3   

ROMANIA 
(RO) 

Residential       2 1) National Programme for 
Improvement of Energy Performance 
in Apartment Blocks 

Commercial         

Public         

SLOVAKIA 
(SK) 

Residential       7 1) State Housing Development Fund 

Commercial       1 2) SlovSEFF II and III (for 
renovation of multifamily buildings) 

Public       1   

SLOVENIA 
(SI) 

Residential       3 
1) Financial incentives for energy-
efficient renovation and sustainable 
construction of residential buildings 

Commercial       2 
2) Financial incentives for the energy 
efficient heating systems in 
residential and Commercial buildings 

Public       1   

SPAIN (ES) 

Residential       3 1) PAREER programme 

Commercial       1 2) PIMA SOL programme 

Public       2   

SWEDEN 
(SE) 

Residential       2 1) EU financial support for energy 
efficiency in buildings 

Commercial       1 
2) Aid for improvement and increases 
in energy efficiency of rental 
accommodation 

Public       1   

UNITED 
KINGDOM 

(UK) 

Residential       7 1) Energy Efficiency Loan Scheme 
(SALIX) 

Commercial       1 2) Energy Company Obligation 
(ECO) 

Public       1   
 

Our findings are in line with data stemming from other reports. Blom, Vergeer 
and Forster (2018) confirmed around 16 billion per year for net public costs 
committed in public schemes (i.e. grants/subsidies, tax rebate, debt finance) —

considering all sectors (not only residential, commercial and public). Historical data 
showed that public funding for energy efficiency in the EU grew from 6 billion in 
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2012 —when the Energy Efficiency Directive (2012/27/EU) was approved— to 
about  7 billion in 2014 [358]. 

While private investments are not included in these figures, achieving the goals 
set out by the EU in 2030 would require significantly higher levels of funding. The 
IEA estimates that 60-100 billion of annual investment is needed in buildings to 
achieve Europe’s 2020 energy efficiency targets alone (considering both public and 

private funds) [359]. Looking out to 2040, the IEA estimates showed that an 
average of 178 billion needs to be invested annually to keep the EU on track to the 
well below 2°C goal [360].  

 

 
Figure 168. Snapshot of financial instruments supporting energy renovations in buildings across 

the EU [62]. 

 
The main instruments identified in each country are summarised below. 

Multiple sources were used to collect the latest information about financial support 
for energy renovations in buildings: the latest National Energy Efficiency Action 
Plans submitted in 2017 by Member States in accordance with Article 24 of 
Directive 2012/27/EU, the long-term renovation strategies submitted in 2017 by 
Member States to comply with the requirements of Article 4 of the same Directive 
and the new draft Energy and Climate Plans submitted in 2018 by Member States 
in the framework of the Energy Union Governance Regulation. Databases such as 
the MURE database on energy efficiency policies and Energy Efficiency Database 
of the International Energy Agency were also consulted. 
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6.4.2 Overview of private schemes 

The landscape of private financing on energy efficiency is complex, involving 
various mechanisms, business models and actors. Many private households, 
companies, project developers and ESCOs decide to invest their own resources to 
improve the energy efficiency of their own or their clients' premises. In addition, 
energy renovations often happen “behind the scenes” of many maintenance, 

modernization and routine restoration works. All these factors mean that it is 
extremely difficult to get a complete picture of private financing practices in the 
area of energy efficiency investments.  

In recent years, financial institutions have been more active in offering 
specialized financial products geared towards energy efficiency investments. At the 
same time, new models based on non-conventional methods of raising funds are 
being explored as a vehicle to drive more investments.  

As discussed earlier, private and public funds are often blended to establish 
financial products with more attractive terms. To make a clear distinction between 
private and public, it was decided to explore financial products which may be 
partially or fully covered by private funds and are dispersed by private 
intermediaries in this chapter16. 

Table 77. List of private schemes in EU Member States [62]. 

MSs Type Name of scheme Timing 

IT 

Commercial 
loans on energy 
efficiency 

Condominium Financing ("Finanziamento 
Condominio") Since 2019 

HR Green Housing Loans by Zagrebacka Bank n/a 

BE Belifus housing retrofit programme Since 2018 

*Mult EBRD Sustainable Energy Financing Facilities schemes Since 2006 

PL Financing energy efficiency by BOŚ commercial bank Since 2012 

UK 

Energy 
Efficiency 
Mortgages 

Eon-BNP Paribas green mortgage product Since 2018 

*Mult Green home ("Casa Ta Verde"), Raiffeisen bank Since 2018 

SE Nordea Green Mortgages Since 2018 

DE MünchenerHyp sustainability loans Since 2015 

DE Crowdfunding 
and energy 
cooperatives 

Bettervest Since 2013 

*Mult CitizenEnergy Since 2014 

DE Econeers Since 2013 

                                                 
16 Instead, financial schemes which are partly or fully supported by public sources and have 

been made available to end users through public intermediaries (e.g. a public bank) have been 
covered in Chapter 3. 
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ES Fundeen Since 2017 

UK 
Specialised 
funds 

Mayor's London Energy Efficiency Fund Since 2018 

LV Latvian Baltic Energy Efficiency Facility Since 2016 

*Mult SUSI Energy Efficiency Fund Since 2009 

UK Energy 
efficiency 
insurance 

HSB Engineering Insurance Since 2014 

DE Energie Einspar Protect (EEP) KlimaProtect n/a 

*Mult Energy Savings Insurance Since 2015 

 
The collected information on private schemes was obtained from desk research, 

and complemented by interviews carried out with national experts. Based on our 
research, we were able to identify 19 private schemes which have been divided into 
the following subgroups: commercial loans on energy efficiency; energy efficiency 
mortgages; crowdfunding and energy cooperatives; specialized funds; energy 
efficiency insurance. 

Commercial loans on energy efficiency 

To scale up energy efficiency investments, commercial banks must take a 
prominent role in tapping into the energy efficiency market. Credit lines established 
by banks can help mitigate the perceived high financial risk of energy efficiency 
projects and lower transaction costs through the establishment of standardized 
project appraisal and loan processing processes. These are often combined with 
technical assistance to improve understanding of the fundamentals of energy 
efficiency projects and eliminate the perceived risks of energy efficiency 
investments. For project developers and/or energy service companies, credit lines 
can expand the pool of commercial debt financing for their projects.  

Energy efficiency credit lines make funds available to participating financial 
institutions including local banks. Typically credit lines are extended to financial 
institutions as a low interest rate loan by a donor (such as a multilateral development 
bank or other international financial institutions) or by government. The recipient 
institution then on-lends the funds to borrowers (private or legal persons) to invest 
in energy efficiency projects. 

Table 78. Main strengths and weaknesses of commercial loans on energy efficiency [62]. 

Strengths Weaknesses 

- More sustainable means of financing than 
public funds;  

- Support to deeper/more ambitious 
renovations 

- Down-payment may be high;  
- Unwillingness to take on additional  
- debt;  
- High transaction costs for small projects 
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Energy Efficiency Mortgages 

Energy efficient (or green) mortgages are an attractive way of tapping into the 
mainstream mortgages market. An energy efficient mortgage (EEM) is a loan 
product that allows borrowers to reduce their utility bill costs by allowing them to 
finance the cost of energy-efficient upgrades into a new housing purchase or the 
refinancing of existing housing. Preferential mortgage terms may be offered to 
efficient properties, or existing mortgages can be extended in order to finance 
efficiency improvements. Energy efficient mortgages give the opportunity to obtain 
better borrowing terms, finance upgrades as part of a single mortgage, increase 
debt-to-income qualifying ratios and allow consumers to qualify for a larger loan 
amount. Energy efficient mortgages can credit a home's energy efficiency in the 
mortgage itself and thereby increase the home buying power of consumers and 
capitalize the energy savings in the appraisal. Alternatively, they are used to 
purchase or re-finance existing homes that will undergo energy efficiency upgrades. 
In other words, they allow borrowers to include the cost of energy-efficiency 
improvements to an existing home in the mortgage without increasing the down-
payment by using the money saved in utility bills. 

In the EU, the pilot projects EeMAP and EeDaPP were recently launched with 
the aim to create a standardized framework and data collection architecture for 
energy efficient mortgages. These are funded by the European Commission’s 

Horizon 2020 Programme and supported by 40 major European banks. The pilot 
scheme EeMAP17 is aimed at creating new European standardized criteria for 
energy efficiency mortgages under the EU funded Energy Efficient Mortgages 
Initiative. Some of Europe’s largest banks are participating in the pilot, including 

BNP Paribas, ING Bank, Nordea Bank and Société Générale. Given the rapidly 
growing investor demand for green mortgage-backed bonds, the business case for 
lenders to provide more attractive mortgages to those opting for greener homes has 
received more attention in recent years. Lower utility costs and their ability to hold 
their value better over time mean green homes are increasingly recognized as less 
risky investments for both borrowers and lenders. 

Table 79. Main strengths and weaknesses of energy efficiency mortgages [62]. 

Strengths Weaknesses 
- Access to low cost capital;  
- Enhanced borrower ability to pay monthly 

instalments; 
- Long repayment period 

- High transaction costs for small projects; 
- High collateral requirements 

 

                                                 
17 https://eedapp.energyefficientmortgages.eu/. 
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Crowdfunding and energy cooperatives 

Crowdfunding is a term used to describe the collective effort made by a large 
number of individuals (investors) with the aim to pool funds together and support a 
project, cause, business idea or loan initiated by other people or organizations 
through an online web-based platform [361]. With annual growth rates exceeding 
100%, crowdfunding has expanded exponentially over the last years, attracting the 
interest of professional financial institutions, institutional investors, venture 
capitalists and angel investors.  

Investments in energy efficiency and renewable energy projects through 
crowdfunding have also gained some popularity, even though they currently 
account only for a considerably small share of the sector. While the two largest 
crowdfunding platforms Kickstarter and Indiegogo focus on innovations in 
consumer products such as energy management or small scale renewable energy 
generation systems, new platforms are designed to give funders the opportunity to 
provide capital in exchange for equity or future return on investments in energy 
efficiency and/or renewable projects. The fastest growth of crowdfunding platforms 
in this area is linked to renewable energy projects. Few other crowdfunding 
platforms have started supporting energy efficiency projects, such as Bettervest, 
ECONEERS and CitizenEnergy but most platforms cover both energy efficiency 
and renewable energy projects.  

Crowdfunding uses a wide range of models. There are 4 different types of 
models supported by crowdfunding: donation crowdfunding, reward crowdfunding, 
debt (peer-to-peer lending) and equity crowd-funding. For energy efficient projects, 
debt (peer-to-peer lending) is the most common type which involves requesting 
support and resources from other investors to meet a certain crowd-investment 
target in exchange for interest. The size of the crowd-investment target can range 
from very small (e.g. a few hundreds) to several hundred thousands or more. 
Crowdfunding for energy efficiency can be used when there is a lack of affordable 
financing or high upfront costs for implementing or scaling up cost‑effective energy 

efficiency measures, e.g. in commercial buildings. Crowdfunding removes the 
involvement of financial institutions and helps projects get off the ground with the 
help of crowd investors, who then expect return on their investment through interest 
payments or equity. In addition, crowdfunding can lead to better awareness and 
support for energy efficiency projects, and offer market outreach and validation for 
new energy efficiency technologies. With the help of the internet, crowdfunding 
can draw support from people across entire countries and increasingly 
internationally. 

Energy cooperatives, on the other hand, rely on members in local communities 
to group together and support projects that would be difficult to get started 
otherwise. Energy cooperatives can cover small districts, entire cities, regions or 
even operate a variety of projects on a national level. Several energy cooperatives 
focusing on renewable energy exist in Europe, many of which are hosted on the 
website of REScoop.eu, the European federation of renewable energy cooperatives. 
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The main difference between energy cooperatives and crowdfunding lies in the fact 
that crowdfunding platforms may have multiple different projects in different 
countries and offer various types of participation as discussed above, while energy 
cooperatives are single organizations typically raising money to fund their own 
projects. Increasingly though, the lines are becoming blurred: cooperatives can 
make their own investment offers or can even make use of crowdfunding platforms 
to fund part of their goals. Ultimately, both cooperatives and crowdfunding take 
advantage of support from individual members of the public to get projects up and 
running. 

Table 80. Main strengths and weaknesses of crowdfunding platforms [62]. 

Strengths Weaknesses 
- Access to finance for consumers not 

eligible for traditional financing options; 
- Awareness raising and wide market 

outreach through the help of the internet 

- May be difficult to reach funding target;  
- Investments may be risk given weak 

regulatory framework protecting 
participants 

 

Energy efficiency insurance 

Energy efficiency (or energy savings) insurance is an innovative product in 
which policies protect the installer or owner of an energy efficiency project from 
under-achievement of predicted energy savings. One of the main barriers of the 
energy efficiency investments in buildings is the uncertainty associated with risks 
in terms of the assets installed, the revenues resulting from the project, and the 
energy savings generated. Specialised insurance solutions are useful to scaling up 
energy efficiency investments and to remove these uncertainties. Insurance 
companies also facilitate the flow of financing for these technology solutions and 
address the untapped market potential. 

Leading insurance companies have been developing a number of specialized 
solutions in order to transfer risks from client to the insurance company. The main 
specialized energy efficiency insurance products and services are shown below: 

1. Energy Performance Guarantee (EPG): EPGs cover the financial risk 
when energy efficiency improvements do not lead to projected levels of 
energy savings. EPGs can cover performance risks and/or technology 
risks. 

2. Energy Efficiency (EE) services: Insurance companies offer EE 
services to existing and new clients such as technical assistance, 
advisory services, and business development, in order to exploit their 
existing relationships. 

3. Add-on coverage: Insurance companies offer their clients add-ons that 
extend the coverage of existing insurance policies to take into account 
value increases resulting from EE investments. 
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Services and products are offered to energy efficiency stakeholders, from 
manufacturers of technology solutions to ESCOs, project hosts and project 
sponsors. 

Table 81. Main strengths and weaknesses of energy efficiency insurance [62]. 

Strengths Weaknesses 
- Overcoming technical uncertainty and 

improvement of  credit risk; 
- Confidence on the customer side; 
- Improved credit worthiness, availability and 

cost of loans 

- Sometimes, investments are limited to small 
projects due to very short payback periods 
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Chapter 7  

Conclusions and outlook 

 Main findings 

USEMs are fundamental tools for assessing and managing the distribution of 
energy at territorial scale. They can be used to improve the resilience of a city by 
guaranteeing an affordable, reliable, sustainable and modern energy system from 
different points of view: energetic, economic, environmental and social [362,363]. 
With these models it is also possible to promote EE measures [363] (e.g., for 
building energy codes that can play an important role in energy savings [364]) and 
to exploit the RESs that are available locally [365]. 

This doctoral thesis has described how to design urban-scale energy models 
based on GIS tools. Firstly, different place-based approaches were presented. 
Subsequently, data-driven and process-driven models were designed, validated and 
applied to different cities in order to promote smart solutions for sustainable and 
resilient cities. In particular, the place-based energy consumption models designed 
have annual, monthly and hourly resolutions and use statistical, engineering, 
machine learning and hybrid techniques. Finally, having assessed the distribution 
of energy consumption, productivity and energy efficiency models were designed 
and applied. These models could be used to optimize energy supply and demand, 
considering the use of RES technologies, from an energy community perspective. 
The goal is to achieve the energy independence of municipalities by reducing their 
energy use, improving their energy performance, and exploiting the available RESs. 

One of the main objectives of the place-based models presented is to create a 
decision-making support system for citizens, designers and policy makers. These 
models are purposely designed: (i) to draw up new neighborhoods by optimizing 
the EP of buildings according to urban characteristics; (ii) to identify the most 
effective EE measures for existing neighborhoods by considering the real 
characteristics of their buildings, population, and urban morphology; (iii) to create 
an easily upgradable energy atlas for buildings, related to the existing territorial 
databases; (iv) to evaluate the feasibility of establishing energy communities and 
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grouping private and public entities, considering their energy consumption and 
production to achieve energy security with a low environmental impact and 
equitable socio-economic effects. 

As the place-based models presented are simplified models, the simulation 
times are significantly lower than with existing tools. Even if they are simplified 
models, they are sufficiently accurate and able to simulate energy consumption 
from the building block scale to the city scale. They use open data, so are easily 
applicable to different urban contexts. Therefore, the results of this research could 
provide a significant contribution to overcoming the limits of existing energy 
models at urban scale, such as the simulation times, the need to use a lot of accurate 
input data to obtain sufficiently precise results, their flexibility, and their 
applicability to blocks of buildings and not to the entire city. 

Strengths and weaknesses of models and tools  

From the analysis and application of models that use top-down and bottom-up 
approaches, the strengths and weaknesses of these approaches have been identified 
and summarized in Table 82. 

Table 82. Strengths and weaknesses of top-down and bottom-up approaches. 

Approach Strengths Weaknesses 

Top-down 

- Based on historical data series and 
aggregated data, available on public 
online databases, ensuring an ever 
easier and faster data collection. 

- High flexibility and adaptability of 
simplified energy models with the 
place-based approach and 
georeferenced data. 

- Georeferenced results are linked to 
the average energy consumption at 
urban scale (model output).  

-  Difficulties in determining the spatial 
variability of the results in relation to 
different urban forms, contexts and 
population, even though these are 
georeferenced information. 

Bottom-up 

- Based on disaggregated data 
representative of individual energy 
end-use. 

- Possibility to described energy-
related parameters considering spatial 
specificities (climatic, socio-
economic condition and urban form). 

- High flexibility in evaluating the 
impact of energy-related factors 
(adaptability and scalability). 

- Can be used to evaluate the energy 
saving potential after retrofit 
interventions. 

- Need for extensive empirical data at a 
detailed level. 

- Data collection often long, difficult, 
onerous and sometimes is not 
possible. 

 
There are different methods and technique used to design place-based energy 

models. As for the approaches, Table 83 describes the main strengths and 
weaknesses of engineering (EN) models (or process-driven models), statistical 
models and machine learning (ML) models. 
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Table 83. Strengths and weaknesses of the engineering, statistical and machine learning models 
[47]. 

USEM Strengths Weaknesses 

EN model 

- Fewer energy consumption data are 
needed. 

- Mathematical relationships between 
input and the output are known, it is 
possible to improve the accuracy of 
the results adding/updating the input 
data. 

- The model is based on the thermal 
balance equations, and can be used to 
simulate for future scenarios. 

- Real consumption data to calibrate the 
model. 

- The model at urban scale is based on 
simplified thermal balance, it is less 
precise, as it fails to consider some 
aspects (i.e., natural ventilation 
variability, diffuse component of solar 
gains, geometrical interactions with 
the surroundings). 

- Human related factors are difficult to 
be simulated. 

Statistical 
model 

- Smaller sample of observations than 
ML model. 

- Widely applied, user-friendly 
methods.  

- Very short simulation times (almost 
instantaneous). 

- Real consumption data to calibrate the 
model. 

- Difficult to take into account complex 
patterns as human related factors. 

- Specific range of application: the 
model is trained on a very specific 
space and sample of buildings; it lacks 
the ability to generalize 
(adaptability/replicability). 

ML 
model 

- It is more specialized on the 
considered case study and therefore 
more precise. 

- It is able to learn aspects deeply 
related to the case study affecting 
consumption (i.e., average behavior of 
the occupants). 

- Human related factors can be 
simulated. 

- Very short simulation times (almost 
instantaneous). 

- A big database of real consumption 
data is needed to train and test the 
model. 

- Specific range of application: low 
adaptability/replicability. 

 
There is no one methodology to design USEMs. Based on the data available 

and the type of analysis to be carried out, one approach is better than another. 
Within this doctoral research different approaches and techniques to design place-
based models were presented. The models presented allow (i) to use existing 
databases, so as to be able to apply the models to different contexts; (ii) to compare 
different phenomena (e.g., energy saving but also liveability of outdoor spaces); 
(iii) and to carry out analyzes on a block, neighborhood and city scale. 

Place-based consumption models 

Annual data-driven models described in this research are simple linear 
regressions that give useful information on the distribution of annual energy 
consumption at city scale. The application of these simplified models can help to 
optimize energy demand and supply of buildings at urban level. Critical areas with 
high consumption can be identified as priority areas to apply mitigation strategies. 
Consequently, the adopted methodology can help policy makers in defining 
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effective energy policies to improve the liveability in cities. The main limitation of 
these annual models is that they are not very flexible and for example do not allow 
to evaluate how consumption changes according to seasonal climate conditions. 
Therefore this doctoral research focused mainly on the definition of process-driven 
(i.e., engineering) models, that are more flexible and are able to take into account 
the effect of seasonal conditions on the EP of buildings. 

A first version of the engineering model presented was able to simulate the 
consumption of SH and DHW with monthly detail. The model was designed, 
applied and validated for residential buildings served by the DHN in the city of 
Turin. The novelty of this model was the introduction of a number of urban 
parameters in the thermal balance, in order to tune it from the building to the urban 
level (the missing data of the buildings were substituted by similar variables at 
block of building scale). The results of this investigation show that the simplified 
quasi-steady state heat balance can produce good results at an urban scale, 
especially for areas with old buildings, with a MAPE of 4-17%. The methodology 
has been verified using the SH and DHW consumption data for three consecutive 
heating seasons of thirty-three districts in the Turin urban context. Since the model 
is very flexible, it is also possible to apply it to other large urban contexts [15]. The 
results of these models should help to improve predictions of the impact of an urban 
context on the energy consumption of buildings. 

To assess the peak demand, more accurate models have been developed and 
can simulate the hourly consumption for SH and SC. Different methods and case 
studies were investigated. A process-driven model that uses an engineering 
approach is designed for the city of Turin, a data-driven model based on machine 
learning techniques is applied to city of Fribourg in Switzerland, and finally a 
hybrid model is developed for the city of Geneva using the engineering model that 
was optimized using a data-driven correction with a Random Forest algorithm 
[180]. 

Comparing these hourly models to the other existing energy tools, it has 
emerged that they are less accurate, but more flexible and easily applicable to other 
contexts since they use existing databases. In fact, existing tools are more accurate 
but do not allow analysis on cities, have much longer calculation times, and need 
data that is often not available. The strong points of these models are certainly the 
short simulation times and their flexibility, which, since they use open input data, 
can be applied to other cities elsewhere in the world. 

Place-based productivity models from RESs 

Place-based productivity models that use solar energy were applied to the city 
of Turin. Different scenarios were investigated by using ST collectors, PV panels 
and battery systems are investigated. The GIS-based methodology presented can 
help in the identification of the optimal level of self-sufficiency as a function of the 
costs of the PV power installed and of the energy. For example, in Turin it could be 
convenient to exploit all the potential rooftop surfaces (south-facing and north-
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facing) with PV panels to considerably improve energy self-sufficiency, as well as 
to provide significant economic benefits for the residential users. These findings 
could contribute to our understanding to identify the optimum solution for PV 
systems installation. They may also provide a basis for the establishment of 
collective self-consumers and energy communities in urban environments. It is also 
emerged that the shape of the building and the roof orientation influence the 
availability of solar energy and the EP of buildings. 

Place-based energy efficiency models 

Energy efficiency models were applied to the city of Turin to investigate the 
potential expansion of the DH network and the future scenarios of building retrofit 
hypotheses for a more sustainable city. From the energy retrofit of buildings, there 
are economic and environmental advantages, and with the optimization of the DHN 
it is possible to connect more users, in order to reduce polluting emissions and to 
reduce energy consumptions. 

Low-carbon scenarios were investigated using smart rooftop solutions. For 
example, the installation of green rooftop technologies helps to reach energy and 
climate targets by reducing energy consumption and improving outdoor thermal 
comfort conditions. 

As already mentioned, the building shape and urban form influence the EP of 
buildings. The relationship between the built environment and the EP was examined 
to identify the optimal urban shape with low energy consumption and high solar 
energy productivity. In addition, a methodology to assess the impact of urban form 
and green mitigation actions on the outdoor thermal comfort was applied. It has 
been found that comfort conditions are strongly influenced by urban morphology. 
The use of urban geometries together with the use of greenery can help urban 
planners and architects to design better outdoor spaces whose use is strongly 
influenced by winter and summer thermal comfort conditions. The results obtained 
could be used as a tool to support the master plan proposals and the identification 
of actions concerning urban regulations guidelines and building codes.  

In conclusion, USEMs should be used to identify smart energy solutions for 
sustainable cities and policies, and to support energy and environmental goals. 
Energy efficiency measures such as cool roofs can be identified as accounting for 
real characteristics of the urban environment. Therefore, these models provide 
insights to inform city decision making on sustainability, efficiency, and resilience. 

 Future outlook 

Concerning energy consumption modes, it has emerged that place-based 
engineering models have strong potential in the analysis of energy distribution on 
a territorial scale. The accuracy of these models can be improved by implementing 
the input data and/or using a hybrid approach. In future works the accuracy of these 
engineering models will be improved by adding new urban energy-related 
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variables. For example, the effect of evapotranspiration will be considered in the 
urban thermal balance. 

With the application of productivity models from RESs, a methodology to 
promote self-consumption and self-sufficiency using the integration of solar energy 
with PV-battery systems was developed. Another investigation could involve 
evaluating the energy and economic benefits of the combined installation of PV and 
ST technologies [366]. Local climate conditions also affect the production and 
consumption of PV energy [367,368], and this will also be further evaluated. In the 
results of this research, a city in the North-West of Italy was used as a case study, 
but it would be interesting to evaluate how the benefits, in terms of costs and EP, 
vary for cities located in southern Italy, with its warmer climate with greater solar 
radiation intensity. Finally, the hourly PV potential has been evaluated using data 
elaborated from the PVGIS portal, since the processing is fast and simple. However, 
from the analysis of the existing methods and tools used to evaluate the PV 
potential, it has emerged that GIS-based methodology tools allow much more 
accurate investigations to be performed with respect to using only the PVGIS portal. 
The complexity of GIS tools lies in the processing times of the input and output 
data and in the simulation times. The analyses carried out with GIS tools are more 
accurate because the real urban environment is taken into account, thanks to the use 
of DSMs (e.g., the presence of disturbing elements). The description of the context 
is important to obtain reliable results, as the more accurate the input data are (e.g. 
the precision of the DSM), the better the outputs are able to return real data. 

Regarding thermal comfort conditions, in future works, simplified correlations 
for thermal comfort conditions will be investigated using GIS-based models that 
require, at urban scale, less input data with lower simulation times. Evaluations will 
be made in cities with different urban morphologies and climates, comparing 
thermal comfort indexes in different climate conditions, especially as regard urban 
canyon dimension, orientation and ventilation. 
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