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Summary  

Saturn’s moon Enceladus is among the most promising candidates in the Solar 

System to host life beyond Earth. Observations from the Cassini mission suggest 

that Enceladus contains a global ocean beneath its thick ice shell. Moreover, 

Cassini directly observed active cryovolcanism since material from the subsurface 

ocean is ejected through surface fractures in the South polar region. Enceladus’ 

plume consists of vapor and particles that are deposited on the surface. The 

presence of complex organic materials, and the abundant geothermal energy from 

the interior and within the South polar terrain provide evidence for habitability 

and the prospect that life may have emerged and still be present on Enceladus.  

A potential future lander mission to Enceladus is currently under investigation 

at NASA Jet Propulsion Laboratory (JPL). The research presented in this 

dissertation is part of a NASA JPL Strategic Research and Technology 

Development (RTD) effort to develop and mature a sample chain for Enceladus 

surface acquisition for in-situ measurements to Technology Readiness Level 

(TRL) 5. In this context, it is desirable to develop a sample chain to provide 1 cc 

to 5 cc volume samples to science instruments from the very shallow surface 

material in the top 1 cm, in order to acquire the freshest material deposited on 

surface from plume fallback. 

Ph.D. research presented in this dissertation supported JPL’s RTD activity by 

pursuing the following objectives. 

• To define the high-level requirements on the sampling system to 

guarantee the stability of the lander while performing the sampling 

operation.  

• To investigate and characterize sample collection and transfer 

operations in the Enceladus gravity, cryogenic, and vacuum 

environmental conditions. 



• To provide sample chain design guidelines to fulfill sample acquisition 

requirements.  

The definition of high-level requirements was driven by a novel analytical 

design tool conceived and developed for trade space exploration during early 

conceptual and preliminary design phases, where a rapid and broad evaluation is 

required for a very high number of configurations and boundary conditions. The 

tool rapidly determines the preliminary design envelope of a sampling apparatus 

to guarantee the stability condition of the lander. The tool also provides the 

capability to infer high-level requirements concerning other elements of the lander 

critical to its stability, such as the footpads.   

The investigation and characterization of sample transport and collection is 

achieved by developing a model based on the Discrete Element Method (DEM). 

DEM is a numerical simulation technique for computing the motion and effect of 

a large number of particles. A set of analysis metrics is developed to characterize 

the granular material flow generated during the sampling operation. The analysis 

metrics are devised to be used for both numerical analysis and experimental 

testing, providing a framework for apples-to-apples comparison. Most sensitive 

model parameters are determined through a sensitivity analysis and then directly 

measured via independent tests performed by using custom designed apparatus. 

The investigation and characterization of sample transfer is achieved by 

developing analytical tools to study the flow of particles dispersed into a gas with 

the aim to pneumatically transfer the sample to the scientific instrument. The 

exploration of design space is performed to determine the optimal design 

parameters to achieve a dilute phase transport of the sample.  

Results of previously described investigations were adopted to drive the 

design of sample chain elements that were subsequently prototyped and subject to 

verification testing and maturation to TRL 4.  

A test campaign is planned for DEM model validation and Dual-Rasp 

sampling system and sample collection verification to achieve TRL 5 via 

parabolic flights in 1%g Earth’s gravity and vacuum conditions.  

Finally, a two DOF RA was designed and developed with integrated sampling 

system, sample collection, and pneumatic sample transfer systems to a notional 

science instrument chamber with the aim to perform end-to-end sample chain 

verification in 1g Earth’s gravity and Enceladus-like thermal vacuum environment 

to achieve TRL 5. 
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Chapter 1 

1 Introduction 

1.1 Robotic systems for planetary exploration: historical 

overview and future perspectives 

Robots are machines designed to perform tasks and jobs with different levels 

of autonomy. Robotics is the engineering discipline concerning conceptualization, 

design, manufacturing, and operation of robots. As a highly multidisciplinary 

discipline, robotics involves mechanics, electronics, computer science, artificial 

intelligence, mechatronics, including nanotechnology and bioengineering.   

Robots were originally introduced for performing pre-defined, fully controlled 

tasks within production lines of industrial factories, contributing to the worldwide 

diffusion of industrial mass-production of goods. Nowadays, research efforts 

focus on robots capable of higher levels of autonomy in performing tasks that 

require to interact with dynamic environments including humans, such as in 

offices, homes, and hospitals, or for medical applications. 

Robots are also widely used in space since the beginning of the space 

exploration history, as they represent an efficient and, in most cases, the only 

chance to explore other worlds. In fact, humans would require very special 

equipment to survive in the harsh and prohibitive space and planetary 

environments, including extreme temperature variations, vacuum or very high 

atmospheric pressures, corrosive atmospheres, ionizing radiation, and very fine 

dust. Special equipment only suited for the particular conditions found in Low 

Earth Orbit (LEO) were successfully used, still within the protective shield of 

geomagnetic field. Humans were able to also survive on the surface of the Moon, 

but only for short periods. Therefore, human exploration of Solar System is still 

out of our grasp.  

On the other hand, robots require far less countermeasures to survive the 

harsh conditions of space, thus are perfectly suited for travelling very long 

distances in deep space and exploring other worlds. Space robots include orbiters, 

landers, and rovers capable to orbit other planetary bodies, land, and rove on 
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them, respectively. Tasks assigned to space robots gradually increased in 

complexity over time, especially for space missions to the surface of planetary 

bodies such as planets, moons, asteroids, and comets. These tasks range from 

complex manipulation activities for performing sample acquisition and handling 

to rough terrain traversing, thus requiring sensing and perception capabilities to 

aid guidance, navigation, and control and in a natural unstructured environment. 

Moreover, the communication time-delay between a robotic system in space and a 

human operator on Earth can achieve tens of minutes or even hours, thus requiring 

advanced autonomous capabilities to safely manage robot operations. Therefore, 

any robotic system involved in space exploration must possess the versatility to 

handle many different potential scenarios, including not nominal and unexpected 

ones. 

Robotic systems such as landers and rovers have been a crucial component for 

the exploration of planetary bodies since the beginning of the space exploration 

history. The Soviet Union’s lander Luna 9 was the first human-made object 

performing a soft landing on the surface of a planetary body (i.e. the Moon) in 

1966. Since then, fleets of robotic systems have explored our cosmic 

neighborhood, touching down on several planetary bodies, and pushing the limits 

of our knowledge of Solar System.  

Robotic exploration began with several missions to the Moon continuing to 

the present day, from the U.S. and Soviet Union’s probes of the 1960s and 1970s 

to the more recent Chinese missions of Chang’e program [1] [2]. In the inner 

Solar System, several of the Soviet Union’s lander missions visited Venus in the 

1970s and 1980s, such as the probes of the Venera and Vega programs. A notable 

case is represented by the U.S. Pioneer Venus Multiprobe that delivered one large 

and three smaller probes to the surface of Venus. One of the probes survived on 

the surface for over one hour. Among planetary bodies, Mars was a historic 

privileged target of space exploration with several missions including orbiters, 

rovers, and landers. In 1971, Soviet Union’s probes Mars 2 and Mars 3 were the 

first probes achieving the surface of Mars, both carrying a small, tethered rover. 

Because of some malfunctions, they were not able of returning useful data. In 

1976, the U.S. landers Viking 1 and 2 were the first probes returning useful data 

from the surface of Mars [3], followed by the U.S. landers Mars Pathfinder in 

1997 [4] and Phoenix in 2008 [5]. The U.S. InSight lander, which touched down 

in late 2018, is the most recent of a long series of Mars lander missions [6]. In the 

outer Solar System, Saturn’s moon Titan was the only planetary body of the outer 

Solar System visited by a landing mission to date. The European lander Huygens, 

part of the Cassini-Huygens mission, touched down on Titan in 2005 [7]. About 

small Solar System bodies, various landing missions also visited comets and 

asteroids. In 2001, the NEAR spacecraft performed the first landing on a small 

Solar System body, asteroid 433 Eros. The European mission Rosetta first 

delivered a lander, named Philae, on the surface of the comet 67P/Churyumov-

Gerasimenko in 2014 [8]. On the other hand, MASCOT and MINERVA-II were 
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the first landers/hoppers landing on asteroid Ryugu as part of the Japanese 

mission Hayabusa 2 in late 2018 [9]. 

Proposed future missions include significant robotic contributions for 

planetary science and astrobiology in either the inner and the outer Solar System, 

including planetary bodies such as Mars, comets, asteroids, and ocean worlds 

[10].  

 

1.2 Roadmap to ocean worlds 

An ocean world is a planetary body with a current liquid ocean which might 

or might not be global. The Earth is an ocean world used as a reference. Jupiter’s 

moon Europa and Saturn’s moons Enceladus and Titan are explicitly identified as 

ocean worlds. Europa and Enceladus showed evidence of subsurface oceans 

communicating with both the surface and the seafloor, thus receiving energy 

which is important for habitability considerations. The presence of subsurface 

oceans on Titan is not supported by obvious evidence since they are expected to 

be covered by a thick ice crust, thus making difficult any communication with the 

surface. However, Titan has active cycles of surface liquids in contact with a wide 

range of organic species, which could present the characteristics for prebiotic 

chemistry and, potentially, the first steps toward life. 

Other planetary bodies of the Solar System, such as Neptune’s moon Triton, 

Pluto, Ceres, and Saturn’s moon Dione, are considered candidate ocean worlds 

based on limited observations from robotic missions.  

Main relevant questions to address about the exploration of ocean worlds 

include [11]: 

1. Understanding where/why oceans are present. 

2. Characterize ocean environments in these known ocean worlds. 

3. Characterize their habitability. 

4. Search for extant life.  

High-priority targets of potential future robotic exploration missions that 

would address these questions include: 

• Europa: Habitability mission. Europa Clipper is in progress [12], and a 

Europa Lander study is in progress [13]. 

• Titan: Habitability and/or ocean characterization mission. Dragonfly 

mission has been selected as the next New Frontiers class mission and 

is currently under development [14]. 

• Enceladus: Search-for-life mission. Plume flyby missions [15] and 

lander missions for in-situ analysis of plume fallback are currently 

under investigation. 
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1.3 A potential lander mission to Enceladus: science and 

technology 

Part of the content of the present paragraph was published in [16].  

Enceladus is among the most promising candidates in the Solar System to 

host life beyond Earth. Observations from the Cassini mission, including gravity 

data and accurate rotation measurements showing a physical libration [17], 

suggest that Enceladus contains a global ocean beneath its thick ice shell [18]. 

Moreover, Cassini directly observed active cryovolcanism since material from the 

subsurface ocean is ejected through surface fractures in the South polar region, 

named Tiger Stripes [19] [20]. Local thermal anomalies with a temperature up to 

180K are observed in the Tiger Stripes region [21] [22] [23], while the rest of the 

South polar terrain is significantly colder (around 30-50K) [24]. Tidal shear 

heating within the ice shell is likely the origin of the plumes and thermal 

anomalies [25] [26]. Observations from the Voyager mission and analysis of 

Cassini data suggest that the plume is a phenomenon persisting for decades and 

perhaps even longer [27] [28] [29]. 

Enceladus’ plume consists of vapor and particles; the particles are 

approximately micron-size and mostly comprised of water ice feeding Saturn’s E 

ring [30]. A subset of the particles (i.e. about 40%) also contain percent-level 

NaCl and other salts by mass [31] [32] and a separate subset (i.e. about 4%) 

contain complex organic materials, also at the percent-level by mass [33]. The 

vapor phase of the plume includes ammonia, carbon dioxide, low-mass organics 

including CH4, 
40Ar [34], and molecular H2 [35]. 40Ar is formed from the 

radioactive decay of 40K, which suggests a direct connection between the silicate 

interior and the exosphere. H2 and CH4 are strongly suggestive of ongoing 

hydrothermal activity, as it would leave the interior and escape in a short period of 

time. The moderately high pH derived for the ocean [36], the presence of complex 

organic materials, and the abundant geothermal energy from the interior and 

within the South polar terrain provide evidence for habitability and the prospect 

that life may have emerged and still be present on Enceladus [37] [38] [39]. 

Cassini observations of particles in the Enceladus plume and the E ring enabled 

the determination of their grain size distribution and their trajectories, and the 

modeling of their deposition rate back on Enceladus surface. The mean radius of 

equivalent-sphere particles determined from imaging is 3.1 ± 0.5 μm [40]. The 

Cassini Cosmic Dust Analyzer characterized the vertical structure of the plume, 

from which a particle ejection model was established [41]. The deposition of 

plume particles could then be computed as function of particle size, source 

location, and location on the Enceladus surface [30] [42]. Particles in the range 

0.1–5 μm are expected to dominate the plume deposits. The average deposition 

rate is on order of 1 μm/year but can be greater than 0.1 mm/year in locations 

close to jet sources [30] [42]. This is roughly consistent with a separate model that 
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suggests 68-93% of all plume particles are deposited on the surface [43]. Plume 

particles, in Enceladus’ exosphere or on its surface, could contain traces of life or 

biosignatures [43] [44]. The observations collected all strongly suggest the 

presence of the fundamental ingredients to sustain life: a subsurface liquid water 

ocean, an energy source heating the ocean from the interior, and necessary 

chemical elements [31] [32] [34] [35] [38] [39] [45].  

In comparison to Jupiter’s moon Europa, the radiation environment on the 

Enceladus surface is benign, thus enabling preservation of organic molecules on 

the surface for relatively long timescales. Both particle and ultraviolet radiation 

can have degradative effects on biosignatures. Uniquely on Enceladus, these 

effects are modulated by the continuing deposition of fresh plume particles, which 

scatter or absorb radiation and shield buried particles. The flux of magnetospheric 

particle radiation at Enceladus is relatively low. While studies on the particle 

irradiation at Enceladus are not available, it is possible to use the radiation 

environment of Saturn’s moon Mimas as a worst-case analog for Enceladus. On 

the most irradiated location on Mimas, the time to reach 100 ev/16 amu electron 

dose accumulation (a standard unit representing a chemically significant dose) is 

about 1 million years at a depth of 1 mm [46]. Thus, shallow material in regions 

of plume deposition will be minimally processed. Galactic Cosmic Rays (GCRs) 

deliver radiation doses that are many orders of magnitude lower than that from 

magnetospheric particles, thus do not need to be considered as a degradation 

mechanism on the short timescales appropriate to Enceladus’ continually 

deposited plume particles. Solar ultraviolet irradiation can also degrade organic 

biosignatures. Generally, the most damaging radiation is in the Vacuum 

UltraViolet (VUV), below approximately 150 nm. Light at these wavelengths and 

below has absorption lengths (the distance light travels before its intensity 

decreases buy a factor of 1/e) in single crystal water ice of less than 0.1 μm [47]. 

This indicates that organic molecules embedded within micron-sized plume grains 

will be almost entirely shielded from damaging VUV radiation. Continuing 

deposition on the surface would provide additional shielding.  

Longer wavelength ultraviolet radiation is also damaging to organic 

molecules. For example, the photolytic half-lives of the amino acids glycine and 

phenylalanine are 6.5 and 4.5 years at 206 nm, and 5 and 1 years at 254 nm, 

respectively, under Solar flux levels representative of Europa’s surface [36]. Note 

that the Solar flux at Enceladus would be 3.3 times less than at Europa. 

Absorption lengths for photons at these wavelengths are approximately 1 m in a 

pure block of water ice. However, scattering models [48] show penetration depths 

of 250 and 500 μm at 210 and 300 nm in a non-porous medium of isotropically 

scattering 60 μm ice grains. Scattering, and thus penetration depths, would be 

even shorter in a medium composed of smaller particles, as expected at 

Enceladus. The conclusion is that at locations on Enceladus where deposition 

rates are high (0.1 mm/year and higher), the deposition of plume particles would 

effectively shield amino acids from photolytic degradation. It is expected that 
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most other organic molecular biosignatures would have photolytic half-lives 

comparable to amino acids. 

Plume deposits are expected to consist initially of fine-grained ice particles 

loosely in contact, forming a granular and non-cohesive material. This material 

would then slowly sinter over time and presumably become more consolidated 

[37, 38]. The mechanical properties of plume deposits and how they evolve over 

time are at present not well constrained.  

A recent laboratory study [39] investigated the evolution in strength upon 

sintering of fine-grained ice particles with diameters comparable to Enceladus’ 

plume particles. Cone penetration resistance measurements were obtained as a 

function of time and at different temperatures (Figure 1.1). An Arrhenius analysis 

of the strengthening rates yielded an activation energy of 24.3 kJ/mol, which was 

then used to predict the strength evolution of plume deposits under Enceladus and 

Europa’s surface conditions (Figure 1.2). Based on these results, plume deposits 

on Enceladus are expected to be poorly consolidated. It would take at least 100 

My from plume deposits to develop a resistance of 1 MPa under Enceladus’ 

nominal surface conditions. Deposits near the Tiger Stripes, where strengthening 

rates would be much higher, would also be covered by fresh unconsolidated 

particles at a rate up to about 1 mm/year [30] [42]. 

 

 

Figure 1.1 Evolution with time of the cone penetration resistance of ice plume 

deposit analogs at several temperatures [39]. 
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Figure 1.2 Predicted cone penetration resistance of icy plume deposits as a 

function of temperature and sintering time. Black contours are for the best-fit 

activation energy value. Dashed and dotted contours illustrate the effect of the 

uncertainty on activation energy. For legibility, these contours are only shown for 

the 10-5 (white) and 100 MPa (red) cone penetration resistance levels. Modified 

after [39]. 

 

Mission concepts have previously proposed to capture particles in the plume 

itself [49]. Landed mission concepts, in some ways similar to the Europa Lander 

[50], would have their own challenges and foreseeably be costly. However, they 

would avoid hypervelocity capture that might potentially affect the mass spectral 

signature of plume materials. Landed mission concepts could be able to acquire 

much larger amounts of materials than plume fly-through concepts, allowing 

higher sensitivity to trace constituents, and enabling the conduction of a larger 

number of replicate analyses, thereby providing greater robustness of science 

results [51].  

A potential future lander mission to Enceladus is currently under investigation 

at NASA Jet Propulsion Laboratory (JPL). The research presented in this 

dissertation is part of a NASA JPL Strategic Research and Technology 

Development (RTD) effort to develop and mature a sample chain for Enceladus 

surface acquisition for in-situ measurements to Technology Readiness Level 

(TRL) 5, according to the NASA definition summarized in Figure 1.3 [52] [53]. In 
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the context of such a lander mission it is desirable to develop a sample chain (i.e. 

the sequence of steps to acquire a sample from its pristine environment) to 

provide 1 cc to 5 cc volume samples to science instruments from the very shallow 

surface material in the top 1 cm, in order to acquire the freshest material deposited 

on surface from plume fallback.  

 

 

Figure 1.3 NASA definition of Technology Readiness Levels [52]. 

 

 

 



9 Introduction 

 

 

1.4 Problem statement and dissertation objectives 

In the context of a lander mission to the surface of Enceladus, the low gravity 

(1% Earth’s), cryogenic, and vacuum environment represents a unique challenge 

for lander stability, surface sampling and sample handling. From the perspective 

of lander stability, even small forces applied to the lander could weaken its 

stability, potentially causing the lander to lift or slide downhill. From the 

perspective of surface sampling and sample handling, dynamics of particles 

constituting the sample tend to be dominated by particle-particle forces (i.e. 

interaction between particles) and particle-surface forces (i.e. interaction between 

particles and the surface of other bodies such as the sampling tool or the sample 

collection cup), instead of being dominated by gravity force. As a result, particles 

show an extremely low tendency to settle and the resulting high tendency of 

spreading in a very sparse fashion moving on long ballistic trajectories, in such a 

way particles look having a random motion, similar to the behavior of a gas.   

Dissertation focuses on the analysis and development of the sample chain for 

a potential lander mission to the surface of Enceladus that would collect material 

from plume fallback for in-situ analysis. 

Ph.D. research supported JPL’s RTD activity by pursuing the following 

objectives. 

1. To define the high-level requirements on the sampling system to 

guarantee the stability of the lander while performing the sampling 

operation.  

2. To investigate and characterize sample collection and transfer 

operations in the Enceladus gravity, cryogenic, and vacuum 

environmental conditions. 

3. To provide sample chain design guidelines to fulfill sample acquisition 

requirements. 

Objective 1 is achieved by developing a novel analytical design tool 

conceived for trade space exploration during early conceptual and preliminary 

design phases, where a rapid and broad evaluation is required for a very high 

number of configurations and boundary conditions. The tool rapidly determines 

the preliminary design envelope of a sampling apparatus to guarantee the stability 

condition of the lander. The tool also provides the capability to infer high-level 

requirements concerning other elements of the lander critical to its stability, such 

as the footpads.   

Objective 2 concerning the investigation and characterization of sample 

transport and collection is achieved by developing a model based on the Discrete 

Element Method (DEM). DEM is a numerical simulation technique for computing 

the motion and effect of a large number of particles, treated as unique entities in 

such a way the behavior of the bulk material arises from particle-particle and 
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particle-surface interactions. A set of analysis metrics is developed to characterize 

the granular material flow generated during the sampling operation. The analysis 

metrics are devised to be used for both numerical analysis and experimental 

testing, providing a framework for apples-to-apples comparison. Most sensitive 

model parameters are determined through a sensitivity analysis and then directly 

measured via independent tests performed by using custom designed apparatus. 

The investigation and characterization of sample transfer is achieved by 

developing analytical tools to study the flow of particles dispersed into a gas with 

the aim to pneumatically transfer the sample to its destination (i.e. the scientific 

instrument). The exploration of design space is performed to determine the 

optimal design parameters to achieve a dilute phase transport of the sample.  

Objective 3 is achieved by the extrapolation of design guidelines from 

previous described investigations to achieve the optimal design of sample chain 

elements. 

 

1.5 Dissertation overview 

Dissertation is organized as follows. 

Chapter 1 provides an historical overview and future perspectives on robotic 

systems applied to space exploration with focus on the roadmap to robotic 

exploration of ocean worlds and specifically to the science and technology of a 

potential future lander mission to the surface of Enceladus. 

Chapter 2 addresses the novel analytical design tool developed for trade space 

exploration of robotic systems involved in sampling operations, including 

application of the tool to determination of sampling system requirements to 

guarantee lander’s stability. 

Chapter 3 addresses the investigation of sampling system concepts developed, 

prototyped, and tested for Enceladus surface acquisition. 

Chapter 4 addresses the investigation of sample collection operations, 

including methods and models developed to study the interaction between 

sampling system and soil, the resulting granular material flow and collection 

dynamics. Design process of sample chain elements for sample collection, 

prototyping, and testing are included. 

Chapter 5 addresses the investigation of sample transfer and deposit 

operations, including methods and models developed to study pneumatics as a 

technique for sample transfer. Design process of sample chain elements for 

sample transfer and deposit, prototyping, and testing are included. 

Chapter 0 presents conclusions about the research activity and perspectives 

for future work. 



 

 

Chapter 2 

2 Definition of sampling system 

requirements  

Part of the content of the present Chapter was published in [54]. 

As introduced in paragraph 1.4, the Enceladus low gravity environment 

provides unique challenges for surface sample acquisition. One of them is 

represented by the severe limit on the allowable reacted load from the sampling 

system to the lander.  

To guarantee a nominal sampling operation, crucial to mission success, it is 

required that the forces generated by the sampling system do not affect the 

stability of the whole robotic system (e.g. a lander). The traditional approach to 

investigate various concepts for a robotic mission involved in sampling operations 

relies on the preliminary definition of a set of potential sampling tool candidates 

[55]. Therefore, ad-hoc analyses on the stability of the whole robotic system must 

be performed every time a design parameter is modified. E.g. physical and 

geometrical characteristics of the robotic system, properties related to the 

environment, physical and geometrical features of the sampling tool [56] [57] 

[58]. At a higher level, the same process must be repeated every time a new 

sampling tool and a new configuration of the whole robotic system is investigated. 

Existing literature focuses on the sampling tool design [59] [60], not including the 

influence of the whole robotic system and the surrounding environment. On the 

other hand, COTS (Commercial Off-The Shelf) simulation tools, such as multi-

body dynamics tools, allow to address complex systems. However, using such 

tools for building a full design space that includes the variation of several 

parameters cannot be performed in an automatic fashion, and is thus significantly 

time consuming and requires a not negligible workload. Such tools would not be 

suited for rapid preliminary evaluation of the design space for several different 

configurations and boundary conditions, which is a typical need for studies that 

require broad trades. COTS simulation tools are well suited for detailed design of 

a very restricted number of solutions. In order to make this process more time-
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effective and reliable, a systematic effort was made to develop MISTRAL 

(MultIdisciplinary deSign Tool for Robotic sAmpLing), a novel tool that supports 

the definition of the high-level requirements of a robotic system involved in 

sampling operations.  

 

2.1 MISTRAL: A design tool for robotic systems 

involved in sampling operations  

MISTRAL is conceived for trade space exploration during early conceptual 

and preliminary design phases, where a rapid and broad evaluation is required for 

a high number of configurations and boundary conditions. The tool determines the 

preliminary Design Envelope (DE) of a sampling system to guarantee the stability 

condition of the whole robotic system. The tool implements a 3D (three-

dimensional) analytical model capable to reproduce several scenarios, accepting 

various input parameters such as physical and geometrical characteristics of the 

robotic system, properties related to the environment (i.e. gravity, physical and 

geometrical properties of the terrain) and features related to the sampling system 

(i.e. geometry, applied forces). Moreover, the model includes coupling effects 

among these parameters. This feature can be exploited to infer multidisciplinary 

high-level requirements concerning several other elements of the investigated 

system, such as robotic arms (RAs) and footpads. In this context, the DE is a 

graphical representation of the parameter variation, a key element for obtaining a 

comprehensive and rapid overview of the design space. Once the design space is 

defined by using MISTRAL, high-level trade-offs are conducted to narrow the 

range of variables. At this point, more detailed evaluation of sampling operation 

can be conducted on a narrower range of design variables by performing further 

studies that exploit more accurate models, simulation tools and experimental tests. 

These further activities support the identification of design branches that will be 

the subject of a series of medium/low level trade-offs and selections down to 

specific design points to analyze and test at very high detail, until a single, final 

solution is identified and verified. 

2.1.1 Structure of the tool 

MISTRAL is conceived as a tool to determine the preliminary DE of a 

sampling apparatus to guarantee the stability condition of the whole robotic 

system according to the investigated scenario. 

Figure 2.1 shows the block diagram of the tool. The process starts with the 

scenario definition where the user inputs all relevant parameters to characterize 

the scenario under investigation. The first group of inputs includes physical and 

geometrical properties of the robotic system. In the case of considering a lander, 

geometrical properties include main dimensions and positioning of body, legs, and 
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RA. Physical properties include the mass of the lander and the position of its 

center of mass. The second group of inputs includes the properties of the 

environment, such as the local gravitational acceleration and the characteristics of 

the terrain in terms of friction and slope distribution. The third group of inputs 

includes the physical and geometrical properties of the sampling system. 

Parameters such as the geometry of the sampling system and the applied forces 

can be provided. The fourth group of inputs includes the required margins for the 

stability of the whole robotic system. 

 

 

Figure 2.1 Block diagram of MISTRAL. 

 

The second phase of the process is the scenario analysis. The analysis model 

uses the inputs to evaluate the stability condition of the robotic system by solving 

a set of equations, as extensively explained in paragraph 2.1.2. In the case of a 

lander, the equilibrium condition depends on the reaction forces the terrain applies 

to the footpads. The reaction forces are related to several parameters, such as the 

lander weight, which depends on its mass and on local gravitational acceleration, 

the morphology and the physical characteristics of the terrain (i.e. slope 

distribution and friction), the sampling force applied to the terrain and the way it 

is applied, which depends on sampling tool geometry. The tool performs an 

optimization procedure to determine the maximum allowed magnitude of the 

sampling force that prevents the lander changing its equilibrium state, according 

to the stability margins provided by the user. The stability margins are defined 
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with respect to the reaction forces required to keep the equilibrium condition of 

the lander.  

This process outputs the DE of the sampling apparatus according to the 

scenario under investigation. The DE refers to a delimited range of the parameters 

within which the lander maintains its equilibrium condition within the defined 

stability margins. 

 

2.1.2 Analysis model  

The 3D analytical model was developed to study the static equilibrium of a 

lander with the aim to determine the DE within which the sampling system should 

be designed. The model provides an indication on the maximum allowed sampling 

force magnitude that prevents the lander changing its equilibrium state. To 

achieve this goal, the model computes the three Cartesian components of the 

reaction forces acting on each lander’s footpad. The evaluation of the reaction 

forces enables the determination of the DE of the sampling apparatus according to 

the investigated scenario. Rotational stability is not explicitly addressed because it 

is usually anticipated by lifting of the legs, which is a stability limit addressed. 

E.g. to get a single leg supporting most of the weight, the other legs must lift off 

the ground first. By preventing legs from lifting off the ground, rotational stability 

issues are usually avoided. Nevertheless, rotational stability will be explicitly 

considered for the inclusion in the tool in future developments.  

The presented approach allows the evaluation of the lander’s reaction to 

generic external loads having components along the three Cartesian axes, meaning 

that 

• Lander’s weight 𝑭𝒑 has three components. This is the effect of the general 

ground slope angles about X axis (𝛿𝑔) and Y axis  (𝛾𝑔), as shown from 

Figure 2.2 to Figure 2.9.   

• Sampling force 𝑭𝒔 has three components. This considers three effects. The 

first one is the effect of the inclination of the sampling force with respect 

to the ground. The second one is the effect of placing the sampling spot 

off-axes, as shown from Figure 2.2 to Figure 2.9. The third one is the 

effect of the local ground slope angles about X axis (𝛿𝑠) and Y axis (𝛾𝑠). 

The local ground slope angles are related to the local geometry of the 

ground at the sampling spot, which in turn influences the direction of the 

sampling force. 

• Center of Gravity (𝐶𝐺) of the lander is off-axes.  

Two different lander configurations are considered, 3-legged lander equipped 

with three footpads arranged as a regular triangle shape, and 4-legged lander 

equipped with four footpads arranged as a square. Both configurations are 
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plausible in the context of the Enceladus lander mission study considered, and 

consistent with some of the most common architectures for legged landers, as 

shown in Table 2.1.  

 

Table 2.1 Overview of the main robotic lander configurations adopted in space 

exploration. 

Lander 

name 

Landing 

configuration 

Body 

configuration 

RA 

configuration 
Notes Reference 

Mars 

Pathfinder 

1 point of 

contact with the 

surface arranged 

as a flat landing 

platform 

Non-regular 

hexagon 

Not 

applicable 

The lander carried a small 

rover on the surface. 
[4] 

Beagle-2 

1 point of 

contact with the 

surface arranged 

as a flat landing 

platform  

Shallow bowl 
4 rotational 

DOFs 

The RA was designed to 

perform scientific instrument 

and sampling system 

deployment to the surface. 

[61] 

Venera 13, 

14 

1 point of 

contact with the 

surface arranged 

as a ring-shaped 

landing platform 

Cylinder 
1 rotational 

DOF 

The RA performed scientific 

instrument deployment to the 

surface. The lander was 

equipped with a sampling 

system that operated at its 

location, fixed to the lander’s 

body. 

[62] 

Surveyor 

3, 4, 5, 6, 7 

3 points of 

contact with the 

surface arranged 

as a regular 

triangle shape 

Regular 

triangle 

1 linear and 2 

rotational 

DOFs 

On Surveyor 3, 4 and 7, the RA 

performed sampling system 

deployment to the surface and 

supported sampling operations.  

On Surveyor 5 and 6, the RA 

performed scientific instrument 

deployment to the surface. 

[63] [64] 

[65] [66] 

[67] 

Viking 1, 2 

3 points of 

contact with the 

surface arranged 

as a regular 

triangle shape 

Non-regular 

hexagon 

1 linear and 2 

rotational 

DOFs 

The RA performed sampling 

system deployment to the 

surface, supported sampling 

operations and delivered the 

sample collected to the 

scientific instrument. 

[3] [68] 

[69] 
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Mars Polar 

Lander 

3 points of 

contact with the 

surface arranged 

as a regular 

triangle shape 

Regular 

hexagon 

4 rotational 

DOFs 

The RA was designed to 

perform sampling system 

deployment to the surface, to 

support sampling operations 

and deliver the sample 

collected to the scientific 

instrument. 

[70] 

Phoenix 

3 points of 

contact with the 

surface arranged 

as a regular 

triangle shape 

Regular 

hexagon 

4 rotational 

DOFs 

The RA performed sampling 

system deployment to the 

surface, supported sampling 

operations and delivered the 

sample collected to the 

scientific instrument. 

[5] 

Philae 

3 points of 

contact with the 

surface arranged 

as a regular 

triangle shape 

Non-regular 

hexagon 

Not 

applicable 

The lander was equipped with 

a sampling system that was 

designed to operate at its 

location, fixed to the lander’s 

body. The lander body had a 1 

rotational DOF about the 

vertical, central joint of the 3-

leg landing gear. 

[71] 

InSight 

3 points of 

contact with the 

surface arranged 

as a regular 

triangle shape 

Regular 

hexagon 

4 rotational 

DOFs 

The RA performs scientific 

instrument deployment to the 

surface. 

[6] 

Luna 16, 

20, 24 

4 points of 

contact with the 

surface arranged 

as a rectangle 

shape 

Cylinder 1 linear DOF 

The RA performed sampling 

system deployment to the 

surface and supported sampling 

operations. 

[72] [73] 

[74] 

 

 

To easily link the position of the footpads to the geometric characteristics of 

the body, it was assumed that the 3-legged lander has a hexagonal body, while the 

4-legged lander has an octagonal body. It should be noted that any shape of the 

lander body can be used, since it is only an easy method to link the geometric 

characteristics of the lander to the position of its footpads, which in turn 

determines the effect of the reaction forces on the lander stability. It should be 

noted also that any arrangement of the legs can be studied by adjusting the 

position of the footpads. As an example, it would be possible to select the three 

main loaded legs in a legged lander with more than three legs and switch between 
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them to explore the DE assuming the borderline case has a single leg that comes 

to no load (e.g. a 4-legged lander always tilts slightly, although soft regolith 

mediates this behavior). 

The Lander’s Reference Frame (LRF) is placed at the ground level, while the 

origin of LRF is aligned with the geometric center of the lander’s body. The 

resulting free body diagrams are shown from Figure 2.2 to Figure 2.5 for the 3-

legged lander, and from Figure 2.6 to Figure 2.9 for the 4-legged lander.    

 

 

Figure 2.2 Free body diagram (XY plane view) for the 3-legged lander. 

Qualitative scheme, not to scale. 
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Figure 2.3 Main geometric parameters (XY plane view) for the 3-legged lander. 

Qualitative scheme, not to scale. 

 

 

Figure 2.4 Free body diagram and main geometric parameters (XZ plane view) 

for the 3-legged lander. Qualitative scheme, not to scale. 
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Figure 2.5 Free body diagram and main geometric parameters (YZ plane view) 

for the 3-legged lander. Qualitative scheme, not to scale. 

 

 

Figure 2.6 Free body diagram (XY plane view) for the 4-legged lander. 

Qualitative scheme, not to scale. 
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Figure 2.7 Main geometric parameters (XY plane view) for the 4-legged lander. 

Qualitative scheme, not to scale. 

 

 

Figure 2.8 Free body diagram and main geometric parameters (XZ plane view) 

for the 4-legged lander. Qualitative scheme, not to scale. 

 



21 Definition of sampling system requirements 

 

 

 

Figure 2.9 Free body diagram and main geometric parameters (YZ plane view) 

for the 4-legged lander. Qualitative scheme, not to scale. 

 

Hereafter, bold printing indicates vectors while non-bold printing indicates 

scalars. 

𝑅𝑛𝑥,𝑦,𝑧   are the Cartesian components of the reaction force acting on the 𝑛-th 

lander’s footpad (𝑛 = 1, 2, 3, 4).  

Given the assumption on the lander’s body shape (i.e. hexagon for the 3-legged 

lander, octagon for the 4-legged lander) and footpads arrangement (i.e. regular 

triangle for the 3-legged lander, square for the 4-legged lander), the position of the 

footpads is defined via the parameters 𝐷𝑥1,2  and 𝐷𝑦 for the 3-legged lander, and 

𝐷𝑔 for the 4-legged lander. It should be noted that those parameters are linked to 

the geometric parameters 𝐷, 𝑑 and 𝐿𝑔, defining the general configuration of the 

lander’s body and footpads (Figure 2.2 to Figure 2.9). 

𝐹𝑝𝑥,𝑦,𝑧 are the Cartesian components of the lander’s weight 𝐹𝑝. The position of 

the 𝐶𝐺 is defined via the geometric parameters 𝐶𝐺𝑥,𝑦,𝑧. 

𝑅𝐴𝑥,𝑦 define the position of the RA on the lander’s deck. Such geometric 

parameters also define the origin of the Robotic Arm Reference Frame (RARF). 

𝐹𝑠𝑥,𝑦,𝑧 are the Cartesian components of the sampling force 𝐹𝑠. The sampling 

force is applied to the sampling spot, localized with respect to LRF and RARF via 

the geometric parameters 𝑃𝑥,𝑦 and 𝑃𝑥1,𝑦1, respectively. Eq. (2.1–2.2) relate 

geometric parameters 𝑃𝑥,𝑦, 𝑃𝑥1,𝑦1 and 𝑅𝐴𝑥,𝑦.  

 

𝑃𝑥 = 𝑅𝐴𝑥 + 𝑃𝑥1  (2.1) 

𝑃𝑦 = 𝑅𝐴𝑦 + 𝑃𝑦1  (2.2) 
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In Figure 2.2 and Figure 2.6, the line joining the origin of RARF to the 

sampling spot represents a plane containing the RA and perpendicular to the XY 

plane. The sampling force 𝐹𝑠 lies on the sampling force plane, which is oriented 

according to both the position of the RA and the local geometry of the ground at 

the sampling spot. 

𝛼 is the orientation of the RA plane with respect to the XZ plane (i.e. a rotation 

about the Z axis of RARF), defined as tan 𝛼 = 𝑃𝑦1/𝑃𝑥1. 

𝛽 is the angle of the sampling force 𝐹𝑠 with respect to the ground, located in the 

sampling force plane. 

The vector components of the sampling force 𝐹𝑠 are computed by defining the 

local ground slope angles about X axis (𝛿𝑠) and Y axis (𝛾𝑠) of RARF. A rotation 

matrix is defined for the rotation about the X axis, Y axis and the Z axis, 

according to Eq. (2.3–2.5), respectively. The rotation matrices are applied to the 

base sampling force vector 𝑺 = 𝐹𝑠 [cos 𝛽 , 0, sin 𝛽] to obtain its components, 

according to Eq. (2.6).  

 

Γs = [

1 0 0
0 cos 𝛿𝑠 −sin 𝛿𝑠
0 sin 𝛿𝑠 cos 𝛿𝑠

] (2.3) 

Δs = [
cos 𝛾𝑠 0 sin 𝛾𝑠
0 1 0

− sin 𝛾𝑠 0 cos 𝛾𝑠

] (2.4) 

Αs = [
cos 𝛼 −sin 𝛼 0
sin 𝛼 cos 𝛼 0
0 0 1

] (2.5) 

𝑭𝒔 = Αs Γs Δ𝑠 𝑺 (2.6) 

 

The vector components of the lander’s weight 𝐹𝑝 are computed by defining the 

general ground slope angles about X axis (𝛿𝑔) and Y axis (𝛾𝑔) of LRF. A rotation 

matrix is defined for both the rotation about the X axis and the Y axis, according 

to Eq. (2.7–2.8), respectively. The rotation matrices are applied to the base weight 

vector 𝑾 = [0, 0, −𝐹𝑤] to obtain the vector components of the lander’s weight, 

according to Eq. (2.9). 𝐹𝑤 = 𝑚𝑔 is the base weight force, where 𝑚 is the lander’s 

mass and 𝑔 is the gravitational acceleration. 

 

Γg = [

1 0 0
0 cos 𝛿𝑔 −sin 𝛿𝑔
0 sin 𝛿𝑔 cos 𝛿𝑔

] (2.7) 

Δg = [

cos 𝛾𝑔 0 sin 𝛾𝑔
0 1 0

− sin 𝛾𝑔 0 cos 𝛾𝑔

] (2.8) 
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𝑭𝒑 = Γg Δg 𝑾 (2.9) 

 

Eq. (2.10–2.11) show the vector form of the systems of equations to compute 

the reaction forces acting on the footpads for a 3-legged and a 4-legged lander, 

respectively. Lines 1-2 in Eq. (2.10–2.11) derive from the free body diagrams and 

represent equilibrium conditions with respect to LRF.  

Line 3 in Eq. (2.10) represents the geometric conditions imposed by assuming 

that the lander behaves as a rigid body. This means that the relative distance 

between the footpads does not change. The geometric conditions bring to the 

assumption that the regular triangle shape does not change. There are several 

ways to define a regular triangle. The one selected is to impose that each side of 

the triangle has a constant length equal to the other ones, as shown in Figure 2.10. 

Lines 3-5 in Eq. (2.11) represent the geometric conditions imposed by 

assuming that the lander behaves as a rigid body. This means that the relative 

distance between the footpads does not change. The geometric conditions bring to 

the assumption that the square shape does not change. There are several ways to 

define a square. The one selected is to impose that each diagonal has a constant 

length equal to the other one (line 3). Moreover, the two diagonals are imposed to 

be perpendicular each other, similarly for the sides of the square (line 4), as shown 

in Figure 2.11. Finally, all the footpads are imposed to lie on the same plane (line 

5). This is obtained by imposing that the determinant of matrix 𝐴 (i.e. the matrix 

defining the equation of a plane passing though the four footpads) is equal to zero. 

 

 

Figure 2.10 Vectors joining the lander’s footpads for the 3-legged lander. 

Qualitative scheme, not to scale. 
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Figure 2.11 Vectors joining the lander’s footpads for the 4-legged lander. 

Qualitative scheme, not to scale. 

 

{
  
 

  
 ∑𝑹𝒏

3

𝑛=1

+ 𝑭𝒔 + 𝑭𝒑 = 0

∑𝑫𝒏 × 𝑹𝒏

3

𝑛=1

+𝑫𝒔 × 𝑭𝒔 +𝑫𝒑 × 𝑭𝒑 = 0

‖𝑳𝟏‖2 = ‖𝑳𝟐‖2 = ‖𝑳𝟑‖2 = 𝑐

 (2.10) 

 

𝑹𝒏 = (𝑅𝑛𝑥 , 𝑅𝑛𝑦 , 𝑅𝑛𝑧) Reaction force vector acting on 𝑛-th footpad 

𝑭𝒔 = (𝐹𝑠𝑥 , 𝐹𝑠𝑦 , 𝐹𝑠𝑧) Sampling force vector 

𝑭𝒑 = (𝐹𝑝𝑥 , 𝐹𝑝𝑦 , 𝐹𝑝𝑧) Lander weight vector 

𝑫𝟏 = 𝑫𝟐 = (𝐷𝑥1 , 𝐷𝑦, 0) Footpads position vector 1 

𝑫𝟑 = (𝐷𝑥2 , 0, 0) Footpads position vector 2 

𝑫𝒔 = (𝑃𝑥, 𝑃𝑦 , 0) Sampling spot position vector 

𝑫𝒑 = (𝐶𝐺𝑥, 𝐶𝐺𝑦 , 𝐶𝐺𝑧) Center of Gravity position vector 

𝐷𝑥1 = (𝐷 + 𝐿𝑔) sin
𝜋

6
 

X coordinate of footpads 1-2, dependent on lander 

geometric parameters 𝐷 and 𝐿𝑔 (Figure 2.2 to 

Figure 2.5) 
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𝐷𝑥2 = (𝐷 + 𝐿𝑔) 

X coordinate of footpad 3, dependent on lander 

geometric parameters 𝐷 and 𝐿𝑔 (Figure 2.2 to 

Figure 2.5) 

𝐷𝑦 = (𝐷 + 𝐿𝑔) sin
𝜋

3
 

Y coordinate of footpads 1-2, dependent on lander 

geometric parameters 𝐷 and 𝐿𝑔 (Figure 2.2 to 

Figure 2.5) 

𝑐 = 2𝐷𝑦 
Length of each side of the regular triangle having 

the footpads as vertices  

 

{
 
 
 
 

 
 
 
 ∑𝑹𝒏

4

𝑛=1

+ 𝑭𝒔 + 𝑭𝒑 = 0

∑𝑫𝒏 × 𝑹𝒏

4

𝑛=1

+𝑫𝒔 × 𝑭𝒔 +𝑫𝒑 × 𝑭𝒑 = 0

‖𝑯𝟏‖2 = ‖𝑯𝟐‖2 = 𝑏
𝑯𝟏 ∙ 𝑯𝟐 = 𝑳𝟏 ∙ 𝑳𝟐 = 𝑳𝟑 ∙ 𝑳𝟒 = 0

|𝐴| = 0

 (2.11) 

 

𝑹𝒏 = (𝑅𝑛𝑥 , 𝑅𝑛𝑦 , 𝑅𝑛𝑧) 
Reaction force vector acting on 𝑛-th 

footpad 

𝑭𝒔 = (𝐹𝑠𝑥 , 𝐹𝑠𝑦 , 𝐹𝑠𝑧) Sampling force vector 

𝑭𝒑 = (𝐹𝑝𝑥 , 𝐹𝑝𝑦 , 𝐹𝑝𝑧) Lander weight vector 

𝑫𝟏 = 𝑫𝟐 = 𝑫𝟑 = 𝑫𝟒 = (𝐷𝑔, 𝐷𝑔, 0) Footpads position vector  

𝑫𝒔 = (𝑃𝑥, 𝑃𝑦, 0) Sampling spot position vector 

𝑫𝒑 = (𝐶𝐺𝑥 , 𝐶𝐺𝑦, 𝐶𝐺𝑧) Center of Gravity position vector 

𝐷𝑔 = (𝑐 + 𝐿𝑔) sin
𝜋

4
 

X, Y coordinate of footpads 1-4, dependent 

on lander geometric parameters 𝐷, 𝑑 and 

𝐿𝑔 (Figure 2.6 to Figure 2.9)  

𝑏 = 2(𝑐 + 𝐿𝑔) 

Length of the diagonal of the square 

having the footpads as vertices, dependent 

on lander geometric parameters 𝐷, 𝑑 and 

𝐿𝑔 (Figure 2.6 to Figure 2.9) 

𝑐 =
𝐷

2
(√2 − cos

𝜋

4
) +

𝑑

2
cos

𝜋

4
 

Constant adopted to simplify the notation, 

dependent on lander geometric parameters 

𝐷 and 𝑑 (Figure 2.6 to Figure 2.9) 

 



Definition of sampling system requirements 26 

 

 

 

To exploit the geometric conditions in Eq. (2.10–2.11), it is required to link 

those equations with the variables to be computed (i.e. the reaction forces 𝑅). For 

this reason, the point of contact between each footpad and the ground was 

modeled via three springs along the three Cartesian axes. It is assumed that the 

springs have all the same constant stiffness 𝑘. Given this assumption, it was found 

that the physical solution of Eq. (2.10–2.11) is independent on the value of the 

spring stiffness. The reaction forces can be related to the displacement 𝑑 of the 

lander’s footpads via Eq. (2.12). 

 

𝑅 = 𝑘 𝑑 (2.12) 

 

The goal is the evaluation of the maximum allowed magnitude of the 

sampling force 𝐹𝑠 that prevents the lander changing its equilibrium state. 

Therefore, the sampling force 𝐹𝑠 represents the independent variable, while the 

reaction forces represent the dependent variable. Eq. (2.10–2.11) were 

symbolically solved to get the explicit dependence of the reaction forces from the 

sampling force, 𝑅𝑛 = 𝑓(𝐹𝑠). The maximum allowed sampling force is defined 

such that the reaction forces 𝑅𝑛 do not overcome a certain pre-defined limit force. 

According to Eq. (2.13–2.14), the limit force is computed by defining a margin 

for the reaction forces. The limit force 𝐿𝑥𝑦 is applied to prevent the lander from 

sliding in the XY plane. The limit force 𝐿𝑧 is applied to prevent the lander from 

lifting off the XY plane (i.e. the ground).   

The limit force 𝐿𝑥𝑦 is defined by applying a margin 𝑀𝑥𝑦 with respect to the 

friction force 𝐹𝑎, which is the boundary for the incipient motion of the lander. 

According to Eq. (2.15), the friction force is defined with respect to the Z 

component of the 𝑛-th reaction force through the coefficient of friction 𝜇 between 

the lander’s footpad and the ground. The limit force 𝐿𝑧 is defined by applying a 

margin 𝑀𝑧 with respect to a pre-defined minimum value for the Z component of 

the reaction force (𝐾𝑧).  

Margins 𝑀𝑥𝑦 and 𝑀𝑧 can get any positive real value, where a value equal to 0 

means a margin of 0%, a value of 1 means a margin of 100%, etc. 

 

𝐿𝑥𝑦 =
𝐹𝑎

(1 + 𝑀𝑥𝑦)
 (2.13) 

𝐿𝑧 = 𝐾𝑧(1 + 𝑀𝑧) (2.14) 

𝐹𝑎 = 𝜇𝑅𝑛𝑧 (2.15) 

 

The limit force 𝐿𝑥𝑦 depends on the sampling force 𝐹𝑠 through the Z 

component of the reaction force 𝑅𝑛𝑧. On the other hand, the limit force 𝐿𝑧 is pre-

defined.  
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The maximum allowed magnitude of the sampling force 𝐹𝑠, named 𝐹𝑠𝑚𝑎𝑥 , is 

evaluated by minimizing the objective functions defined by Eq. (2.16–2.17). 

 

𝐽𝑥𝑦 = (𝐿𝑥𝑦 − 𝑅𝑛𝑥𝑦)
2

 (2.16) 

𝐽𝑧 = (𝐿𝑧 − 𝑅𝑛𝑧)
2
 (2.17) 

 

Where 𝑅𝑛𝑥𝑦 = √𝑅𝑛𝑥
2 + 𝑅𝑛𝑦

2   

The objective functions are convex, meaning that they have a global 

minimum (Figure 2.12). The minimization problem is defined according to Eq. 

(2.18–2.19). 

 

 

Figure 2.12 Example of convex objective functions. 

 

(𝐹𝑠𝑚𝑎𝑥)𝑥𝑦 = min𝐹𝑠
𝐽𝑥𝑦(𝐹𝑠)  𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝐹𝑠1 < 𝐹𝑠 < 𝐹𝑠2 (2.18) 

(𝐹𝑠𝑚𝑎𝑥)𝑧 = min𝐹𝑠
𝐽𝑧(𝐹𝑠)  𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝐹𝑠1 < 𝐹𝑠 < 𝐹𝑠2 (2.19) 

 

The minimization problem is solved by using the MATLAB function 

fminbnd, which finds the minimum of a single-variable function on a fixed 

interval [75] [76]. As a conservative approach, the minimum value among the two 
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computed by solving the minimization problems is selected, according to Eq. 

(2.20). 

 

𝐹𝑠𝑚𝑎𝑥 = min ((𝐹𝑠𝑚𝑎𝑥)𝑥𝑦 , (𝐹𝑠𝑚𝑎𝑥)𝑧) (2.20) 

 

𝐹𝑠𝑚𝑎𝑥  is obtained with respect to a specific condition, since all the parameters 

(i.e. environmental, physical, geometrical) except the sampling force 𝐹𝑠 are 

defined prior solving the minimization problem. At different environmental, 

physical, or geometrical conditions correspond different values of 𝐹𝑠𝑚𝑎𝑥 . By 

exploring the parameters’ space, it is possible to derive the DE of the lander. 

Three kinds of parameters are used to define the DE: dependent, independent and 

boundary. 

The dependent parameters represent the output whose variation is used to 

determine the equilibrium condition. In this case, the dependent parameters are 

the reaction forces 𝑅𝑛 acting on the lander’s footpads. The margin 𝑀𝑥𝑦 on the 

value of the friction force 𝐹𝑎 is used to define the limit 𝐿𝑥𝑦 of the DE in the XY 

plane. In fact, the friction force determines the boundary for the incipient motion 

of the lander. On the other hand, the margin 𝑀𝑧 on the null value of the Z 

component of the reaction force is used to define the limit 𝐿𝑧 of the DE along the 

Z axis. In fact, the null value represents the boundary for the incipient lifting of 

the lander.  

The independent parameters represent inputs that affect the dependent 

parameters, in this case represented by the magnitude of the sampling force 𝐹𝑠.  

The boundary parameters represent all the inputs not directly involved in the 

minimization process. Such parameters include. 

▪ Environmental parameters 

• Gravitational acceleration (𝑔) 

• General ground slope about X, Y axes (𝛿𝑔, 𝛾𝑔) 

• Local ground slope about X, Y axes at the sampling spot (𝛿𝑠, 𝛾𝑠) 

• Footpad-to-ground coefficient of friction (𝜇) 

 

▪ Physical and geometrical parameters of the lander 

• Mass (𝑚) 

• Length of the leg’s projection in the XY plane (𝐿𝑔) 

• Length of the body’s side (𝐷) 

• Cartesian components of the 𝐶𝐺 position (𝐶𝐺𝑥,𝑦,𝑧) 

• Margin on the reaction forces (𝑀𝑥𝑦,𝑧) 
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▪ Physical and geometrical parameters of the sampling 

• Cartesian components of the position of the sampling spot (𝑃𝑥,𝑦) 

• Inclination of the sampling force with respect to the ground (𝛽) 

By changing the boundary parameters, it is possible to explore several 

environmental conditions as well as several physical and geometrical 

configurations related to both lander and sampling (Figure 2.13). Among potential 

sampling systems, it should be mentioned that highly dynamic systems such as 

drills are probably less suited to the application of the technique presented in this 

dissertation. Future developments of the tool will aim to include the capability to 

address the investigation of such sampling systems.  

 

 

Figure 2.13 Some sampling system configurations that might be explored in 

MISTRAL by changing the β angle. 
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2.1.3 Application to NASA’s Phoenix Mars lander mission 

This paragraph presents the application of MISTRAL to real mission data 

from the NASA’s Phoenix Mars lander.  

The Phoenix lander touched down on 25 May 2008 in the Green Valley, a 

high latitude Mars region, and operated until 2 November 2008, acquiring data 

during 152 sols (Mars days) of operations. The Phoenix lander was equipped with 

a 2.4 m RA with an Icy Soil Acquisition Device (ISAD) (Figure 2.14). The ISAD 

is composed by a scoop capable of excavating trenches, a scraper blade for hard 

soils and a rasp tool [77] [78]. 

 

 

Figure 2.14 Engineering model of the Phoenix lander RA and ISAD. Credits: 

NASA/University of Arizona 

 

Several trenches were excavated and resistive forces during backhoe 

operations were derived. The highest forces registered during mission operations 

are shown in Table 2.2. 
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Table 2.2 Force peaks registered during Phoenix Mars lander operations. The 

name highlights the denomination of the excavation site followed by a number 

indicating the reference sol (Mars day). 

Name Force magnitude [N] Force component Reference 

Dodo-Goldilocks 

116-1 
70 Normal to surface [77] [78] 

Dodo-Goldilocks 

116-2 
75 Normal to surface [79] 

Stone Soup  

74, 76, 85, 88 
100 

Total force in the 

excavation plane 
[79] 

 

The procedure presented here aims to check that the force peaks lie inside the 

DE of the Phoenix lander, as obtained by using MISTRAL. Therefore, the first 

step is the computation of the DE. The values of the MISTRAL parameters are 

shown in Table 2.3.   

It was assumed that the body of the Phoenix lander has a regular hexagonal 

shape. Given this assumption, the length of the body’s side (𝐷) was derived from 

[80].  

The length of the leg’s projection in the XY plane (𝐿𝑔) was assumed from 

[78] by considering a proportion with respect to the lander’s deck diameter [80].  

The X, Y components of the 𝐶𝐺 position (𝐶𝐺𝑥,𝑦) were assumed coincident 

with the LRF origin, while the Z component (𝐶𝐺𝑧) was assumed by considering 

the lander’s height [80].  

The lander’s mass was derived from [80].  

The sampling system of the Phoenix lander is a backhoe. The inclination of 

the sampling force with respect to the ground (𝛽) was derived from [79] and 

converted according to the convention of Figure 2.13. 

A 100% margin on X, Y, Z components of the reaction forces (𝑀𝑥,𝑦,𝑧) was 

assumed.  

The general slope of the ground was assumed only about Y axis (𝛾𝑔), while 

the slope about X axis (𝛿𝑔) was assumed negligible. The local slopes of the 

ground at the sampling spot (𝛾𝑠, 𝛿𝑠) were also assumed negligible. 

The footpad-to-ground coefficient of friction (𝜇) was derived from the angle 

of internal friction of the soil (𝜑) through the Coulomb’s law 𝜇 = tan𝜑 [81]. 

Since the angle of internal friction is 38 deg ± 5 deg [79], the coefficient of 

friction was found varying in the range 0.65 ÷ 0.93.    
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The sampling spot was assumed varying within the RA workspace derived 

from [78]. The workspace is delimited by an upper and a lower end, and by an 

inner and an outer circular sector centered in the RARF origin (Figure 2.16). The 

inner and outer circular sectors have a radius of 1.52 m and 2.14 m, respectively. 

The radius of the outer circular sector was derived from [78], while the radius of 

the inner circular sector was assumed by considering a proportion with respect to 

the outer radius. The upper and lower ends were assumed spanning across a 90 

deg angle. 

The scenario assumed for the Phoenix lander is shown in Figure 2.15 and 

Figure 2.16. Such a situation might be considered a worst-case scenario, since the 

lander is pulled downhill by the RA.  

 

 

Figure 2.15 Phoenix lander worst-case scenario. The lander is inclined about the 

Y axis and pulled downhill during backhoe operations. Qualitative scheme, not to 

scale. 
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Figure 2.16 Phoenix lander configuration. The sampling spot lies inside the area 

delimited by the green lines. Qualitative scheme, not to scale. 

 

Table 2.3 Values of MISTRAL parameters for the Phoenix lander case study. 

Constant parameters 

Environmental parameters Value 

Gravitational acceleration (𝑔)  3.72 m/s2 

Slope of the ground about X axis (𝛿𝑔) 0 deg 

Local slope of the ground about X axis at the sampling spot (𝛿𝑠) 0 deg 

Local slope of the ground about Y axis at the sampling spot (𝛾𝑠) 0 deg 

Physical and geometrical parameters of lander Value 

Length of the leg’s projection in the XY plane (𝐿𝑔) 0.2 m 

Length of the body’s side (𝐷) 0.75 m 
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[X, Y, Z] components of the 𝐶𝐺 position (𝐶𝐺𝑥,𝑦,𝑧) [0, 0, 1] m 

Margin on the reaction forces (𝑀𝑥𝑦,𝑧) [1, 1] 

Mass (𝑚) 350 kg 

Physical and geometrical parameters of sampling Value 

Inclination of the sampling force with respect to the ground (𝛽) 33.9 deg 

Variable parameters 

Environmental parameters Range 

Slope of the ground about Y axis (𝛾𝑔) (0 ÷ 20) deg 

Footpad-to-ground coefficient of friction (𝜇) 0.65 ÷ 0.93 

Physical and geometrical parameters of sampling Range 

[X, Y] components of the position of the sampling spot (𝑃𝑥1,𝑦1) 
Derived according to 

the definition of the 

RA workspace. 

 

 

The DE obtained by using MISTRAL is shown in Figure 2.17, where each 

line represents the locus of the points where the magnitude of the sampling force 

𝐹𝑠 is maximum, according to the defined margin. The DE was defined with 

respect to the ground slope since this environmental parameter is particularly 

crucial to surface operations. Several max-𝐹𝑠 lines were obtained by changing the 

variable parameters within the defined ranges. The DE is defined as the area 

underlying a max-𝐹𝑠 line. The DE of the Phoenix lander was selected as the area 

underlying the lowest max-𝐹𝑠 line, considered as a worst-case scenario (light blue 

area in Figure 2.17). 

To plot data points reported in Table 2.2, they have to be first converted to 

represent the total magnitude of the sampling force, according to the input 

required to build the DE. Since the original Stone Soup point represents the total 

force in the excavation plane, it was assumed that it already represents the 

required input. On the other hand, the original Dodo-Goldilocks points 𝐹𝑠𝑜 

represent the normal force, so they have to be converted into the required input 

through the inclination of the sampling force with respect to the ground (𝛽). The 

new value 𝐹𝑠𝑛 is obtained through the equation 𝐹𝑠𝑛 = 𝐹𝑠𝑜/ sin 𝛽. The values of the 

plotted data points are reported in Table 2.4.  
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The ground slope selected to plot the data points has a value of 7 deg, 

reported as the average value at the landing site [82] [83]. 

Figure 2.17 shows that the data points lie inside the DE of the Phoenix lander, 

confirming the quality of the tool’s results even considering the worst-case 

scenario. 

 

Table 2.4 Data point values converted according to the input required to build the 

DE. 

Name Force magnitude [N] 

Dodo-Goldilocks 116-1 125.5 

Dodo-Goldilocks 116-2 134.5 

Stone Soup 74, 76, 85, 88 100 
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Figure 2.17 Plot of the DE of Phoenix lander together with the data points. 
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2.2 Application of MISTRAL to potential Enceladus 

lander mission 

This paragraph presents the application of MISTRAL to a potential Enceladus 

lander mission. 

The Enceladus low gravity environment represents a great challenge for 

lander stability because of the severe limit on the allowable reacted load from the 

sampling system to the lander. Therefore, a critical task is the evaluation of the 

effect of the forces the sampling system might apply to the lander while 

performing the sampling operations. 

Two lander configurations were studied, a 3-legged and a 4-legged lander. 

The variable parameters selected are the lander’s mass, the distance of the 

sampling spot and the footpad-to-ground coefficient of friction. By exploring the 

space of the variable parameters, it is possible to derive the DE. 

The scenario under investigation is shown from Figure 2.18 to Figure 2.20, 

and it was assumed to be a worst-case scenario, since the lander is pushed 

downhill by the RA. The RARF is assumed being coincident with the LRF, and 

the sampling force plane is aligned with the X axis. The goal is to avoid the lander 

to slide downhill, so the friction force along X axis is the driver to calculate the 

max sampling force within the defined margin.  

Values chosen for model parameters are shown in Table 2.5. 

DEs obtained are shown in Figure 2.21 and Figure 2.22. 

 

 

Figure 2.18 Enceladus lander worst-case scenario. The lander is inclined about 

the Y axis and pushed downhill during sampling operation. Qualitative scheme, 

not to scale. 
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Figure 2.19 3-legged lander configuration for the Enceladus lander case study. 

Qualitative scheme, not to scale. 

 

 

Figure 2.20 4-legged lander configuration for the Enceladus lander case study. 

Qualitative scheme, not to scale. 
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Table 2.5 Values of MISTRAL parameters for the Enceladus lander case study. 

Constant parameters 

Environmental parameters Value 

Gravitational acceleration (𝑔)  0.113 m/s2 

Slope of the ground about X axis (𝛿𝑔) 0 deg 

Local slope of the ground about X axis at the sampling spot (𝛿𝑠) 0 deg 

Local slope of the ground about Y axis at the sampling spot (𝛾𝑠) 0 deg 

Physical and geometrical parameters of lander Value 

Length of the leg’s projection in the XY plane (𝐿𝑔) 0.5 m 

Length of the body’s side (𝐷) 1 m 

[X, Y, Z] components of the 𝐶𝐺 position (𝐶𝐺𝑥,𝑦,𝑧) [0, 0, 1] m 

Margin on the reaction forces (𝑀𝑥𝑦,𝑧) [1, 1] 

Physical and geometrical parameters of sampling Value 

Y component of the position of the sampling spot (𝑃𝑦) 0 m 

Inclination of the sampling force with respect to the ground (𝛽) 175 deg 

Variable parameters 

Environmental parameters Range 

Slope of the ground about Y axis (𝛾𝑔) (0 ÷ -20) deg 

Footpad-to-ground coefficient of friction (𝜇) 0.5 ÷ 1 

Physical and geometrical parameters of lander Range 

Mass (𝑚) (300 ÷ 500) kg 

Physical and geometrical parameters of sampling Range 

X component of the position of the sampling spot (𝑃𝑥) (2 ÷ 6) m 

 



Definition of sampling system requirements 40 

 

 

 

 

Figure 2.21 DE of 3-legged lander for the Enceladus lander case study. The 

ground slope is reported in absolute values for convenience. 
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Figure 2.22 DE of 4-legged lander for the Enceladus lander case study. The 

ground slope is reported in absolute values for convenience. 



Definition of sampling system requirements 42 

 

 

 

 

DE plots were conceived to rapidly assess the high-level requirements of a 

sampling system. However, benefits of using MISTRAL are much greater. Since 

the model used to build the DE considers the coupling among sampling 

parameters, lander parameters, and environmental parameters, it is possible to use 

the plots to infer high-level requirements concerning other lander systems.  

From plots of Figure 2.21 and Figure 2.22 it is possible to derive not only a 

requirement on the sampling system, but also a requirement on the footpads, a 

critical system to guarantee lander’s stability. By assuming a lander’s mass of 500 

kg, a 2-m-long RA, and an average ground slope of 10 deg, it is possible to derive 

that a footpad-to-ground coefficient of friction equal to 0.5 allows an incredibly 

low maximum 𝐹𝑠 (i.e. about 2 N). By increasing the coefficient of friction to 0.75 

it is possible to sustain a maximum 𝐹𝑠 four times greater (i.e. about 8 N) (Figure 

2.23). A higher footpad-to-ground coefficient of friction can be achieved by 

adding heated pins as anchoring system with the purpose to increase resistance to 

lander footpad sliding. These heated pins (6 mm diameter and 80 mm long) create 

a V-shaped hole in the ice for the pins to rest in. Preliminary laboratory testing 

showed the interaction can be modelled as a point sliding up a frictionless slope 

(due to radiation, the walls are not vertical). This turns into the definition of a 

requirement for both the sampling system (i.e. maximum allowed sampling force 

of about 8 N) and the lander system (i.e. footpad-to-ground coefficient of friction 

of about 0.75). 
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Figure 2.23 Use of the DE for system design. Example for the 3-legged lander 

configuration.



 

 

Chapter 3 

3 Investigation of sampling system 

concepts 

Part of the content of the present chapter was published in [55] [84]. 

3.1 Introduction 

The sample chain is the sequence of steps (Figure 3.1) to acquire a sample 

from pristine environment and is typically composed of the following phases. 

• Sampling, that is the operation of breaking up and/or disturbing the 

pristine material to get the sample. 

• Collection, that is the operation of gathering the sample. 

• Transfer, that is the operation of transporting the sample from one 

location to another. 

• Measurement, that is the operation of measuring the quantity of 

sample collected in terms of mass, volume, etc. 

• Deposit, that is the operation of delivering the sample to its destination 

(e.g. a science instrument, a storing capsule, etc.)  

 

 

Figure 3.1 Steps of a typical sample chain. 
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This chapter focuses on the investigation of sampling systems required to 

fulfill the requirements of the first phase (i.e. sampling) of the sample chain. 

As shown in previous chapters, the low surface gravity of Enceladus 

represents a new challenge for surface sampling that is not met by sampling 

systems developed for microgravity (e.g. comets and asteroids) or higher gravity 

(e.g. Europa 13%g, Moon 16%g, or Mars 38%g) environments. 

A study was conducted to explore various sampling systems that could be 

used by an in-situ lander mission. The focus was on devices that operate with a 

low reaction force, entail low energy consumption, are robust to low gravity and 

are compatible with stringent planetary protection and contamination control 

requirements. Several sampling devices were developed or adapted and then 

tested in simulated conditions that resemble the Enceladus surface properties. The 

combination of the low deposition rate of plume fallback material and the very 

low surface temperature (i.e. approximately 80 K) results in a very slow sintering 

rate. As a consequence, the surface material is likely weak and highly porous [42] 

[85]. To account for potentially greater sintering rates and the resulting wide 

range of surface material strengths, the sampling system was developed to be able 

to sample surface materials between 400 kPa and 12 MPa CPT (Cone Penetration 

Test) and 40-95% porosity [85].  

The sample acquisition requirements identified fall in the following categories 

and are summarized below. 

• Science instrument (OS) 

• Sample integrity (SI) 

• Astrobiology science (AS) 

• Engineering, Environment, Architecture (EE) 

Sample 

• Acquire and transfer at least 10 samples (OS) 

• Acquire sample within 10 mm depth (AS) 

• Sample particle longest linear length will be no greater than 5mm (OS) 

• Samples volumes will be between 1 cc and 5 cc (OS) 

• Verify sample volume delivered to the science instrument (SI) 

• At least 60% of sample will be acquired within 10 mm of the surface 

(AS) 

Sample integrity  

• Sample will be maintained below 140 K (SI) 

• Sampling system shall be contamination control compatible (SI) 

• No more than 25% of sample particles can have shortest dimension 

smaller than 50µm (AS) 
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Surface mechanical properties  

• Be able to acquire sample from material with the following range of 

properties (full range of properties described by simulant suite) 

• Sub-rounded to angular granular material (SP) 

• Porosity between 40% and 95% (SP) 

• Weak, rounded, unconsolidated material, of zero effective sintering 

(SP) 

• Non-cohesive material low end strength of 400 kPa CPT, 95% 

porosity (SP) 

• Cohesive material high end strength of 12 MPa CPT, 40% porosity 

(SP) 

Science instrument interface 

• Deliver to and be compatible with JPL’s OWLS instrument to be 

located on lander with minimal and allowable interface requirements 

to be levied on the OWLS instruments (OS). Further details about 

OWLS instrument are presented in paragraph 5.8. 

Hardware System, Environments and Spacecraft 

• Produce a reaction force to lander less than 8 N horizontal (see full 

allowable loads envelope for combined force charts) (EE) 

• Consume low energy compatible with a battery powered surface phase 

(EE) 

• Sampling operation and hardware compatible with Enceladus surface 

environment, including vacuum, 0.113 m/s2 gravity and 70 K (EE) 

The potentially strong material of 12 MPa precludes the use of sampling 

systems that only work for weak materials such as the TAGSAM sampler of the 

OSIRIS-REx mission or the CAESAR comet surface sample return mission 

sampling system [86] [87]. The requirement of low reacted force to the lander 

precludes the use of sampling systems that require higher reacted loads such as 

the Mars Science Laboratory powder drill (i.e. 300 N preload) [88] and the 

proposed Europa Lander mission baseline counter-rotating saws and rasp with 

currently assumed 50 N maximum reacted loads. The BiBlade developed for 

comet surface sampling [89] [90] and Brush Wheel Sampler developed for 

asteroid surface sampling [91] were designed for higher reacted loads that are 

available in a Touch-And-Go (TAG) mission architecture where spacecraft inertia 

reacts sampling forces in the order of 1000s N. The Rosetta mission Philae lander 

rotary drill SD2 would only acquire very weak material, and as a drill, would be 

poorly suited for collecting surface material [92]. The Phobos Grunt mission had 

the CHOMIK percussive drive tube sampler [93], but as a drive tube it is designed 
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to primarily collect subsurface samples. The requirement on low sampling depth 

and particle size precludes the use of sampling systems based on momentum 

transfer such as the bullets fired by the Hayabusa 2 mission to break up and loft 

particles into a collection canister [94].   

 

3.2 Simulants  

A fundamental step in the development of a sampling system is the definition 

of appropriate simulants and analogues representative of the surface properties 

expected. Enceladus surface evolved in unique environmental conditions (i.e. 

vacuum, cryogenic temperatures and solar irradiation) that are difficult to 

reproduce on Earth for simulant production and sampling system verification 

testing. For this reason, the first objective was to produce simulants in ambient 

conditions (i.e. standard temperature, pressure and illumination) that can be made 

representative of the Enceladus surface properties by investigating related micron-

scale ice particle sintering [85]. The design and production of the mechanical 

strength of the simulant was based on the description of potential Enceladus 

surface microstructure morphology. These simulants were intended to be 

preliminary and to aid in early sampling system testing prior to intensive study of 

laboratory ice analogues. 

The simulant parameters were chosen based on the best understanding of 

Enceladus’ range of possible surface properties, and specifically considering the 

needs of the sampling tools under development (e.g. considering strong and very 

weak materials for worst case scenarios) in making these choices. 

The simulants were developed to have the following microstructure 

properties. 

• Granular, cohesive type bulk structure. 

• Micro-structure to be of particles bonded to neighboring touching 

particles (i.e. necking type shape to contacting particles). 

o About 10-100 μm grain size with narrow size range (poorly 

graded). 

o Rounded or sub-rounded particle shape. 

o Particles of high strength material. 

o Particle-particle bonding method to be high strength and brittle 

while maintaining adequate minimum necking and porosity. 

o Brittle failure. 

o 35 to 45% porosity. 

A specific value of strength was not prescribed since laboratory 

measurements of Enceladus icy analogues have not been made yet. There are 

efforts currently underway at JPL to produce such analogs and to measure 
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strength in-situ within the Icy Bodies Simulation (IBoS) environmental chamber 

(Figure 3.2). The IBoS chamber was designed and fabricated for use in generating 

and evolving icy body materials to represent the Enceladus surface. Micron-scale 

particles will be produced and subject to Enceladus thermal and vacuum 

conditions and the evolving mechanical properties will be measured via cone 

penetrometer. 

Four pervious concrete mixes were selected as ambient simulants. Two were 

of about 100 μm mean particle size (i.e. very fine-grained) and two were of about 

400 μm mean particle size (i.e. fine-grained). Each of the grain size simulants had 

a 2.5 MPa and 4.5 MPa UCS (Unconfined Compressive Strength), 2 inches cube 

in compression (Figure 3.3). 

 

 

 

Figure 3.2 The Icy Bodies Simulation (IBoS) chamber designed and fabricated at 

JPL to produced and evolve Enceladus surface icy analogues. 
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Figure 3.3 Enceladus simulants. Fine-grained pervious concrete (Top). Very fine-

grained pervious concrete (Middle). Sintered cryogenic ice (Bottom). 
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3.3 IBARM manipulation testbed 

A 3 DOF robotic arm, named Icy Body ARM (IBARM), was developed and 

fabricated to evaluate all sampling systems on the same testbed (Figure 3.4). The 

manipulation testbed was equipped with two force-torque sensors and a weight 

off-loading mechanism. The force-torque sensors are configured in base-mounted 

and wrist-mounted locations to measure sampling loads and analyze force signal 

attenuation through the sampling arm to the lander. The weight off-loading 

mechanism is used to reduce the joint torques during sampling operations and 

instrumented with a load cell to enable full free-body load estimation on the arm. 

The arm has a mounting interface after the wrist force-torque sensor to 

accommodate a number of various sampling tools. 

The kinematics, controls, and operator interfaces for the manipulation testbed 

are provided by JPL's CASAH (Controls and Autonomy for Sample Acquisition 

and Handling) software system [95]. Basic arm behaviors, like joint motion and 

task-space motion, are used to provide a set of motion primitives for sampling 

operations. Force control behaviors were developed to help limit the arm loads 

during sampling by slowing down the forward progress of the tool as a function of 

low-pass filtered wrist forces. Compared to open-loop control, force control 

showed from 13% to 70% load reduction using low strength simulants, depending 

on the sampling tool considered. 

 

 

Figure 3.4 IBARM manipulation testbed. 
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3.4 Full-face drill 

One of the investigated sampling systems was a rotary hammer tool with a 

powder bit with full-face cutting ability that drives the cuttings toward the bit 

rotation axis and stores the cuttings inside the bit. A rotary hammer tool allows 

operation with low weight-on-bit and low torque. The bit cutting teeth 

configuration allows for low torque from the driving tool. A conical bit and a 

cylindrical bit shapes were tested. The cylindrical bit was tested in two teeth 

arrays configurations and was also designed to enable efficient pneumatic transfer 

of collected cuttings (further details are presented in paragraph 5.4). In one 

configuration, the teeth are aligned in straight line segments, parallel to each other 

and located behind the symmetry plane going through the central bit axis in the 

rotation direction (Figure 3.5). In between the two rows of teeth there is an 

additional center tooth to complete the full front face coverage. Locating the teeth 

behind the symmetry plane causes the cuttings to be driven toward the central axis 

where the collection holes are located. The offset distance and the rotational speed 

are design parameters that need to be considered to assure that the cuttings are 

driven toward the bit central axis.  

The inside of the bit creates a cavity for storing the cuttings during drilling. 

The top of the bit can be configured with a spring-loaded lid and access ports. A 

spring-loaded lid would allow the cuttings to be pushed out of the bit in case of 

overflowing to prevent compacting cuttings inside the bit. The access ports would 

allow the bit to interface with other devices for cuttings removal for sample 

transfer or bit cleaning. The bit has vertical features that allow the impact to be 

transferred to the cutting teeth more efficiently. During testing, the bit cavity was 

filled with cuttings but a lot more cuttings were driven outside the hole (Figure 

3.6). 
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Figure 3.5 Front face drill bit with linear teeth array design (Top) and 3D printed 

metal test bits (Bottom). 

 

 

Figure 3.6 Test of the full-face drill bit with linear teeth arrays. 
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In another configuration, the bit frontal face is a concave surface and the teeth 

placement follow an arc or parabola segment where the angle of the tangent to the 

locating curve with the central symmetry plane is proportional to the radial 

distance from the central axis (Figure 3.7). Driving the cuttings toward the central 

axis assures low strength material surface sample collection. The bit was designed 

with a lid that can shape the internal bit cavity for sample retention during drilling 

and subsequent sample transfer using pneumatics. In a first fabricated 

configuration for pneumatic sample transfer, the cavity inside the bit is shaped to 

increase the efficiency of cuttings removal from inside the bit to transfer it to 

other devices. The bit was able to collect cuttings during the test and the cuttings 

were transferred using a pneumatic system. The tool was tested in various 

simulants ranging from unconsolidated sand to 5.4 MPa UCS with preload 

measured in the 6 N to 10 N. The bit was able to collect sample of 2.2 cc to 2.8 cc 

volume. 

 

 

Figure 3.7 Full-face drill bit with curved teeth array (Left) and fabricated 

prototype integrated into the testbed (Right). 

 

3.5 Drive tube 

Another sampling system investigated was based on a drive tube specifically 

designed for sample collection and transfer of shallow surface material. It includes 

a set of drive tubes, means of driving them into the ground for sample collection, 

a storage mechanism and means to load them in front of the drive mechanism and 

a means to transfer them. The main components of the sampling system are shown 

in Figure 3.8 and integrated into a housing in Figure 3.9. The drive tube includes a 

sample tube, a sample tube sheath, and a sample retention mechanism (Figure 

3.10). The sample tube sheath is shaped as a cylinder with a flange at the top and 

a through axial hole. At the bottom end, the hole diameter is smaller with a 

shoulder between the large diameter section and small diameter section. The 
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shoulder can have a groove to aid in the passive control of the sample retaining 

mechanism shape. The bottom end of the sheath can have chamfers on both inner 

and outer edges or only on one edge. The chamfers geometry is dictated by the 

scope of the sheath to collect more or less of the sample material that is being 

penetrated. The sample tube is shaped as a cylinder with a flange at the upper end 

to support impact from the anvil and transfer the load to the tip of the sacrificial 

sheath and tube and to interface with the slot in the anvil. The outer diameter of 

the sample tube is smaller than the large inner diameter of the sheath and the inner 

diameter is larger or the same size as the smaller inner diameter of the sheath. At 

the bottom end, the sample tube has the sample retention mechanism. 

 

 

Figure 3.8 Drive tube sample collection and transfer system main components. 
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Figure 3.9 Drive tube sample collection and transfer system main components 

integrated into a housing. 
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Figure 3.10 Drive tube in sampling configuration (Left) and after sample 

acquisition and separation (Right). 

 

One configuration of the retention mechanism is a fish trap with flexible 

fingers extending radially from the edge of the sample tube to the central axis. 

When the sample tube is inserted into the sheath against the bottom sheath 

shoulder the fingers deform toward the sample tube wall, leaving the central part 

of the tube open. Having the fingers open allows the tube to sample low 

penetration resistance material such as fluffy snow or powder. When the sample 

tube is extracted from the sheath, the fingers are released and retake their relaxed 

position, closing the bottom opening of the sample tube. 

The drive tubes are stored in a linear or circular cartridge where a preloaded 

spring pushes them toward the drive mechanism axis. An actuator driven cam 

mechanism is used to load one drive tube at a time into the drive mechanism, hold 

the other drive tubes into the cartridge, and slide the sample tube after sampling 

away from the drive mechanism axis for sample transfer. 

The drive mechanism consists of a guide tube with a bottom baseplate, an 

anvil with a bottom slot for accommodating the sample tube flange, an extraction 

spring mounted between the guide tube and the anvil, a hammer and a drive 

spring, and a linear actuator with a gripper to engage the hammer and preload the 

drive spring. For sampling, the hammer is retracted to preload the drive spring, a 

new sample tube is loaded into the anvil slot, and the sampler is placed with the 

base plate against the surface of the material to be sampled. The hammer is 

released, the drive spring accelerates the hammer that impacts the anvil and drives 

the drive tube into the sampled material, preloading the extraction/return spring. 

The anvil is stopped by the baseplate and the compressed extraction/return spring 

retrieves the anvil with the sample tube. The sacrificial sheath will remain in the 

ground during the sample tube extraction. When the sample tube separates from 
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the drive tube sheath, the sample retention mechanism gets activated retaining the 

sample in the sample tube. After the sample tube extraction, the sampler is docked 

with the sample receiving station and the sample tube containing the sample is 

transferred to the sample handling subsystem. The sample can be processed inside 

the sample tube as is the case for dry volatiles extraction or wet organics 

extraction. Having the sample enclosed in the sample tube with a known geometry 

makes the sample handling better determined. Components of the drive tube 

sampling system were fabricated and tested in the lab (Figure 3.11) using an 

impact mass. The drive tube sampling system can work with an impact driver or a 

percussive mechanism. The primary concern with the drive tube concept was the 

ability to acquire sample from strongest material, e.g. 12MPa UCS. 

 

 

Figure 3.11 Implemented drive tube components (Left), assembled (Middle), and 

sample tube with collected sample (Right). 

 

3.6 Ultrasonic scoop 

Another sampling system investigated was a piezoelectric-driven device that 

can collect a predefined volume of sample and requires 1 DOF for operation. The 

sampler has two ends where different configuration end-effectors can be attached. 

In the shown configuration, one end includes a scoop and the other includes a 

surface preparation tool (i.e. a chopper) (Figure 3.12). The piezoelectric actuator 

is attached to a joint of a robotic arm that can serve as both deployment 

mechanism and for tool operation. A passive detent-driven mechanism can be 

attached to the same joint as the tool and can serve as a stopper to ease sample 

collection and function as a scoop lid. The stopper has detent-controlled 

positioning and can be moved in different positions using the joint actuator and 

the sampling tool. 
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The tool includes a double-ended piezoelectric actuator that can have different 

attachments at the two ends, a mounting interface, and a stopper mechanism. The 

piezoelectric actuator includes a single or double piezoelectric stack preloaded 

between a set of two horns, an interface part for mounting, and different or 

identical end effector tools attached to the horn’s tips. The two end effector tools 

can be run at the horn’s resonant frequencies and at their own frequency. The 

piezoelectric stacks are driven by an AC electric field and can produce oscillations 

into the horns. The horns geometry can be configured to amplify the stacks 

vibrations’ amplitude. The actuator can have an additional mass excited to 

produce lower frequency and higher energy impact to the end effector tools. 

 

 

Figure 3.12 Piezoelectric-driven ultrasonic sampling system. 

 

The piezoelectric material used for actuator fabrication can be a material that 

specifically targets the sampling location environmental conditions such as, for 

example, cryogenic piezoelectric materials for outer planets sampling and high 

temperature piezoelectric materials for Venus applications. 

In the current implementation, one end effector tool consists of a scoop with 

curved bottom. The scoop symmetry plane can be mounted inline or offset from 

the horn symmetry planes. The center of the circle that defines the scoop bottom 

curvature is configured to be identical with the axis of the mounting joint which 

allows the device to be operated by only one actuator. The stop link includes the 
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lid rigidly attached to the link. In a different implementation, the lid can be 

attached to the stop link using a flexure that makes possible the use of a scoop 

without an axial offset. The other end-effector tool consists of a chopping tool 

with flat faces oriented along the piezoelectric actuator axis. This can be used to 

penetrate the surface and break the material in smaller chunks needed by the 

science instrument requirements. 

For sampling, the following steps can be implemented. 

• Step 1 – Surface preparation (chopping). The deploying robotic arm 

uses the wrist joint to rotate the tool to move the stop link out of the 

way and orient the tool with the chopping head against the surface 

area to be sampled. The piezoelectric tool can be activated to cut slots 

in the sampling area making it easier for the scoop to collect the 

sample and pre-sizing the sampled material to the instrument 

requirements (Figure 3.13). 

• Step 2 – Position tool for sampling. The wrist joint rotates the tool to 

position the stop link in the sampling orientation, then moves the 

sampling tool away from the stop link. The stop link is loaded against 

the ground in the sampling area. The tool is rotated so it touches the 

ground and the lid covers the scoop (Figure 3.14). 

• Step 3 – Sampling. The tool has the piezoelectric actuator activated 

and is rotated using the wrist joint only until it touches the stop link. 

The wrist joint actuator can be controlled to maintain a maximum 

applied torque or a predefined rotation speed. The power to drive the 

piezoelectric actuator can also be controlled (Figure 3.15). 

• Step 4 – Sample transfer. After the sampling process is completed, the 

robotic arm can follow a succession of predefined movements to move 

the stop link away from a position that would interfere with the sample 

transfer process while maintaining the scoop in a horizontal position to 

prevent sample loss. An on-board camera can be used at this time to 

acquire an image of the scoop with the sample to assess the sample 

including verifying adequate volume. The scoop is aligned with the 

delivery location for sample transfer. A scraper can be provided at the 

delivery location so the scoop can be moved against the scraper to 

remove the collected sample material from the scoop (Figure 3.16). 

The piezoelectric actuator can be activated at a lower power level to 

ease the sample separation from the scoop. After the sample transfer 

process is completed, the arm can move the tool to a stowing position 

or perform another sampling operation. 

A series of chopping tools configurations were fabricated and tested using two 

ultrasonic transducers. Tested configurations were flat blade, cross blade, and 

circular cutter. All cutters were able cut the medium strength consolidated 
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simulant with a preload of 7 to 10 N but were not able to penetrate the higher 

strength simulant (5.4 MPa UCS). Figure 3.17 shows prototypes of the ultrasonic 

sampling system realized for lab testing. 

Further analysis of the piezoelectric actuated scoop in Enceladus gravity 

conditions indicated that there would be risk of the particles bouncing away from 

the scoop during sample acquisition and out of the scoop during the sample 

transfer process due to arm accelerations (further details are presented in 

paragraph 4.4). Also, a higher strength surface material would require a higher 

preload for the piezoelectric scoop concept. 

 

 

Figure 3.13 Sampling system in chopping configuration. 
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Figure 3.14 Sampling tool in sampling configuration. 

 

 

Figure 3.15 Sampling system at the end of sample acquisition. 

 



Investigation of sampling system concepts 62 

 

 

 

 

Figure 3.16 Sampling system in the sample transfer configuration (Left) and 

scoop being scraped against the sample transfer chamber (Right). 

 

 

Figure 3.17 Prototype of the ultrasonic sampling system provided with two 

different types of scoop. Curved (Top) and straight (Bottom). The curved scoop 

helped the mitigation of some drawbacks of the straight version, namely the 

higher reactive loads and the higher difficulty to handle the sample during sample 

chain steps. 
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3.7 Rasp  

A rotary cutter-based sampling system was developed and tested. This system 

relies on high cutter rotational rates to impart momentum into cuttings that are 

flung into a sample collection chamber located immediately above the spinning 

cutter. Later the acquired sample can be transferred from the collection chamber 

to its destination (i.e. the scientific instrument placed on the lander). 

The Rasp sampling system (Figure 3.18 and Figure 3.19) is based on the 

NASA’s Phoenix Mars Lander mission Icy Soil Acquisition Device (ISAD) [96]. 

The ISAD consists of a scoop and a rasp bit. The spring-loaded rasp bit design 

and sample cuttings capture strategy was leveraged from this heritage system. 

A rasp-based sampling system is well suited to Enceladus surface sampling 

application for the following reasons. First, the Rasp is robust to excavation and 

capturing material of a wide range of strength (from loose to very hard). 

Secondly, the momentum transfer type sample capture, performs increasingly well 

at lower gravity. The rasp bit easily imparts adequate momentum into excavated 

particles to flying the material into the collection cup. Lastly, the reaction forces 

are very low compared to other potential sampling systems while cutting into 

hard, icy material due to small cutter tooth engagement with the ground and the 

fly-wheel momentum effect of the high-speed bit. 

Due to the low gravity environment found on Enceladus, dumping of the 

sample that is located in the collection cup would not be possible. The Enceladus 

gravity is sufficiently low that it cannot be relied upon to provide enough force to 

overcome small scale forces such as electrostatic and friction when attempting to 

transfer the material out of the sampler and into the potential instrument. The 

Rasp sampling system was therefore designed for a pneumatic transfer which is 

capable to move the sample in low gravity (further details are presented in 

paragraph 5.5).  

The Rasp was demonstrated to meet all requirements including collection of 

low-end and high-end strength material. It was tested in unconsolidated material, 

medium strength, and high strength material with a preload of 6 N to 8 N and was 

able to collect 1.5 cc material.  
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Figure 3.18 Rasp sampling system. 

 

 

Figure 3.19 Prototype of the Rasp sampling system. Close-up rotary cutting bit is 

shown. 
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3.8 Dual-Rasp  

To cope with the several challenges of surface sampling on Enceladus, 

including the wide range of potential surface material strengths, the limit on the 

allowable reacted load, and the low gravity environment, a novel sampling 

system, named Dual-Rasp, was devised and developed (Figure 3.20 and Figure 

3.21). The Dual-Rasp sampler is provided with two counter-rotating, rasp-type 

cutting heads (Figure 3.22). These are suited to acquire samples from very strong 

surface materials, as shown by the Mars Phoenix mission, where a single rasp-

type cutting head was implemented to sample hard icy surfaces [96]. On the other 

hand, the Brush-wheel sampler concept used counter-rotating brushes to acquire 

loose material by throwing it between them into a collection chamber [91]. The 

Dual-Rasp combines these concepts to obtain a sampling system that is capable to 

acquire samples from weak to high strength materials with the great advantage to 

require low average preload. 

The Dual-Rasp acquires sample by exploiting the rasping action of the two 

cutting heads to remove the pristine material, thus achieving a momentum transfer 

that throws the material up between them in a controlled path for collection into a 

chamber. 

The Dual-Rasp was selected as the baseline sampling system for the 

Enceladus lander mission concept. Following chapters will present further details 

and discussion regarding Dual-Rasp integration in the whole sample chain. 

 

 

Figure 3.20 The Dual-Rasp sampling system combines the capability to sample a 

wide range of surface material strengths with the advantage to require low 

average preload.  
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Figure 3.21 The Dual-Rasp involved in sampling operations. 

 

 

 

Figure 3.22 Dual-Rasp cutters. The two counter-rotating, rasp-type cutting heads 

remove the pristine material and throw it up between them via momentum 

transfer.



 

 

Chapter 4 

4 Investigation of sample collection 

Part of the content of the present chapter was published in [55] [84]. 

4.1 Introduction 

As introduced in previous chapter, the sample chain is typically composed of 

the following phases. 

• Sampling, that is the operation of breaking up and/or disturbing the 

pristine material to get the sample. 

• Collection, that is the operation of gathering the sample. 

• Transfer, that is the operation of transporting the sample from one 

location to another. 

• Measurement, that is the operation of measuring the quantity of 

sample collected in terms of mass, volume, etc. 

• Deposit, that is the operation of delivering the sample to its destination 

(e.g. a science instrument, a storing capsule, etc.)  

The previous chapter addressed the first phase of the sample chain (i.e. 

sampling) by presenting the sampling system concepts developed to perform the 

operation of breaking up and/or disturbing the Enceladus pristine material to 

obtain a surface sample. This chapter focuses on the second phase of the sample 

chain (i.e. sample collection) by introducing the strategies developed and the 

analysis conducted to study the operation of gathering the sample. One of the 

main challenges of the Enceladus low gravity vacuum environment, is represented 

by the significant difficulty to handle the sample because of the extremely low 

tendency of the particles to settle and the resulting high tendency of spreading in a 

very sparse fashion. In a higher gravity vacuum environment, gravity force tends 

to dominate over the forces resulting from the interaction among the particles (i.e. 

particle-particle forces) and the forces between particles and other bodies (i.e. 

particle-surface forces). As a result, gravity significantly determines particle 
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dynamics and bulk material behavior. E.g. particles tend to quickly settle down 

and move along short ballistic trajectories. In a low gravity, vacuum environment 

such as the one found on Enceladus, gravity force tends to be negligible if 

compared to particle-particle and particle-surface forces. As a result, particle-

particle and particle-surface forces significantly determine particle dynamics and 

bulk material behavior. E.g. particles do not tend to settle down and move along 

very long ballistic trajectories. Those trajectories can be considered straight if 

compared to the characteristic dimension of the investigated problem (i.e. the 

dimensions of the sampling system), in such a way the particles look having a 

random linear motion, similar to a perfect gas.  

Some past missions used the great advantages of a higher local gravity for 

sample collection, since it is possible to exploit the natural tendency of particles to 

easily settle down and rest in the desired collection volume. On Enceladus it is not 

possible to rely on gravity for sample collection because of the challenging 

operations of getting the sample into the collection volume and ensuring that it is 

retained in there. For this reason, accurate strategies need to be investigated to 

guarantee a sufficient to control over the natural tendency of particles to spread.  

 

4.2 Approach 

To study the dynamics of an assembly made of a great number of particles 

with the purpose of developing efficient handling strategies, special analysis 

methods are required. These methods can be grouped into two main approaches: 

continuum and discrete. 

 

4.2.1 Continuum approach 

Methods based on continuum mechanics can be used to study granular 

materials [97] but modeling the large displacements and deformations typical of 

granular flows, especially in a very disperse state, is particularly challenging. In 

fact, these methods consider matter as a continuum that occupies the entire space, 

thus distinct particles do not exist. Continuum approaches are implemented 

through various numerical techniques. The most widely used is the Finite Element 

Method (FEM) [98] [99] [100] [101]. To analyze the problem under investigation, 

FEM discretizes the large domain of interest into smaller finite elements. To do 

so, the method subdivides the domain by using a mesh. The method then 

approximates the equations that describe the problem to be studied at the local 

element level. This process results into a local system of equations for each 

element. Local systems of equations are then transformed into a global system of 

equations through a transformation of coordinates to determine the final solution 

of the problem. Classical FEM is not well suited to analyze typical discontinuous 
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problems, as in problems with large deformations, fracture mechanics, boundary 

layer, or particle dynamics. The process of re-meshing the discontinuous surfaces 

as they evolve (e.g. fracture propagation) might help to get around the limitation 

in some specific cases, but with a significant computational cost and potential 

projection errors [102] [103]. For this reason, the classical FEM has been enriched 

in several ways to overcome these drawbacks. As an example, the Extended Finite 

Element Method (XFEM) introduces discontinuous functions to avoid re-meshing 

of discontinuous surfaces, thus reducing computational cost and projection errors 

[104] [105].  

Tentative to gradually remove the dependence on the mesh and its related 

drawbacks led to the so called meshfree methods, also applied to modeling of 

granular materials, still with some challenges if compared to pure discrete 

methods [106] [107] [108]. These methods do not rely on mesh but are rather 

based on nodes and their interaction with all neighbors. As a result, nodes have no 

longer a fixed number of predefined neighbors. Instead, nodes can move in the 

domain of interest because of the mutual interactions according to the specified 

set of equations for the investigated problem.  

 

4.2.2 Discrete approach 

Molecular Dynamics (MD) is a simulation method that pushes forward the 

concept of individual nodes free to move in the simulation domain. MD is a 

discrete numerical method born to analyze the motion of atoms and molecules in 

large assemblies [109] [110] [111]. Particles are treated as unique entities that can 

interact each other. Forces between particles are determined using interatomic 

potentials or molecular mechanics force fields. Particles’ motion is determined by 

numerically solving Newton’s equations of motion. Particles’ accelerations are 

obtained from individual forces’ balance, and then integrated to obtain particle’s 

velocity and position step by step. MD results particularly suited for the 

simulation of large assemblies of particles, a task that is impossible to carry out 

analytically. Main benefits of this method include the significant insight on 

motion’s dynamics at particle’s level, as well as the possibility to study the 

behavior of particle’s assembly as it arises from interactions at particle’s level. 

Main drawback is represented by the significant computational cost deriving by 

the need to numerically solve the equations of motions step by step and for each 

single particle in the simulation. The diffusion of parallel cloud computing has 

mitigated the problem with the result of making this method more appealing. In 

fact, cloud technologies have widened and made easier and cost-affordable the 

access to the High Performance Computing (HPC) resources required to perform 

MD simulations [112] [113] [114].  

A numerical method closely related to MD is the Discrete Element Method 

(DEM) [115] [116] [117] [118], a widely accepted technique particularly suited to 
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address engineering problems about granular and discontinuous materials, such as 

granular flows, powder mechanics, and tool-soil interaction [119] [120] [121] 

[122] [123] [124]. Moreover, DEM is often coupled with continuum-based 

methods such as Computational Fluid Dynamics (CFD) to model fluid-particle 

interaction [125] [126] [127]. Compared to MD, DEM includes particles’ 

rotational DOF, in such a way particles have full 6 DOF. DEM also introduces 

specific models for granular materials, and is often capable to include complex 

particle’s geometries, such as polyhedral. Since DEM treats each particle as a 

distinct entity, the bulk material behavior emerges from the mutual interaction of 

all particles in the assembly. As a result, DEM is capable to capture the solid/fluid 

dual behavior of granular media. Main advantages of using a discrete approach, 

such as DEM, over a continuum approach include the capability to capture 

particle level behavior which often affects bulk behavior, the capability to 

accurately model micromechanics, and the difficulty of using constitutive laws 

typical of the continuum approach. Similarly to MD, DEM exploits contact 

mechanics models to determine forces at particle-particle and particle-surface 

contacts. Newton’s equations of motion are then applied to the force balance of 

each particle to determine its acceleration. Particle’s velocity and position are then 

obtained by integration (Figure 4.1). This process is repeated at each timestep of 

the simulation to update the state vector of each particle, including information on 

particle’s position, linear/angular velocity, and linear/angular acceleration. 

 

 

Figure 4.1 DEM calculation cycle. 

 

Two methods of discrete simulations are usually available: hard contact and 

soft contact. In hard contact simulations, particles are rigid bodies, contact forces 

are considered impulsive, and only one contact at a time is possible. In soft 

contact simulations, the most common and accurate, particles are rigid bodies, but 

small overlaps are allowed. The entity of the overlap is evaluated from particles’ 

size and relative position. This enables a more accurate evaluation of contact 

forces and simultaneous contacts are possible.  

In soft contact simulations, calculation of particle’s motion starts by 

considering the state vector of each particle involved. When two particles come 

into contact with initial velocities v1 and v2 (Figure 4.2), contact forces F1 and F2 

are determined, based on the entity of the overlap and on contact mechanics 
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model adopted. Newton’s equations of motion for rotation and translation, Eq. 

(4.1) and Eq. (4.2), respectively, are then solved to determine particles’ motion in 

terms of acceleration, velocity and position. Forces acting on a single particle 

during contact can be of different nature, such as weight force (𝐹𝑔), contact force 

(𝐹𝑐), and bonding force (𝐹𝑛𝑐) with other particles (Figure 4.3). At every time step, 

velocity and position of each particle are updated via numerical integration of 

Newton’s laws, according to Eq. (4.3–4.4), where 𝑚 is particle’s mass, 𝐼 is 

particle’s moment of inertia, 𝐹 and 𝑀 are forces and torques acting on the 

particle, respectively, while 𝑣̇ and 𝜔̇ are particle’s linear and rotational 

acceleration, respectively. In soft contact simulations, particles’ overlap is 

evaluated along two different directions, resulting in normal overlap and 

tangential overlap. Normal overlap is evaluated along the line joining the centers 

of two particles (i.e. normal line), while the tangential overlap is evaluated along 

the line perpendicular to the normal line and passing through the contact point. As 

a result, two types of forces are considered, normal contact forces and tangential 

contact forces.   

 

𝑚𝑣̇ =∑𝐹 
(4.1) 

𝐼𝜔̇ =∑𝑀 
(4.2) 

𝑥(𝑡 + Δ𝑡) = 𝑥(𝑡) + 𝑣(𝑡) Δ𝑡 (4.3) 

𝑣(𝑡 + Δ𝑡) = 𝑣(𝑡) + 𝑎(𝑡) Δ𝑡 (4.4) 

 

 

 

 

Figure 4.2 Soft contact of spherical particles in discrete simulations.    
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Figure 4.3 Example of forces and moments acting on a particle during contact. 

 

Several models based on contact mechanics are available to evaluate contact 

forces in the following domains: 

• Normal / tangential contact. Models in these domains enable the 

evaluation of frictional forces between two particles in normal and 

tangential direction. These models account for the overlap and relative 

velocity between interacting particles in normal and tangential 

direction. Among most common models there are:  

o Hookean model [128] [129] [130] [131] [132] [133] [134], 

where a force with an elastic term proportional to overlap 

distance (i.e. linear function of overlap distance), and a 

damping term proportional to relative velocity is added. 

o Hertzian model [128] [129] [130] [131] [132] [133] [134], 

where a force with an elastic term proportional to overlap area 

(i.e. non-linear function of overlap distance), and a damping 

term proportional to relative velocity is added. 

• Rotational contact. Models in this domain enable the evaluation of 

rotational frictional force between two particles. Real particles have 

non-regular shapes that introduce a rolling friction due to physical 

phenomena such as interlocking. Modeling real particle’s shapes is 

highly demanding from a computational standpoint, so spherical 

particles are usually preferred. Therefore, to reproduce rolling friction 

effects on spherical particles, these models add an additional torque 

contribution aiming to simulate the effect of real particle’s shape [135] 

[136]. Among most common models: 
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o CDT (Constant Directional Torque) model [137] [138], where 

a purely elastic additional torque proportional to overlap 

distance is added. 

o EPSD (Elastic-Plastic Spring-Dashpot) model [137] [138], 

where an additional torque with an elastic term proportional to 

overlap distance, and a damping term proportional to relative 

velocity is added. 

• Cohesion. Models in this domain enable the evaluation of several 

types of inter-particle interactions tending to maintain the contact 

between particles. Inter-particle interactions include capillary and a 

viscous forces as result of the presence of liquid bridges between 

particles, electrostatic and electromagnetic forces, and cohesion 

forces. Among most common models: 

o Easo capillary viscous model [139] [140] [141] [142] [143], 

where an additional normal force with a capillary term and a 

viscous term is added, caused by a liquid bridge film between 

particles. The model is also capable to solve for the transfer of 

surface liquid from one particle to the other as the bridge 

breaks up.     

o JKR (Johnson-Kendall-Roberts) model [144] [145] [146] [147] 

[148], where an additional normal force tending to maintain 

the contact is added. The force is proportional to particle 

contact area and to cohesion energy density.  

To apply contact models, contact detection must be performed first. DEM 

codes usually check relative position between the elements of the simulation (i.e. 

particles and surface geometries) by performing a grid-based search in the 

domain. Figure 4.4 shows an example of contact detection methodology. This 

operation is computationally expensive and scales up in a non-linear manner with 

the number of elements in the simulation, as well as with the size of the elements 

(i.e. particularly sensitive to the size of particles), the size of the simulation 

domain, the presence of non-regular particle’s shapes, etc.    
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Figure 4.4 Example of contact detection methodology. 

 

Particle’s shape was mentioned as one of the main reasons for the high 

computation resources required to perform DEM simulations. On the other hand, 

a particle’s shape not sufficiently accurate could lead to misleading or wrong 

results. A tradeoff between particle’s shape accuracy and computational cost must 

be performed in such a way a representative model is obtained at a reasonable 

computational cost. Real particle’s shape can be characterized by using two 

parameters, sphericity and roundness (Figure 4.5) and can be approximated in 

several ways [149] [150] [151] [152] [153]. 

• Sphere. Modeling particles as single spheres is the most simple and 

elementary method to approximate particle’s shape.  

• Polyhedral. Particles are modeled as polyhedral composed of flat 

faces joined by corners and edges (Figure 4.6).  

• Super-quadratic. Particle’s shape is modeled by using superquadratic 

functions (Figure 4.7), defined as (
𝑥

𝑎
)
𝑚
+ (

𝑦

𝑏
)
𝑚
+ (

𝑧

𝑐
)
𝑚
= 1 

• Multi-sphere. Particle’s shape is modeled by overlapping single 

spheres (Figure 4.8). This method enables to capture particle’s 

irregularity by maintaining a good computational efficiency. 

Furthermore, main contact models are verified for spherical particles, 

thus can be extended to multi-sphere particles with confidence. 
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Figure 4.5 Particle’s shape determination through roundness and sphericity chart 

[154]. 

 

 

 

Figure 4.6 Example of polyhedral shapes: a) 7 vertexes, 10 faces; b) 9 vertexes, 

14 faces; c) 11 vertexes, 18 faces; d) 100 vertexes, 196 faces [155].  
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Figure 4.7 Example of super-quadratic particles [156]. 

 

 

Figure 4.8 Example of real particle scans modeled by using multi-sphere clumps 

[149]. 
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Particle’s shape is only one of the input parameters required to setup a DEM 

simulation. An accurate set of material input parameter values is also required to 

be able to make accurate predictions. This is probably the toughest and most 

challenging aspect in DEM modeling, and could require the largest effort in a 

DEM simulation project.  

DEM parameters include properties of the particles, properties of the surface 

geometries the particles can interact with, paired properties (i.e. particle-particle 

properties, and particle-surface properties), and common properties (e.g. 

environmental properties). Particle’s properties include for example Young’s 

modulus, Poisson’s ratio, density, size, and shape. Properties of surface 

geometries include for example Young’s modulus and Poisson’s ratio. Paired 

properties include for example coefficient of static friction, coefficient of 

restitution (COR), and coefficient of rolling friction. Common properties include 

for example the gravitational acceleration. Parameters are dependent on the DEM 

models, thus different DEM codes might implement different models and 

parameters. 

Two main approaches are commonly adopted in the literature for the 

evaluation of DEM input parameters [157]. The first approach can be referred to 

as the Bulk Calibration Approach and exploits either in-situ or laboratory 

experiments to measure bulk material properties. The same experiments are then 

reproduced in DEM simulations as closely as possible. DEM parameters’ values 

are then changed iteratively until the simulated material behavior matches the 

experimental result. A potential drawback of this approach is that the simulation 

result is affected by several different parameters. Since different combinations of 

the same parameters can lead to the same result, the solution is not unique. The 

consequence is that the material calibration obtained through this process might 

be dependent on the specific application and there is no guarantee that it will be 

accurate for another. Moreover, DEM models attribute a physical meaning to the 

parameters. Since there are different combinations of DEM parameters that 

potentially lead to the same result, the physical meaning of the parameters might 

be lost through this approach. A good practice is to choose a calibration 

experiment that is different from the final application to model. In fact, if the final 

application is used to perform the calibration of DEM parameters, then the result 

is just a sensitivity analysis and would not enable the prediction of material 

behavior for the final application.   

The second approach to evaluate DEM input parameters can be referred to as 

the Direct Measuring Approach, and directly measures the parameters’ values at 

particle or contact level. This approach might be very difficult to apply, depending 

on the parameter to measure and on the particle size. Most common research 

focused on particles at millimeter scale and above. Another challenge is 

represented by the fact that a high accuracy in the measurement of the parameters 

at particle level would not necessarily lead to an accurate result in predicting the 

bulk material behavior. This results from the inherent inaccuracies of particle’s 
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shape model and contact model adopted. As already mentioned, it is very difficult 

to model particle’s shape and size with sufficient accuracy due to both modeling 

and computational limitations. As a result, particle size is often increased, and 

particle shape is significantly simplified. Only special cases that involve simplistic 

shapes such as spheres in the context of controlled laboratory experiments can 

really take advantage of this approach. The main benefit of using direct 

measurement is that properties’ values are independent on the DEM model or the 

specific DEM code adopted. 

 

4.3 Dual-Rasp sampling system 

As presented in paragraph 3.8, the Dual-Rasp sampling system was developed 

to cope with the several challenges of surface sampling on Enceladus, including 

the wide range of potential surface material strengths, the limit on the allowable 

reacted load, and the low gravity environment. The Dual-Rasp sampling system 

exploits the counter-rotating motion of its rasp cutters to remove the surface 

material and throw the cuttings into a collection chamber. Sample collection is 

then achieved by transferring momentum from cutters to cuttings, thus generating 

a granular material flow. Since a successful sample collection relies on the ability 

of the Dual-Rasp to generate such a granular material flow, it is of key importance 

understating how the process works to make predictions on how it might work in 

the Enceladus environment, thus providing guidelines for sample chain design. 

 

4.3.1 Characterization of granular flow 

The Dual-Rasp ability to generate a granular material flow was observed in 

laboratory experiments by using high-speed cameras to record the sampling 

operation. Figure 4.9 shows a frame from a high-speed recording of the sampling 

operation performed by using the Dual-Rasp sampling system. In this case, the 

Dual-Rasp is operated at about 10000 RPM, and the granular material adopted is 

unconsolidated quartz sand in the 100-1000 μm grain size rage. On the other hand, 

the Dual-Rasp cutters are about 30 mm long. The picture shows a disperse flow 

that looks concentrating in a column of material originating at the tip of the 

cutters. To better understand how this process works, it is required to model and 

quantitatively characterize the granular flow. This information can be adopted to 

obtain an insight on the phenomenon, thus supporting the development of 

strategies to enable successful sample collection into a chamber.  

DEM is a method particularly suited to model such a phenomenon, since it 

can capture the complex dynamics of a large assembly of distinct particles subject 

to a high number of mutual interactions and interactions with other surfaces (e.g. 

sampling system’s cutters, collection chamber, etc.). The following paragraph 
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describes the DEM-based numerical model developed to investigate the tool-soil 

interaction and the resulting granular material flow while performing surface 

sample acquisition. 

 

 

Figure 4.9 Side view of granular material flow generated by the action of the 

Dual-Rasp sampling system while performing sampling operations. 

 

4.3.1.1 Numerical DEM model 

The analysis of the interaction between particles and moving surfaces (e.g. 

sampling system, collection chamber, etc.) requires a co-simulation between 

DEM, simulating particles’ assembly, and Multi-Body Dynamics (MBD), 

simulating the action of the Dual-Rasp sampling system, as well as the motion of 

other surfaces.  

The open-source software LIGGGHTS® (LAMMPS Improved for General 

Granular and Granular Heat Transfer Simulations) [158] was adopted as DEM 

simulation engine. As the name suggests, LIGGGHTS® is a DEM particle 

simulation software that improves its ancestor LAMMPS (Large-scale 

Atomic/Molecular Massively Parallel Simulator), a classical molecular dynamics 
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simulation engine specialized on materials modeling. LIGGGHTS® exploits a 

highly scalable, efficient parallelization using Message-Passing Interface (MPI) 

techniques and a spatial-decomposition of the simulation domain, also providing 

accelerated performance on CPUs and GPUs. The software supports import and 

handling of complex geometries, including STL surfaces geometries, and VTK 

tetrahedral volume meshes. Also, it supports a variety of particle-particle contact 

mechanics models, including tangential history, non-sphericity, and cohesion. 

Efficient MPI supports a tight coupling with fellow simulation engines for co-

simulation, including CFD-DEM simulations [159] and Lagrange-Euler coupling 

in general. 

NASA JPL’s software Mobility Mechanics Modeling Toolkit (M3Tk) [160] 

was adopted as MBD simulation engine. M3Tk exploits cutting edge multibody 

dynamics algorithms for high fidelity mathematical modeling of robotic systems 

dynamics. The tool is coupled with collision detection algorithms and contact 

mechanics models and enables modeling of interaction between robotic systems 

and the environment, as well as concurrent 3D visualization and rapid model 

development. 

Since actual particle’s shape of Enceladus surface material grains is not 

known, the DEM simulation model implements spherical particles for ease of 

validation via experimental testing. Main benefit is a significantly reduced 

computational cost of the simulations. The DEM model exploits the following 

contact mechanics models to evaluate forces/torques acting on particles. 

• Hertz-Mindlin model for normal-tangential contact [128] [129] [130] 

[131] [132] [133] [134]. 

• Elastic-Plastic Spring-Dashpot (EPSD2) model for rotational contact 

[137] [138]. It should be noted that the rotational contact model is 

used in place of the real particle’s shape to simulate its effect [135] 

[136]. 

• Cohesionless particles were considered, as loose material represents 

the low-end of the range of Enceladus surface material properties 

considered and the worst-case scenario in terms of particles’ 

dispersion and sample handling.  

The Hertz contact model is used to describe the normal contact between two 

particles. The normal force 𝐹𝑛𝑖𝑗  between 𝑖-th particle and 𝑗-th particle is evaluated 

when the distance 𝑟 between the centers of the two particles having radii 𝑅𝑖 and 

𝑅𝑗 is less than their contact distance 𝑑 = 𝑅𝑖 + 𝑅𝑗. The force is calculated 

according to Eq. (4.5) 
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𝐹𝑛𝑖𝑗 = 𝑘𝑛𝛿𝑛𝑖𝑗 − 𝛾𝑛𝛿̇𝑛𝑖𝑗 (4.5) 

 

Where 

𝑘𝑛 Elastic constant for normal contact.  

𝛿𝑛𝑖𝑗 Normal overlap distance between the two contacting particles, 𝛿𝑛 = 𝑑 − 𝑟 

𝛾𝑛 Viscoelastic damping constant for normal contact. 

𝛿̇𝑛𝑖𝑗 
Normal component of the relative velocity between the two contacting 

particles. 

 

The normal force has two terms, a spring force that is a linear function of 

normal overlap between the two contacting particles, and a damping force that is a 

linear function of normal relative velocity between the two contacting particles, 

thus a non-linear function of normal overlap. 

The elastic constant for normal contact 𝑘𝑛 is defined according to Eq. (4.6), 

while the viscoelastic damping constant for normal contact 𝛾𝑛 is defined 

according to Eq. (4.7) 

 

𝑘𝑛 =
4

3
𝐸∗√𝑅∗𝛿𝑛 (4.6) 

𝛾𝑛 = −2√
5

6
𝛽√𝑆𝑛𝑚∗ ≥ 0 (4.7) 

 

Where 

𝐸∗ 
Equivalent Young’s modulus, 𝐸∗ = (

1−𝜈𝑖
2

𝐸𝑖
+
1−𝜈𝑗

2

𝐸𝑗
)
−1

 where 𝜈 is the 

Poisson’s ratio and 𝐸 is the Young’s modulus of the 𝑖-th particle and 𝑗-th 

particle, respectively. 

𝑅∗ 
Equivalent radius of the contacting particles, 𝑅∗ = (

1

𝑅𝑖
+

1

𝑅𝑗
)
−1

 where 𝑅 is 

the radius of the 𝑖-th particle and 𝑗-th particle, respectively. 

𝑚∗ 

Equivalent mass, 𝑚∗ = (
1

𝑚𝑖
+

1

𝑚𝑗
)
−1

 where 𝑚 is the mass of the 𝑖-th particle 

and 𝑗-th particle, respectively. The particle mass is calculated by using the 

defined density 𝜌 and the volume of the particle is derived by the defined 

radius 𝑅. 

 

Terms 𝑆𝑛 and 𝛽 of the viscoelastic damping constant 𝛾𝑛 are defined according 

to Eq. (4.8 – 4.9) 
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𝑆𝑛 = 2𝐸
∗√𝑅∗𝛿𝑛 (4.8) 

𝛽 =
𝑙𝑛 𝑒

√𝑙𝑛2 𝑒 + 𝜋2
 (4.9) 

 

Where 𝑒 is the coefficient of restitution between 𝑖-th particle and 𝑗-th particle. 

It should be noted that this parameter is defined per particle type pair. Therefore, 

in the case of considering two types of particle 𝑖 and 𝑗 (i.e. two different 

materials) to represent the soil material and the sampling tool material, then the 

values of coefficients 𝑒𝑖𝑖, 𝑒𝑖𝑗 = 𝑒𝑗𝑖, 𝑒𝑗𝑗 must be defined. 

The Mindlin-Deresiewicz contact model is used to describe the tangential 

contact between two particles. The tangential force 𝐹𝑡𝑖𝑗  between 𝑖-th particle and 

𝑗-th particle is evaluated when the distance 𝑟 between the centers of the two 

particles having radii 𝑅𝑖 and 𝑅𝑗 is less than their contact distance 𝑑 = 𝑅𝑖 + 𝑅𝑗. 

The force is calculated according to Eq. (4.10) 

 

𝐹𝑡𝑖𝑗 = 𝑘𝑡𝛿𝑡𝑖𝑗 − 𝛾𝑡𝛿̇𝑡𝑖𝑗 (4.10) 

 

Where 

𝑘𝑡 Elastic constant for tangential contact.  

𝛿𝑡𝑖𝑗  
Tangential overlap distance between the two contacting particles, 𝛿𝑡 = 𝑑 −
𝑟 

𝛾𝑡 Viscoelastic damping constant for tangential contact. 

𝛿̇𝑡𝑖𝑗  
Tangential component of the relative velocity between the two contacting 

particles. 

 

The tangential force has two terms, a shear force that is a linear function of 

tangential overlap between the two contacting particles, and a damping force that 

is a linear function of tangential relative velocity between the two contacting 

particles, thus a non-linear function of tangential overlap. The shear force term 

also considers the duration of the tangential overlap between the two particles 

during contact, thus it is a history effect. 

The Coulomb friction criterion truncates the tangential force if it exceeds a 

critical value defined by Eq. (4.11) 

 

𝐹𝑡 ≤ 𝜇𝑠𝐹𝑛  (4.11) 

 

Where 𝜇𝑠 is the coefficient of static friction between 𝑖-th particle and 𝑗-th 

particle, respectively. It should be noted that this parameter is defined per particle 
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type pair. Therefore, in the case of considering two types of particle 𝑖 and 𝑗 (i.e. 

two different materials) to represent the soil material and the sampling tool 

material, then the values of the coefficients 𝜇𝑖𝑖, 𝜇𝑖𝑗 = 𝜇𝑗𝑖, 𝜇𝑗𝑗 must be defined. 

The elastic constant for tangential contact 𝑘𝑡 is defined according to Eq. 

(4.12), while the viscoelastic damping constant for tangential contact 𝛾𝑡 is defined 

according to Eq. (4.13) 

 

𝑘𝑡 = 8𝐺
∗√𝑅∗𝛿𝑛 (4.12) 

𝛾𝑡 = −2√
5

6
𝛽√𝑆𝑡𝑚∗ ≥ 0 (4.13) 

 

Where 

𝐺∗ 
Equivalent shear modulus, 𝐺∗ = (

2(2−𝜈𝑖)(1+𝜈𝑖)

𝐸𝑖
+
2(2−𝜈𝑗)(1+𝜈𝑗)

𝐸𝑗
)
−1

 where 𝜈 is 

the Poisson’s ratio and 𝐸 is the Young’s modulus of particle types 𝑖-th and 𝑗-
th respectively. 

𝑅∗ 
Equivalent radius of the contacting particles, 𝑅∗ = (

1

𝑅𝑖
+

1

𝑅𝑗
)
−1

 where 𝑅 is 

the radius of the particle types 𝑖-th and 𝑗-th, respectively. 

𝑚∗ 

Equivalent mass, 𝑚∗ = (
1

𝑚𝑖
+

1

𝑚𝑗
)
−1

 where 𝑚 is the mass of the 𝑖-th particle 

and 𝑗-th particle, respectively. The particle mass is calculated by using the 

defined density 𝜌 and the volume of the particle is derived by the defined 

radius 𝑅. 

 

Terms 𝑆𝑡 and 𝛽 of the viscoelastic damping constant 𝛾𝑡 are defined according 

to Eq. (4.14 – 4.15) 

 

𝑆𝑡 = 8𝐺
∗√𝑅∗𝛿𝑡 (4.14) 

𝛽 =
𝑙𝑛 𝑒

√𝑙𝑛2 𝑒 + 𝜋2
 (4.15) 

 

Where 𝑒 is the coefficient of restitution between 𝑖-th particle and 𝑗-th particle. 

It should be noted that this parameter is defined per particle type pair. Therefore, 

in the case of considering two types of particle 𝑖 and 𝑗 (i.e. two different 

materials) to represent the soil material and the sampling tool material, then the 

values of coefficients 𝑒𝑖𝑖, 𝑒𝑖𝑗 = 𝑒𝑗𝑖, 𝑒𝑗𝑗 must be defined. 

The Elastic-Plastic Spring-Dashpot (EPSD2) contact model is used to 

describe the rotational contact between two contacting particles. The model adds 

an additional torque contribution defined according to Eq. (4.16) 
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𝑀𝑟𝑖𝑗 = −
𝜔𝑖 − 𝜔𝑗

|𝜔𝑖 − 𝜔𝑗|
𝜇𝑟𝑅𝑟𝐹𝑛 (4.16) 

 

Where 

𝜔𝑖 Angular velocity of 𝑖-th particle.  

𝜔𝑗 Angular velocity of 𝑗-th particle.  

𝜇𝑟 

Coefficient of rolling friction, defined as 𝜇𝑟 = tan𝛼. The angle 𝛼 is called 

angle of rolling resistance which is the maximum angle of a slope on which 

the rolling resistance torque counterbalances the torque produced by gravity 

acting on the body. 

𝑅𝑟 
Rolling radius, defined as 𝑅𝑟 =

𝑅𝑖 𝑅𝑗

𝑅𝑖+𝑅𝑗
, where 𝑅𝑖 and 𝑅𝑗 are the radii of  

𝑖-th particle and 𝑗-th particle, respectively. 

𝐹𝑛 Normal force between contacting particles. 

 

It should be noted that this parameter is defined per particle type pair. 

Therefore, in the case of considering two types of particle 𝑖 and 𝑗 (i.e. two 

different materials) to represent the soil material and the sampling tool material, 

then the values of the coefficients 𝜇𝑟𝑖𝑖, 𝜇𝑟𝑖𝑗 = 𝜇𝑟𝑗𝑖 , 𝜇𝑟𝑗𝑗  must be defined. 

Figure 4.10 shows a graphical representation of contact mechanics models 

implemented into the DEM simulation model. 

Table 4.1 summarizes the input parameters required by the DEM simulation 

model sorted by the contact mechanics model adopted. The rows denote the 

membership to a certain contact mechanics model, whereas the columns separate 

the different contributions to each model.  

Table 4.2 summarizes all input parameters required by the DEM simulation 

model sorted by category (i.e. surface geometry, particle, paired, environmental). 

Since the paired parameters are defined by pairs, the subscript 𝒑𝒕 defines the 

particle-surface parameters, while the subscript 𝒑𝒑 defines the particle-particle 

parameters). 

Several DEM codes used in geomechanics applications, including 

LAMMPS/LIGGGHTS [112] [161], use the second order velocity-Verlet 

integration scheme to integration Newton’s equations of motion [162]. This 

numerical integration method is conditionally stable, meaning that it is 

numerically stable only when the timestep is less than a critical timestep 𝑇𝑐. If this 

condition is fulfilled, small perturbations of the initial parameters will not amplify 

to big changes in the final solution. Two main approaches are typically found in 

the literature to determine 𝑇𝑐 for DEM simulations. The first approach relies on 

the oscillation period of a 1 DOF system, while the second approach considers the 
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velocity of Rayleigh waves. In the 1 DOF system approach, a spring-mass system 

is considered and 𝑡𝑐 was originally evaluated via Eq. (4.17) [115] 

 

𝑇𝑐1𝐷𝑂𝐹 = 2√
𝑚

𝑘
 (4.17) 

 

  Further developments led to Eq. (4.18) [163] 

 

𝑇𝑐𝐻 = 2𝛼√
𝑚𝑚𝑖𝑛

𝑘𝑚𝑎𝑥
 (4.18) 

 

Where 𝑚𝑚𝑖𝑛 is the minimum mass, 𝑘𝑚𝑎𝑥 is the maximum normal/tangential 

contact stiffness, and 𝛼 is a parameter that considers multiple contacts for each 

mass.  

Since most DEM simulation models use the Hertzian contact model, the 

contact stiffness depends on the overlap distance, thus there will be several 

different spring stiffnesses in the DEM simulation at a given timestep. For this 

reason, Eq. (4.19) was proposed as a modification of Eq. (4.17) and was 

implemented in LS-DYNA code [164]. 

 

𝑇𝑐𝐽 = 0.2𝜋√

𝑚𝑚𝑖𝑛

𝐸
3(1 + 2𝜈)

𝛽
 

(4.19) 

 

Where 𝐸 is the particle Young’s modulus and 𝛽 is a stiffness penalty 

parameter. 

A similar formulation was also proposed for the critical timestep associated 

with rotational motion, according to Eq. (4.20) [165] 

 

𝑇𝑐𝑇 = 2√
2𝑚𝑚𝑖𝑛

5𝑘𝑡
 (4.20) 

 

Where 𝑘𝑡 is the tangential spring stiffness. 

The velocity of Rayleigh waves is considered a more suited approach to 

determine the critical timestep when the Hertzian contact model is used, mainly 

because the contact model is non-linear [166] [167] [168] [169]. This approach 

considers critical the time for a Rayleigh wave to pass through a sphere during 

contact. In fact, excessive overlaps between particles can lead to disturbance 

waves. Eq. (4.21) was proposed to determine  𝑇𝑐𝑅 based on this approach. 
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𝑇𝑐𝑅 =
𝜋𝑅√

𝜌
𝐺

0.1631𝜈 + 0.8766
 

(4.21) 

 

Where 𝜌 is the particle density, 𝐺 is the particle shear stiffness, and 𝜈 is the 

particle Poisson’s ratio. Since the Hertzian model has been adopted for the DEM 

simulation model implemented, the Rayleigh critical timestep was considered as 

an estimate to determine the simulation timestep to use. In particular, the 

simulation timestep was selected by multiplying 𝑇𝑐𝑅 by a factor between 0.2 and 

0.4, as suggested in the literature to prevent numerical stability issues [164] [170]. 

Newton’s equations of motion are solved at each timestep by performing 

NVE integration to update position, velocity, and angular velocity for finite-size 

spherical particles. NVE integration keeps constant the number of particles (i.e. 

“N”), the volume (i.e. “V”), and the energy (i.e. “E”) of the system. As a result, 

the sum of kinetic and potential energy of the system is conserved. This 

integration scheme creates a system trajectory consistent with the microcanonical 

ensemble.  

 

 

 

Figure 4.10 Graphic representation of contact mechanics models [171].  
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Table 4.1 DEM model input parameters sorted by contact mechanics model. 

  Contribution 

 

 

Elastic Dissipative Inertial 

C
o
n

ta
ct

 m
o
d

el
 

Normal contact 

(Hertz model) 
𝐸, 𝜈 𝑒 𝜌 

Tangential contact 

(Mindlin-Deresiewicz model) 
𝐸, 𝜈 𝑒, 𝜇𝑠 𝜌 

Rotational contact 

(EPSD2 model) 
(𝐸, 𝜈) 𝜇𝑟, (𝑒)  (𝜌) 

 

Table 4.2 DEM model input parameters sorted by category. 

 
Category 

 
Surface 

geometry 
Particle Paired Environmental 

P
a
ra

m
et

er
 

Young’s 

modulus (𝐸𝑡) 
Young’s 

modulus (𝐸𝑝) 

𝑝𝑝 coefficient of 

static friction (𝜇𝑠𝑝𝑝) 

Gravitational 

acceleration (𝑔) 

Poisson’s 

ratio (𝜈𝑡) 
Poisson’s 

ratio (𝜈𝑝) 

𝑝𝑡 coefficient of 

static friction (𝜇𝑠𝑝𝑡) 
 

 Density (𝜌𝑝) 
𝑝𝑝 coefficient of 

rolling friction (𝜇𝑟𝑝𝑝) 

 

 
Diameter 

(𝐷𝑝) 

𝑝𝑡 coefficient of 

rolling friction (𝜇𝑟𝑝𝑡) 
 

  
𝑝𝑝 coefficient of 

restitution (𝑒𝑝𝑝) 

 

  
𝑝𝑡 coefficient of 

restitution (𝑒𝑝𝑡) 
 

 

 

 



Investigation of sample collection 88 

 

 

 

4.3.1.2 Analysis metrics 

To understand how the Dual-Rasp sampling system enables momentum 

transfer to particles, how granular material flow develops and how the Dual-Rasp 

sampling system performs, it is required to define a set of metrics providing a 

quantitative characterization of the granular material flow.  

Since the granular material flow would follow a ballistic motion in an 

environment with no atmosphere such as the one found on Enceladus, similar 

metrics to those required to characterize the projectile ballistic motion were 

chosen. 

• Velocity magnitude. This metric highly affects cuttings’ trajectories, 

together with the direction of the velocity vector, defined through the 

following two metrics. Since the granular material flow is made of a 

number of cuttings, the statistical distribution of the velocity 

magnitude among cuttings is evaluated with the possibility of 

determining the percentile of cuttings in a certain range of velocity 

magnitude values (Figure 4.11).    

 

• Elevation and Azimuth dispersion angles. These two metrics complete 

the minimum set of information required to characterize the granular 

material flow in the 3D space. To determine cuttings’ trajectories, the 

information on velocity magnitude must be coupled with the 

information on the direction of velocity vector. This information is 

provided through elevation and azimuth angles, thus enabling a full 

3D spatial characterization of the granular material flow. The 

elevation dispersion angle is defined with respect to the horizontal 

direction (i.e. X-axis in Figure 4.12), while the azimuth dispersion 

angle is defined with respect to the longitudinal symmetry axis of the 

Dual-Rasp sampling system (i.e. green dashed line in Figure 4.13). 

Since the granular material flow has a certain dispersion, the spatial 

dispersion angle is also included into the definition of these two 

metrics. Again, since the granular material flow is made of a number 

of cuttings, the statistical distribution of the spatial dispersion angles 

among cuttings is evaluated with the possibility of determining the 

percentile of cuttings in a certain range of dispersion angle values 

(Figure 4.12 and Figure 4.13).   

The analysis metrics are conceived to characterize both the simulated and the 

experimental granular material flow to obtain the same data products enabling 

apples-to-apples comparison and ease of validation.  

A typical DEM simulation outputs a log file with a certain frequency defined 

by the user. The log files contain information about each particle of the simulation 
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at a certain timestep, including ID, type, cartesian position components, and 

cartesian velocity components. A tool for post-processing simulation log files to 

extrapolate the analysis metrics from a simulation was coded to automate the 

process. Post-processing focuses on a user-defined control volume, that is a 

subdomain of simulation domain. Post-processing outputs the distribution of the 

analysis metrics, also providing the so-called filling bands, a range of values of 

the analysis metrics containing a certain percentage of particles. The information 

on filling bands supports the identification of requirements for system’s design. 

Figure 4.14 shows the methodology applied to post-process DEM simulation 

data for extraction of analysis metrics.  
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Figure 4.11 Velocity magnitude analysis metric. Top: side view of DEM-

simulated granular material flow generated by the Dual-Rasp cutting heads with 

indication of velocity vectors. Bottom: plot of velocity magnitude distribution, 

including indication of the percentile of particles in a certain range of velocity 

magnitude values. 
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Figure 4.12 Elevation dispersion angle analysis metric. Top: side view of DEM-

simulated granular material flow generated by the Dual-Rasp cutting heads with 

indication of elevation dispersion angle. Bottom: plot of elevation dispersion 

angle distribution, including indication of the percentile of particles in a certain 

range of elevation dispersion angle values. 
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Figure 4.13 Azimuth dispersion angle analysis metric. Top: top view of DEM-

simulated granular material flow generated by the Dual-Rasp cutting heads with 

indication of azimuth dispersion angle. Bottom: plot of azimuth dispersion angle 

distribution, including indication of the percentile of particles in a certain range 

of azimuth dispersion angle values. 
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Figure 4.14 Post-processing methodology of DEM simulation data. 

 

4.3.1.3 Sensitivity analysis of DEM model parameters 

As shown in Table 4.2, thirteen input parameters are required to perform a 

DEM simulation. Among those parameters, surface geometry parameters and 

environmental parameter can be pre-defined. Surface geometry parameters (i.e. 

Young’s modulus and Poisson’s ratio) are defined by the material chosen for 

Dual-Rasp cutting heads, while environmental parameter is the gravitational 

acceleration. Last pre-defined input parameter is the particle diameter. Equivalent-

sphere Enceladus particles are expected to be micron-sized, with an average 

diameter of about 10 μm [40]. However, simulation of particles at the real grain 
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size would be too computationally demanding, thus requiring a scale up of the 

simulated particles [172] [173] [174] [175]. A particle diameter equal to 1 mm 

was found to be an adequate tradeoff between computational cost and accuracy. 

For model validation purposes, a real material composed of unconsolidated 

particles of the same size and shape as the simulated material (i.e. spherical 

particles of 1 mm diameter) was selected, as detailed in paragraph 4.3.1.5. DEM 

input parameters are then reduced to nine parameters related to both particles and 

paired interaction between particles and surface geometries. To further decrease 

the dimensionality of the DEM model, a sensitivity analysis was performed with 

the purpose of determining the most sensitive parameters influencing the granular 

material flow generated by the Dual-Rasp sampling system. The sensitivity 

analysis requires to:  

1. Define a simulation baseline with a set of pre-defined parameters.   

2. Define a range of values for each parameter reported below and 

included in the sensitivity analysis: 

• Particle Young’s modulus (𝐸𝑝) 

• Particle Poisson’s ratio (𝜈𝑝) 

• Particle density (𝜌𝑝) 

• Particle-particle coefficient of static friction (𝜇𝑠𝑝𝑝) 

• Particle-surface coefficient of static friction (𝜇𝑠𝑝𝑡) 

• Particle-particle coefficient of rolling friction (𝜇𝑟𝑝𝑝) 

• Particle-surface coefficient of rolling friction (𝜇𝑟𝑝𝑡) 

• Particle-particle coefficient of restitution (𝑒𝑝𝑝) 

• Particle-surface coefficient of restitution (𝑒𝑝𝑡) 

3. Perform DEM simulations by changing the parameters’ values in the 

pre-defined range. The simulation aims to reproduce the sampling 

operation performed by the Dual-Rasp sampling system and the 

resulting granular material flow. 

4. Evaluate parameters’ sensitivity by extracting the analysis metrics 

from simulation results. 

5. Identify most sensitive parameters influencing the granular material 

flow. 

The simulation baseline includes the environmental parameter (i.e. 

gravitational acceleration), parameters related to the Dual-Rasp cutting heads, 

parameters related to the particles, and paired parameters related to the interaction 

between particles and surface geometries. Baseline values of environmental 

parameter and Dual-Rasp cutting heads parameters are common to all simulations 

and are summarized in Table 4.3. Since particles were scaled up because of 

computational constraints, a resolution parameter Γ was introduced to 
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appropriately describe the size of the particles with respect to the Dual-Rasp 

cutting heads [176] [177]. The resolution parameter determines the number of 

particles that come into contact at once with the minimal characteristic length 

𝐿𝑚𝑖𝑛 of the cutting heads. In this case, the minimal feature of the cutting heads 

that come into contact with the particles is the single tooth. Therefore, the 

minimal characteristic length 𝐿𝑚𝑖𝑛 is equal to the length of the tooth. The 

resolution parameter Γ is thus defined according to Eq. (4.22)  

 

Γ =
𝐿𝑚𝑖𝑛
𝐷𝑚𝑎𝑥

 (4.22) 

 

Where 𝐷𝑚𝑎𝑥 is the maximum particle diameter. 

According to literature, values of the resolution parameter Γ ≥ 2.5 are found 

to be sufficient for systems with an architecture similar to the Dual-Rasp cutting 

heads [177] [178] [172]. Therefore, a resolution parameter Γ = 3 was selected and 

the tooth length (i.e. the minimal characteristic length 𝐿𝑚𝑖𝑛) was derived, given a 

particle diameter 𝐷𝑚𝑎𝑥 equal to 1 mm. Figure 4.15 shows the model of the cutting 

head used in the DEM simulations. DEM computational parameters are reported 

in Table 4.4. 

Values of particle parameters and paired parameters subject to the sensitivity 

analysis are summarized in Table 4.5. Values were selected to include granular 

material properties ranging from silica sand to pure ice [81] [149] [179] [180] 

[181] [182]. Most baseline values were selected as mid-range values. Baseline 

value for particle Young’s modulus was selected to reduce the computational cost 

of simulations. Range of values for the coefficient of restitution was selected 

assuming that particles dissipate energy during collisions because of rotational 

motion, plastic deformation, and heat. For these reasons, the coefficient of 

restitution ranges from 0 (i.e. perfectly inelastic collision) to 1 (i.e. perfectly 

elastic collision). Range of values for the coefficient of rolling friction was 

selected considering particle’s shape ranging from rounded/sub-rounded grains 

with negligible inter-locking to particles with low roundness and sphericity (e.g. 

jagged not spherical particles). Baseline value selected as the most plausible for 

the expected rounded/sub-rounded Enceladus ice grains [30] [40] [85].  

 

 

 

 

 



Investigation of sample collection 96 

 

 

 

Table 4.3 Values of environmental parameter and Dual-Rasp cutting heads 

parameters for the sensitivity analysis of DEM model parameters. These values 

are common to all simulations. 

Parameters of Dual-Rasp cutting heads 

Geometry 
Cylindrical core  

with 6 straight uniformly spaced radial teeth 

Geometrical 

features and 

Position 

• Core length: 30 mm 

• Core diameter: 7 mm 

• Tooth: 3 mm (length) x 1 mm (thickness) 

• Gap between cutting heads: 2 mm (at teeth’s tip) 

• Inclination with respect to horizontal: 45 deg 

Prescribed motion 

• Vertical motion (plunging) velocity: 2 mm/s 

• Vertical motion (plunging) displacement: 10 mm 

• Rotational speed: 2000 RPM 

Material  

(Al 6061-T6) 

• Young’s modulus (𝐸𝑡): 68.9 GPa [183] 

• Poisson’s ratio (𝜈𝑡): 0.33 [183] 

Mesh 

• Shell surface mesh 

• 1 mm element size 

• 7706 total nodes 

• 3852 total elements 

Environmental parameter 

Gravitational 

acceleration 
9.81 m/s2 
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Figure 4.15 Front view of counter-rotating Dual-Rasp cutting heads (Top left). 

Side view (Top right) and surface mesh (Bottom) of a single cutting head. 

 

Table 4.4 DEM computation parameters. 

DEM computation parameters 

Integrator NVE 

Time step 0.5e-05 s 

Number of steps 1.2e+05 

Simulation time 5 s 
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Table 4.5 Values of particle parameters and paired parameters for the sensitivity 

analysis of DEM model parameters. Baseline values are highlighted in red. 

Particle parameters 

Shape / Shape distribution Sphere / Monodisperse 

Size / Size distribution 1 mm diameter / Monodisperse 

Number of particles 187500 

Size of particles’ bed 
75 mm (length) x 75 mm (width) x 

30 mm (height) 

Young’s modulus (𝑬𝒑) [0.1, 1, 10] GPa  

Poisson’s ratio (𝝂𝒑) [0.15, 0.25, 0.35] 

Density (𝝆𝒑) [900 3000 6000] kg/m3 

Paired parameters 

𝒑𝒑 coefficient of static friction (𝝁𝒔𝒑𝒑) [0.1, 0.5, 1] 

𝒑𝒕 coefficient of static friction (𝝁𝒔𝒑𝒕) [0.1, 0.5, 1] 

𝒑𝒑 coefficient of rolling friction (𝝁𝒓𝒑𝒑) [0.005, 0.1, 0.3] 

𝒑𝒕 coefficient of rolling friction (𝝁𝒓𝒑𝒕) [0.005, 0.1, 0.3] 

𝒑𝒑 coefficient of restitution (𝒆𝒑𝒑) [0.1, 0.5, 0.9] 

𝒑𝒕 coefficient of restitution (𝒆𝒑𝒕) [0.1, 0.5, 0.9] 

 

Given the range of values for the parameters involved in the sensitivity 

analysis, it is possible to define the simulation matrix of the sensitivity analysis. 

The simulation matrix is composed of simulation sets characterized by the 

investigation of a single parameter involved in the sensitivity analysis. Therefore, 

nine simulation sets are defined, each one including three simulations, one for 

each value assigned to the reference parameter. The simulation matrix is then 

composed of 27 simulations. However, some simulations are duplicated. In fact, it 

should be noted that each simulation set has one simulation out of the three 

(named baseline simulation) that has all baseline values of the parameters, 

resulting in a total of nine baseline simulations. All baseline simulations are 

identical across the simulation sets. Therefore, only one out of the nine baseline 
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simulations need to be performed. As a result, eight baseline simulations are 

removed from the simulation matrix, resulting in a total of 19 unique simulations 

required to perform the sensitivity analysis. The simulation matrix was developed 

by assuming that the parameters involved in the sensitivity analysis are 

independent each other. Table 4.6 and Table 4.7 show the simulation matrix and 

the values of variable parameters for the sensitivity analysis, respectively. 

Because of the high computational cost required to perform DEM simulations, 

it is required to use HPC resources since personal computers or workstations are 

usually not suited for the intensive computations required by this type of 

simulation. For this reason, the resources of Texas Advanced Computing Center 

(TACC) were adopted to support all DEM simulations described in this 

dissertation. TACC is an advanced computing research center at University of 

Texas at Austin, United States, that provides several services, including a 

comprehensive ecosystem of cutting-edge HPC resources, visualization, data 

analysis, storage, archive, cloud, data-driven computing, connectivity, tools, 

Application Programming Interface (API), algorithms, consulting, and software 

[184]. TACC has several HPC systems available to satisfy the several needs of the 

science and technology community. The HPC system exploited to perform the 

DEM simulations described in this dissertation is called Lonestar5 (LS5) [185]. 

LS5 cabinets and system architecture are shown in Figure 4.16 and Figure 4.17, 

respectively. LS5 main system features are summarized below [186]. 

• 1252 Cray XC40 compute nodes, each with two 12-core Intel® 

Xeon® processing cores for a total of 30048 compute cores. 

• 2 large memory compute nodes, each with 1 TB memory. 

• 8 large memory compute nodes, each with 512 GB memory. 

• 16 Nodes with NVIDIA K-40 GPUs. 

• 5 PB DataDirect Networks storage system. 

• Cray-developed Aries interconnect. 

Each DEM simulation performed within the sensitivity analysis typically 

required 500 compute cores, 6 hours of computational time and produced up to 50 

GB of raw data. 
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Table 4.6 DEM simulation matrix for the sensitivity analysis of DEM model 

parameters. All baseline simulations (highlighted in red) are included for 

completeness. 

Simulation Set AS Simulation Set BS Simulation Set CS 

Baseline + 

AS1 

Baseline + 

BS1 

Baseline + 

CS1 

AS2 BS2 CS2 

AS3 BS3 CS3 

Simulation Set DS Simulation Set ES Simulation Set FS 

Baseline + 

DS1 

Baseline + 

ES1 

Baseline + 

FS1 

DS2 ES2 FS2 

DS3 ES3 FS3 

Simulation Set GS Simulation Set HS Simulation Set MS 

Baseline + 

GS1 

Baseline + 

HS1 

Baseline + 

MS1 

GS2 HS2 MS2 

GS3 HS3 MS3 

 

Table 4.7 Values of variable parameters for the sensitivity analysis of DEM model 

parameters. Baseline values are highlighted in red. 

Parameter Code Value 

Particle Young’s 

Modulus (𝐸𝑝) 

AS1 0.1 GPa 

AS2 1 GPa 

AS3 10 GPa 

   

Particle Poisson’s 

ratio (𝜈𝑝) 

BS1 0.15 

BS2 0.25 

BS3 0.35 

   

Particle density (𝜌𝑝) 

CS1 900 kg/m3 

CS2 3000 kg/m3 

CS3 6000 kg/m3 

   

Particle-particle coeff. 

static friction (𝜇𝑠𝑝𝑝) 

DS1 0.1 

DS2 0.5 

DS3 1 
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Particle-particle coeff. 

restitution (𝑒𝑝𝑝) 

ES1 0.1 

ES2 0.5 

ES3 0.9 

   

Particle-particle coeff. 

rolling friction (𝜇𝑟𝑝𝑝) 

FS1 0.005 

FS2 0.1 

FS3 0.3 

   

Particle-tool coeff. 

static friction (𝜇𝑠𝑝𝑡) 

GS1 0.1 

GS2 0.5 

GS3 1 

   

Particle-tool coeff. 

restitution (𝑒𝑝𝑡) 

HS1 0.1 

HS2 0.5 

HS3 0.9 

   

Particle-tool coeff. 

rolling friction (𝜇𝑟𝑝𝑡) 

MS1 0.005 

MS2 0.1 

MS3 0.3 

 

 

 

Figure 4.16 Lonestar5 cabinets [185]. 
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Figure 4.17 Lonestar5 system architecture [185]. 

 

Raw DEM simulation data were post-processed to obtain the analysis metrics. 

Furthermore, average values of the analysis metrics were computed for the three 

values of the range defined for each parameter involved in the sensitivity analysis, 

and then fitted via linear trend functions. Delta-values across trend functions were 

computed for the average value, 25th percentile, 50th percentile, and 75th percentile 

of the analysis metrics of each parameter (Table 4.8, Table 4.9, and Table 4.10). 

Delta-values are the basis for the determination of most sensitive parameters, 

since they provide a quantitative indication about the influence of a parameter on 

the analysis metrics, thus on the granular material flow. To efficiently use these 

results and complete the sensitivity analysis, the Figure-of-Merit (FOM) approach 

was adopted [187] [188]. A FOM is a quantitative parameter used to characterize 

a device, system, or method, relative to its alternatives. In this context, FOMs are 

used to capture the characteristics of the parameters involved in the sensitivity 

analysis and facilitate direct comparison by using relative merits. FOMs should 

have some basic features, including: 

• Be as discrete as possible, to compare relative values expected to be 

achieved by closely related parameters. 

• Be as concise as possible, to facilitate direct comparison of 

parameters.  

• Be as mutually independent as possible, to prevent cross coupling. 

• Be as non-redundant as possible, to ensure that each metric is 

measuring a unique feature of the parameters.  
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Three FOMs were identified to facilitate comparison among parameters. 

𝐹𝑂𝑀1 and 𝐹𝑂𝑀2 are related to relative and absolute delta-values, while 𝐹𝑂𝑀3 is 

related to the procedure to measure the parameters for real-world materials. In 

fact, the Direct Measurement Approach was selected to determine values of DEM 

input parameters. This approach requires to directly measure the parameters’ 

values at particle or contact level, and might be very difficult to apply, depending 

on the parameter to measure and on the particle size. Only special cases that 

involve simplistic shapes such as spheres in the context of controlled laboratory 

experiments can really take advantage of this approach. For model validation 

purposes, a real material composed of unconsolidated particles of the same size 

and shape as the simulated material (i.e. spherical particles of 1 mm diameter) was 

selected, as detailed in paragraph 4.3.1.5. For this reason, the direct measurement 

can be applied and its benefits can be fully exploited, including the advantage that 

measured properties’ values are independent on the DEM model or the specific 

DEM code adopted [157]. Follows below the detailed description and formulation 

of the three FOMs identified. 

𝐹𝑂𝑀1 is named relative delta and captures how close the 𝑖-th delta-value Δ𝑖 

is to the maximum delta-value Δ𝑚𝑎𝑥 for each analysis metric. Therefore, 𝐹𝑂𝑀1 

characterizes the relative ratio between delta-values and is defined according to 

Eq. (4.23) and has a value between 0 (if Δ𝑖 = 0) and 1 (if Δ𝑖 = Δ𝑚𝑎𝑥). 

𝐹𝑂𝑀2 is named absolute delta and captures how much the 𝑖-th delta-value 

affects particle’s trajectory. The higher is the delta-value, the higher is the 

influence on particle’s trajectory. 𝐹𝑂𝑀2 has two different formulations for the 

velocity magnitude analysis metric (i.e. 𝐹𝑂𝑀2𝑎) and for both the elevation and 

azimuth dispersion angles analysis metrics (i.e. 𝐹𝑂𝑀2𝑏). 

𝐹𝑂𝑀2𝑎 involves delta-values 𝛥𝑉 related to velocity magnitude analysis 

metrics and is defined with respect to the theoretical tangential particle’s velocity 

𝑉𝑡 provided by the Dual-Rasp cutting heads. The closer is the delta-value to the 

order of magnitude of 𝑉𝑡, the higher is the value of the 𝐹𝑂𝑀2𝑎, which is always 

between 0 and 1. Based on simulation baseline, 𝑉𝑡 = 1.3146 𝑚/𝑠. 𝐹𝑂𝑀2𝑎 is 

defined according to Eq. (4.24). It should be noted that numerical values related to 

𝛥𝑉 are expressed in 𝑚/𝑠 units. 

𝐹𝑂𝑀2𝑏 involves delta-values 𝛥𝐷 related to elevation and azimuth dispersion 

angle analysis metrics. The higher is the delta-value, the higher is the value of the 

𝐹𝑂𝑀2𝑏, which is always between 0 and 1. 𝐹𝑂𝑀2𝑏 is defined according to Eq. 

(4.25). 

𝐹𝑂𝑀3 is named parameters’ measurement and captures the difficulty in 

measuring the 𝑖-th parameter. The level of difficulty in measuring a certain 

parameter was evaluated by considering the number of published papers 𝑛𝑝 about 

the direct measurement of such a parameter [157]. Values of parameter 𝑛𝑝 are 

reported in Table 4.11. 𝐹𝑂𝑀3 is defined according to Eq. (4.26).  
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Each FOM is given a weight 𝑊𝑛, and it is assumed that all weights are equal 

to 1, meaning that all FOMs have the same merit. Finally, the total score 𝑆𝑖 of the 

𝑖-th parameter is obtained by applying Eq. (4.27), where 𝐹𝑂𝑀𝑛
𝑖  is the value of 𝑛-

th FOM for the 𝑖-th parameter.  

Results of sensitivity analysis for each analysis metric are reported in Table 

4.12, Table 4.13, and Table 4.14, while Table 4.15 reports the global results of the 

sensitivity analysis, considering the average values of each analysis metric. Global 

results show a clear influence of particle-tool coefficient of static friction (𝜇𝑠𝑝𝑡) 

and particle-tool coefficient of restitution (𝑒𝑝𝑡) on granular material flow. These 

results are compatible with the tool-particle interaction that characterizes the 

Dual-Rasp action. In fact, the momentum transfer between cutting heads and 

particles takes place via collisions at microscale level. The efficiency of 

momentum transfer because of collisions is highly influenced by the coefficient of 

restitution between the two materials. As confirmed by the physics of collisions at 

particle level [189], the coefficient of restitution significantly determines the 

particles’ velocity after collision, thus influencing the velocity magnitude metric. 

The efficiency of momentum transfer is also influenced by the coefficient of static 

friction between the two materials. In fact, the coefficient of static friction 

determines the tool-particle contact duration and the ability of particles to slide 

along the teeth of the cutting heads, thus influencing both particles’ velocity and 

direction of particles’ trajectories. 

 

𝐹𝑂𝑀1 =
|Δ𝑖|

max|Δ𝑖|
 (4.23) 

 

𝐹𝑂𝑀2𝑎 =

{
  
 

  
 
1

0.75

0.5

0.25

 

𝑖𝑓 𝛥𝑉 > 0.5   (𝛥𝑉 ≅ 𝑉𝑡) 

𝑖𝑓 0.05 < 𝛥𝑉 ≤ 0.5   (𝛥𝑉 ≅
𝑉𝑡
10
) 

𝑖𝑓 0.005 < 𝛥𝑉 ≤ 0.05   (𝛥𝑉 ≅
𝑉𝑡
100

) 

𝑖𝑓 𝛥𝑉 ≤ 0.005   (𝛥𝑉 ≅
𝑉𝑡
1000

) 

(4.24) 

 

𝐹𝑂𝑀2𝑏 =

{
  
 

  
 
1

0.75

0.5

0.25

 

𝑖𝑓 𝛥𝐷 > 45° 

𝑖𝑓 30° < 𝛥𝑉 ≤ 45° 

𝑖𝑓 15° < 𝛥𝑉 ≤ 30° 

𝑖𝑓 𝛥𝑉 ≤ 15° 

(4.25) 
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𝐹𝑂𝑀3 =

{
 
 

 
 
1

0.5

0.25

 

𝑖𝑓 𝑛𝑝 > 10   (𝑠𝑜𝑓𝑡 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑚𝑒𝑎𝑠𝑢𝑟𝑒) 

𝑖𝑓 5 ≤ 𝑛𝑝 ≤ 10   (𝑚𝑒𝑑𝑖𝑢𝑚 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑚𝑒𝑎𝑠𝑢𝑟𝑒) 

𝑖𝑓 𝑛𝑝 < 5   (ℎ𝑎𝑟𝑑 𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑚𝑒𝑎𝑠𝑢𝑟𝑒) 

(4.26) 

 

𝑆𝑖 =
∑ 𝑊𝑛 𝐹𝑂𝑀𝑛

𝑖3
𝑛=1

∑ 𝑊𝑛
3
𝑛=1

 (4.27) 

 

 

Table 4.8 Sensitivity analysis of DEM model parameters. Delta-values for velocity 

magnitude analysis metric. 

Parameter 

Average  

Vel. mag. 

[m/s] 

25th perc.  

Vel. mag. 

[m/s] 

50th perc.  

Vel. mag. 

[m/s] 

75th perc.  

Vel. mag. 

[m/s] 

𝐸𝑝 0.0307 -0.0105 0.0139 -0.0440 

𝜈𝑝 0.0441 -0.0096 0.0311 0.0322 

𝜌𝑝 -0.0059 0.0239 0.0185 -0.0152 

𝜇𝑠𝑝𝑝 -0.0069 0.0156 0.0123 0.0564 

𝑒𝑝𝑝 0.0468 0.0224 0.0175 0.0411 

𝜇𝑟𝑝𝑝 -0.0167 0.0232 -0.0103 -0.0011 

𝜇𝑠𝑝𝑡 -0.0624 0.0090 -0.0315 -0.0188 

𝑒𝑝𝑡 0.5110 0.2829 0.5339 0.7530 

𝜇𝑟𝑝𝑡 0.0000 0.0000 0.0000 0.0000 

 

Table 4.9 Sensitivity analysis of DEM model parameters. Delta-values for 

elevation dispersion angle analysis metric. 

Parameter 

Average  

Elev. angle 

[deg] 

25th perc.  

Elev. angle 

[deg] 

50th perc.  

Elev. angle 

[deg] 

75th perc.  

Elev. angle 

[deg] 

𝐸𝑝 -2.8684 2.5748 0.9137 0.0848 

𝜈𝑝 1.0396 -0.6054 0.4050 0.0686 
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𝜌𝑝 0.5768 0.1496 0.2206 0.9162 

𝜇𝑠𝑝𝑝 1.7208 -4.0828 -2.8452 -3.6408 

𝑒𝑝𝑝 -0.7692 1.7724 2.6568 8.4191 

𝜇𝑟𝑝𝑝 -0.0769 -1.1007 -2.6260 -2.3115 

𝜇𝑠𝑝𝑡 1.9876 1.2440 1.4642 2.6399 

𝑒𝑝𝑡 5.0007 5.0415 0.8724 -0.6285 

𝜇𝑟𝑝𝑡 0.0000 0.0000 0.0000 0.0000 

 

Table 4.10 Sensitivity analysis of DEM model parameters. Delta-values for 

azimuth dispersion angle analysis metric. 

Parameter 

Average  

Az. angle 

[deg] 

25th perc.  

Az. angle 

[deg] 

50th perc.  

Az. angle 

[deg] 

75th perc.  

Az. angle 

[deg] 

𝐸𝑝 2.9520 6.1195 2.1060 3.4887 

𝜈𝑝 0.5070 -3.1248 -0.6976 -1.2183 

𝜌𝑝 -0.4206 -2.1094 0.9089 2.3878 

𝜇𝑠𝑝𝑝 0.2791 2.1425 4.3977 7.5670 

𝑒𝑝𝑝 -0.0081 6.2147 8.6385 9.9232 

𝜇𝑟𝑝𝑝 -1.6412 -0.0479 -0.8535 1.4171 

𝜇𝑠𝑝𝑡 5.7518 -0.1287 0.3523 -0.3998 

𝑒𝑝𝑡 -2.8210 6.4295 7.4358 9.2699 

𝜇𝑟𝑝𝑡 0.0000 0.0000 0.0000 0.0000 
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Table 4.11 Values of parameter 𝑛𝑝 within the definition of 𝐹𝑂𝑀3. 

Parameters 𝒏𝒑 

Particle Young’s Modulus (𝐸𝑝) 8 

Particle Poisson’s ratio (𝜈𝑝) 0 

Particle density (𝜌𝑝) 2 

Particle-particle coeff. static friction (𝜇𝑠𝑝𝑝) 5 

Particle-particle coeff. restitution (𝑒𝑝) 6 

Particle-particle coeff. rolling friction (𝜇𝑟𝑝𝑝) 2 

Particle-tool coeff. static friction (𝜇𝑠𝑝𝑡) 16 

Particle-tool coeff. restitution (𝑒𝑡) 14 

Particle-tool coeff. rolling friction (𝜇𝑟𝑝𝑡) 5 

 

Table 4.12 Sensitivity analysis of DEM model parameters. Results about velocity 

magnitude metrics. 

 
 Analysis Metrics 

 
 

Average  

Vel. mag. 

25th perc.  

Vel. mag. 

50th perc.  

Vel. mag. 

75th perc.  

Vel. mag. 

P
a
ra

m
et

er
s 

Particle Young’s Modulus (𝐸𝑝) 0.35 0.35 0.34 0.35 

Particle Poisson’s ratio (𝜈𝑝) 0.28 0.26 0.27 0.26 

Particle density (𝜌𝑝) 0.25 0.28 0.26 0.26 

𝑝𝑝 coeff. static friction (𝜇𝑠𝑝𝑝) 0.34 0.35 0.34 0.44 

𝑝𝑝 coeff. restitution (𝑒𝑝) 0.36 0.36 0.34 0.35 

𝑝𝑝 coeff. rolling friction (𝜇𝑟𝑝𝑝) 0.26 0.28 0.26 0.17 

𝑝𝑡 coeff. static friction (𝜇𝑠𝑝𝑡) 0.62 0.51 0.52 0.51 

𝑝𝑡 coeff. restitution (𝑒𝑡) 1.00 0.92 1.00 1.00 

𝑝𝑡 coeff. rolling friction (𝜇𝑟𝑝𝑡) 0.25 0.25 0.25 0.25 
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Table 4.13 Sensitivity analysis of DEM model parameters. Results about elevation 

dispersion angle metrics. 

 
 Analysis Metrics 

 
 

Average  

El. angle 

25th perc.  

El. angle  

50th perc.  

El. angle  

75th perc.  

El. angle  

P
a
ra

m
et

er
s 

Particle Young’s Modulus (𝐸𝑝) 0.44 0.42 0.36 0.25 

Particle Poisson’s ratio (𝜈𝑝) 0.21 0.21 0.21 0.17 

Particle density (𝜌𝑝) 0.19 0.18 0.19 0.20 

𝑝𝑝 coeff. static friction (𝜇𝑠𝑝𝑝) 0.32 0.52 0.58 0.39 

𝑝𝑝 coeff. restitution (𝑒𝑝) 0.28 0.37 0.56 0.58 

𝑝𝑝 coeff. rolling friction (𝜇𝑟𝑝𝑝) 0.17 0.24 0.47 0.26 

𝑝𝑡 coeff. static friction (𝜇𝑠𝑝𝑡) 0.50 0.50 0.59 0.52 

𝑝𝑡 coeff. restitution (𝑒𝑡) 0.62 0.75 0.52 0.44 

𝑝𝑡 coeff. rolling friction (𝜇𝑟𝑝𝑡) 0.25 0.25 0.25 0.25 

 

Table 4.14 Sensitivity analysis of DEM model parameters. Results about azimuth 

dispersion angle metrics. 

 
 Analysis Metrics 

 
 

Average  

Az. angle 

25th perc.  

Az. angle 

50th perc.  

Az. angle 

75th perc.  

Az. angle 

P
a
ra

m
et

er
s 

Particle Young’s Modulus (𝐸𝑝) 0.42 0.57 0.33 0.37 

Particle Poisson’s ratio (𝜈𝑝) 0.20 0.33 0.19 0.21 

Particle density (𝜌𝑝) 0.19 0.28 0.20 0.25 

𝑝𝑝 coeff. static friction (𝜇𝑠𝑝𝑝) 0.27 0.36 0.42 0.50 

𝑝𝑝 coeff. restitution (𝑒𝑝) 0.25 0.57 0.58 0.58 

𝑝𝑝 coeff. rolling friction (𝜇𝑟𝑝𝑝) 0.26 0.17 0.20 0.21 

𝑝𝑡 coeff. static friction (𝜇𝑠𝑝𝑡) 0.75 0.42 0.43 0.43 

𝑝𝑡 coeff. restitution (𝑒𝑡) 0.58 0.75 0.70 0.73 

𝑝𝑡 coeff. rolling friction (𝜇𝑟𝑝𝑡) 0.25 0.25 0.25 0.25 
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Table 4.15 Global results of the sensitivity analysis of DEM model parameters. 

  Analysis Metrics 

 

 
Velocity 

magnitude 

Azimuth 

angle 

Elevation 

angle 

P
a
ra

m
et

er
s 

Particle Young’s Modulus (𝐸𝑝) 0.35 0.42 0.44 

Particle Poisson’s ratio (𝜈𝑝) 0.28 0.20 0.21 

Particle density (𝜌𝑝) 0.25 0.19 0.19 

𝑝𝑝 coeff. static friction (𝜇𝑠𝑝𝑝) 0.34 0.27 0.32 

𝑝𝑝 coeff. restitution (𝑒𝑝) 0.36 0.25 0.28 

𝑝𝑝 coeff. rolling friction (𝜇𝑟𝑝𝑝) 0.26 0.26 0.17 

𝑝𝑡 coeff. static friction (𝜇𝑠𝑝𝑡) 0.62 0.75 0.50 

𝑝𝑡 coeff. restitution (𝑒𝑡) 1.00 0.58 0.62 

𝑝𝑡 coeff. rolling friction (𝜇𝑟𝑝𝑡) 0.25 0.25 0.25 

 

 

4.3.1.4 Sensitivity analysis of sampling system parameters 

A sensitivity analysis was also conducted on the parameters that characterize 

the cutting heads of the Dual-Rasp with the goal to provide guidelines for 

sampling system design. The sensitivity analysis requires to:  

1. Define a simulation baseline with a set of pre-defined parameters.   

2. Define a range of values for each parameter reported below and 

included in the sensitivity analysis 

• Number of teeth (𝑁𝑡) 

• Length (𝐿𝑡) 

• Outer diameter (measured at teeth’s tip) (𝑂𝑡) 

• Gap between cutters (measured at teeth’s tip) (𝐺𝑡) 

• Inclination with respect to horizontal (𝐼𝑡) 

• Vertical (plunging) velocity (𝑉𝑡) 

• Rotational velocity (𝑅𝑡) 

3. Perform DEM simulations by changing the parameters’ values in the 

pre-defined range. The simulation aims to reproduce the sampling 
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operation performed by the Dual-Rasp sampling system and the 

resulting granular material flow. 

4. Evaluate parameters’ sensitivity by applying the analysis metrics to 

simulation results. 

5. Identify the most sensitive parameters influencing the granular 

material flow. 

The simulation baseline includes the environmental parameter (i.e. 

gravitational acceleration), parameters related to the Dual-Rasp cutting heads, 

parameters related to the particles, and paired parameters related to the interaction 

between particles and surface geometries. Baseline values of DEM parameters 

and environmental parameter are common to all simulations and are summarized 

in Table 4.16. Values of the parameters of Dual-Rasp cutting heads subject to the 

sensitivity analysis are summarized in Table 4.17. 

 

 

Table 4.16 Values of DEM parameters and environmental parameter for the 

sensitivity analysis of sampling system parameters. These values are common to 

all simulations. 

Particle parameters 

Shape / Shape distribution Sphere / Monodisperse 

Size / Size distribution 1 mm diameter / Monodisperse 

Number of particles 187500 

Size of particles’ bed 

• Length: 75 mm 

• Width: 75 mm 

• Height: 30 mm 

Young’s modulus (𝑬𝒑) 0.1 GPa  

Poisson’s ratio (𝝂𝒑) 0.35 

Density (𝝆𝒑) 3000 kg/m3 

Paired parameters 

𝒑𝒑 coefficient of static friction (𝝁𝒔𝒑𝒑) 0.5 

𝒑𝒕 coefficient of static friction (𝝁𝒔𝒑𝒕) 0.5 
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𝒑𝒑 coefficient of rolling friction (𝝁𝒓𝒑𝒑) 0.005 

𝒑𝒕 coefficient of rolling friction (𝝁𝒓𝒑𝒕) 0.005 

𝒑𝒑 coefficient of restitution (𝒆𝒑𝒑) 0.5 

𝒑𝒕 coefficient of restitution (𝒆𝒑𝒕) 0.5 

Environmental parameter 

Gravitational acceleration 9.81 m/s2 

 

Table 4.17 Values of the parameters of Dual-Rasp cutting heads for the sensitivity 

analysis of sampling system parameters. Baseline values are highlighted in red. 

Parameters of Dual-Rasp cutting heads 

Prescribed motion 
Vertical motion (plunging) displacement: 

10 mm 

Number of teeth (𝑵𝒕) [2, 4, 6] 

Length (𝑳𝒕) [30, 40, 50] mm 

Outer diameter (𝑶𝒕) [13, 15, 17] mm 

Gap between cutting heads (𝑮𝒕) [2, 6, 10] mm 

Inclination wrt horizontal (𝑰𝒕) [20, 45, 70] deg 

Vertical (plunging) velocity (𝑽𝒕) [2, 3, 4] mm/s 

Rotational velocity (𝑹𝒕) [2000, 6000, 10000] RPM 

 

Given the range of values for the parameters involved in the sensitivity 

analysis, it is possible to define the simulation matrix of the sensitivity analysis. 

The simulation matrix is composed of simulation sets characterized by the 

investigation of a single parameter involved in the sensitivity analysis. Therefore, 

seven simulation sets are defined, each one including three simulations, one for 

each value assigned to the reference parameter. The simulation matrix is then 

composed of 21 simulations. However, some simulations are duplicated. In fact, it 

should be noted that each simulation set has one simulation out of the three 

(named baseline simulation) that has all baseline values of the parameters, 

resulting in a total of seven baseline simulations. All baseline simulations are 
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identical across the simulation sets. Therefore, only one out of the seven baseline 

simulations need to be performed. As a result, six baseline simulations are 

removed from the simulation matrix, resulting in a total of 15 unique simulations 

required to perform the sensitivity analysis. The simulation matrix was developed 

by assuming that the parameters involved in the sensitivity analysis are 

independent each other. Table 4.18 and Table 4.19 show the simulation matrix 

and the values of variable parameters for the sensitivity analysis, respectively. 

 

Table 4.18 DEM simulation matrix for the sensitivity analysis of sampling system 

parameters. All baseline simulations (highlighted in red) are included for 

completeness. 

Simulation Set AT Simulation Set BT Simulation Set CT 

Baseline + 

AT1 

Baseline + 

BT1 

Baseline + 

CT1 

AT2 BT2 CT2 

AT3 BT3 CT3 

Simulation Set DT Simulation Set ET Simulation Set FT 

Baseline + 

DT1 

Baseline + 

ET1 

Baseline + 

FT1 

DT2 ET2 FT2 

DT3 ET3 FT3 

Simulation Set GT 

 

Baseline + 

GT1 

GT2 

GT3 
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Table 4.19 Values of variable parameters for the sensitivity analysis of sampling 

system parameters. Baseline values are highlighted in red. 

Parameter Code Value 

Number of teeth 

AT1 2 

AT2 4 

AT3 6 

   

Length 

BT1 30 mm 

BT2 40 mm 

BT3 50 mm 

   

Outer diameter 

CT1 13 mm 

CT2 15 mm 

CT3 17 mm 

   

Gap between cutting 

heads 

DT1 2 mm 

DT2 6 mm 

DT3 10 mm 

   

Inclination wrt 

horizontal 

ET1 20 deg 

ET2 45 deg 

ET3 70 deg 

   

Vertical (plunging) 

velocity 

FT1 2 mm/s 

FT2 3 mm/s 

FT3 4 mm/s 

   

Rotational velocity 

GT1 2000 RPM 

GT2 6000 RPM 

GT3 10000 RPM 

 

 

Raw DEM simulation data were post-processed to obtain the analysis metrics. 

Furthermore, average values of the analysis metrics were computed for the three 

values of the range defined for each parameter involved in the sensitivity analysis, 

and then fitted via linear trend functions. Delta-values across trend functions were 

computed for the average value, 25th percentile, 50th percentile, and 75th percentile 

of the analysis metrics of each parameter (Table 4.20, Table 4.21, and Table 

4.22). Delta-values are the basis for the determination of most sensitive 

parameters, since they provide a quantitative indication about the influence of a 
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parameter on the analysis metrics, thus on the granular material flow. Again, to 

efficiently use these results and complete the sensitivity analysis, the FOM 

approach was adopted. However, only 𝐹𝑂𝑀1 and 𝐹𝑂𝑀2 are used in this case, 

since 𝐹𝑂𝑀3 is specifically related to the measurement of DEM model parameters. 

Results of sensitivity analysis for each analysis metric are reported in Table 

4.23, Table 4.24, and Table 4.25, while Table 4.26 reports the global results of the 

sensitivity analysis, considering the average values of each analysis metric. Global 

results show a strong influence of rotational velocity on velocity magnitude, as 

expected. In fact, a higher rotational velocity of the Dual-Rasp cutting heads leads 

to a higher momentum delivered to the particles, thus a higher velocity magnitude. 

A similar explanation is also valid for the influence of the outer diameter on the 

velocity magnitude. The inclination of the Dual-Rasp cutting heads with respect to 

the horizontal has a medium influence on the elevation dispersion angle, as 

expected. In fact, the inclination of the cutting heads determines the direction of 

the tangential velocity vector, thus influencing the direction of particles’ velocity 

vectors measured through the elevation angle. A similar explanation might be also 

valid for the influence of the inclination of the cutting heads on the azimuth 

dispersion angle. 

 

Table 4.20 Sensitivity analysis of sampling system parameters. Delta-values 

across trend lines for velocity magnitude analysis metric. 

Parameter 

Average  

Vel. mag. 

[m/s] 

25th perc.  

Vel. mag. 

[m/s] 

50th perc.  

Vel. mag. 

[m/s] 

75th perc.  

Vel. mag. 

[m/s] 

𝑁𝑡 0.0953 0.0059 0.0273 0.0688 

𝐿𝑡 0.0414 0.0058 -0.0172 -0.0125 

𝑂𝑡 0.613 0.1721 0.3702 0.735 

𝐺𝑡 -0.3095 -0.0215 -0.1233 -0.2207 

𝐼𝑡 -0.0872 0.0288 0.0555 0.0695 

𝑉𝑡 0.1204 0.019 0.0024 0.0195 

𝑅𝑡 2.2641 4.0577 4.8818 5.4878 
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Table 4.21 Sensitivity analysis of sampling system parameters. Delta-values 

across trend lines for elevation dispersion angle analysis metric. 

Parameter 

Average  

Elev. angle 

[deg] 

25th perc.  

Elev. angle 

[deg] 

50th perc.  

Elev. angle 

[deg] 

75th perc.  

Elev. angle 

[deg] 

𝑁𝑡 4.1744 -4.3775 -7.5446 -11.7818 

𝐿𝑡 -0.6249 -0.6245 0.1619 -0.4458 

𝑂𝑡 4.2002 -4.0420 -6.4313 -13.8326 

𝐺𝑡 -16.5935 28.0107 44.7027 70.8518 

𝐼𝑡 -37.5796 5.0006 7.9674 24.6536 

𝑉𝑡 7.3395 -7.5735 -12.0302 -18.8817 

𝑅𝑡 -10.4275 16.0571 22.8675 46.0630 

 

Table 4.22 Sensitivity analysis of sampling system parameters. Delta-values 

across trend lines for azimuth dispersion angle analysis metric. 

Parameter 

Average  

Az. angle 

[deg] 

25th perc.  

Az. angle 

[deg] 

50th perc.  

Az. angle 

[deg] 

75th perc.  

Az. angle 

[deg] 

𝑁𝑡 0.3162 -2.6202 -4.4562 -3.1930 

𝐿𝑡 -0.0895 2.8135 0.4555 -4.8849 

𝑂𝑡 0.6404 -9.2377 -13.3109 -18.3265 

𝐺𝑡 2.2339 13.5991 23.7275 38.2175 

𝐼𝑡 4.1275 -13.2108 -22.0117 -15.7335 

𝑉𝑡 2.0147 2.7250 2.1130 -4.1619 

𝑅𝑡 -0.4897 2.1575 7.5051 27.4031 
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Table 4.23 Sensitivity analysis of sampling system parameters. Results about 

velocity magnitude metrics. 

  Analysis Metrics 

 

 
Average  

Vel. mag. 

25th perc.  

Vel. mag. 

50th perc.  

Vel. mag. 

75th perc.  

Vel. mag. 

P
a
ra

m
et

er
s 

Number of teeth (𝑁𝑡) 0.26 0.17 0.17 0.25 

Length (𝐿𝑡) 0.17 0.17 0.17 0.17 

Outer diameter (𝑂𝑡) 0.42 0.26 0.28 0.38 

Gap between cutting heads (𝐺𝑡) 0.30 0.17 0.26 0.26 

Inclination wrt horizontal (𝐼𝑡) 0.26 0.17 0.25 0.25 

Vertical (plunging) velocity 

(𝑉𝑡) 
0.27 0.17 0.08 0.17 

Rotational velocity (𝑅𝑡) 0.67 0.67 0.67 0.67 

 

Table 4.24 Sensitivity analysis of sampling system parameters. Results about 

elevation dispersion angle metrics. 

  Analysis Metrics 

 

 
Average  

El. angle 

25th perc.  

El. angle  

50th perc.  

El. angle  

75th perc.  

El. angle  

P
a
ra

m
et

er
s 

Number of teeth (𝑁𝑡) 0.12 0.14 0.14 0.14 

Length (𝐿𝑡) 0.09 0.09 0.08 0.09 

Outer diameter (𝑂𝑡) 0.12 0.13 0.13 0.15 

Gap between cutting heads (𝐺𝑡) 0.31 0.50 0.58 0.67 

Inclination wrt horizontal (𝐼𝑡) 0.58 0.14 0.14 0.28 

Vertical (plunging) velocity (𝑉𝑡) 0.15 0.17 0.17 0.26 

Rotational velocity (𝑅𝑡) 0.18 0.36 0.34 0.55 
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Table 4.25 Sensitivity analysis of sampling system parameters. Results about 

azimuth dispersion angle metrics. 

  Analysis Metrics 

 

 
Average  

Az. angle 

25th perc.  

Az. angle 

50th perc.  

Az. angle 

75th perc.  

Az. angle 

P
a
ra

m
et

er
s 

Number of teeth (𝑁𝑡) 0.11 0.15 0.15 0.11 

Length (𝐿𝑡) 0.09 0.15 0.09 0.13 

Outer diameter (𝑂𝑡) 0.14 0.31 0.27 0.33 

Gap between cutting heads (𝐺𝑡) 0.26 0.42 0.50 0.58 

Inclination wrt horizontal (𝐼𝑡) 0.42 0.41 0.48 0.30 

Vertical (plunging) velocity (𝑉𝑡) 0.25 0.15 0.11 0.12 

Rotational velocity (𝑅𝑡) 0.12 0.14 0.19 0.41 

 

Table 4.26 Global results of the sensitivity analysis of sampling system 

parameters. 

  Analysis Metrics 

 

 
Velocity 

magnitude 

Azimuth 

angle 

Elevation 

angle 

P
a
ra

m
et

er
s 

Number of teeth (𝑁𝑡) 0.26 0.11 0.12 

Length (𝐿𝑡) 0.17 0.09 0.09 

Outer diameter (𝑂𝑡) 0.42 0.14 0.12 

Gap between cutting heads (𝐺𝑡) 0.30 0.26 0.31 

Inclination wrt horizontal (𝐼𝑡) 0.26 0.42 0.58 

Vertical (plunging) velocity (𝑉𝑡) 0.27 0.25 0.15 

Rotational velocity (𝑅𝑡) 0.67 0.12 0.18 
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4.3.1.5 Measurement of DEM model parameters 

Results of the sensitivity analysis of DEM model parameters showed that the 

most sensitive parameters influencing the granular material flow are the particle-

tool coefficient of static friction (𝜇𝑠𝑝𝑡) and the particle-tool coefficient of 

restitution (𝑒𝑝𝑡). The Direct Measurement Approach was selected to determine the 

values of those parameters. This approach requires to directly measure the 

parameters’ values at particle or contact level, and might be very difficult to 

apply, depending on the parameter to measure and on the particle size. Only 

special cases that involve simplistic shapes in the context of controlled laboratory 

experiments can really take advantage of this approach. For model validation 

purposes, real materials composed of unconsolidated particles of the same size 

and shape as the simulated material were selected for apples-to-apples comparison 

between DEM simulation model and experimental testing. For this reason, the 

direct measurement can be applied and its benefits can be fully exploited, 

including the advantage that measured properties’ values are independent on the 

DEM model or the specific DEM code adopted [157]. 

Materials shown in Table 4.27 were considered for DEM model validation, 

including balls and beads typically adopted for milling and grinding. Selection 

criteria are summarized below. 

• Particle size, approximately 1 mm in diameter, to be compatible with 

simulated particle size. 

• Particle shape, approximately spherical, to be compatible with 

simulated particle shape. 

• Particle color, matt black or white, with the purpose to prevent 

particle glitter in high-speed video recordings, thus obtaining a high-

contrast, high-defined particle shape against the background with the 

purpose of obtaining a more robust video post-processing for particle 

tracking purposes.    

 

Table 4.27 Materials considered for DEM model validation. 

Material 
Size 

[mm] 
Shape Color References 

Yttria Stabilized 

Zirconia 
0.1 – 30 Spherical Matt white [190] 

Alumina 1 – 35 Spherical Matt white [191] 

Natural Brazilian 

Agate 
3 – 20 Spherical 

Ivory white / 

gray 
[192] 
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Tungsten carbide 1 – 20 Spherical Metallic color [193] 

304 Stainless Steel 1 – 50 Spherical Metallic color [194] 

316 Stainless Steel 3 – 50 Spherical Metallic color [194] 

52100 Chrome 

Steel 
5 – 50 Spherical Metallic color [194] 

Cellulose Acetate 1 – 12 
Spherical 

(> 98%) 
Various colors [195] 

Polyethylene 
0.85 – 1 

(> 90%) 

Spherical 

(> 90%) 

Fluorescent 

green / red 
[196] 

Polyethylene 
0.85 – 1 

(> 90%) 

Spherical 

(> 90%) 
Clear / white [197] 

Soda lime glass 
0.85 – 1 

(> 90%) 

Spherical  

(> 85%) 
Clear / white [198] [199] 

Borosilicate glass 
0.85 – 1 

(> 90%) 

Spherical 

(> 90%) 
Clear / white [200] [201] 

 

 

Two materials were selected for DEM model validation, Yttria Stabilized 

Zirconia (YSZ) and alumina. Both are matt white and composed of monodisperse 

unconsolidated 1 mm diameter spheres, hence are ideal for DEM model validation 

purposes according to the defined criteria. YSZ is a ceramic material made of 

zirconium dioxide (ZrO2) stabilized at room temperature by adding yttrium oxide 

(Y2O3) [202]. Alumina, common name of the aluminum (III) oxide (Al2O3), is a 

ceramic material and one of the most common aluminum oxides. Table 4.28 

summarized physical and mechanical properties. 
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Table 4.28 Properties of YSZ and alumina particles. 

 YSZ Alumina References 

Particle density 5.85 – 6.1 g/cm3 3.8 – 3.98 g/cm3 
[191] [203] 

[204] 

Particle Young’s modulus 200-210 GPa 370 – 380 GPa 
[191] [203] 

[204] 

Particle Poisson’s ratio 0.25 – 0.3 0.25 – 0.3 
[191] [203] 

[204] 

 

 

Particle-tool coefficient of static friction (𝜇𝑠𝑝𝑡) and particle-tool coefficient of 

restitution (𝑒𝑝𝑡)  between YSZ/alumina particles and Dual-Rasp cutting heads 

material were directly measured via independent tests performed by using custom 

designed testbeds. 

The particle-tool coefficient of static friction (𝜇𝑠𝑝𝑡) was measured by 

performing an inclined plane test. The testbed designed and built for this purpose 

is shown in Figure 4.18 and is composed by a linear actuator that simply supports 

the tool plate at one of its edges and gently lift it for inclining the plate, while the 

inclinometer provides real-time measurement of its inclination (Figure 4.19). The 

tool plate is made of the same material considered for the Dual-Rasp cutting heads 

(i.e. Al 6061-T6). The particle plate is simply placed on top of the tool plate and 

not constrained. In this way, the particle plate can freely slide down as soon as the 

tool plate achieves the critical inclination for incipient motion. The particle plate 

has three particles glued to its bottom face and it is placed face down on tool plate 

in such a way the particles directly touch the tool plate. In this way, the static 

friction between particles and tool plate determines the rise of the incipient motion 

of particle plate when the tool plate starts inclining. The particles glued to the 

bottom face of the particle plate are disposed in a regular triangle shape. This 

configuration guarantees that all particles always touch the tool plate since there is 

always a plane passing through the three contact points between particles and tool 

plate. Since the tool plate is flat, it can be considered as a plane, thus there is no 

risk that one of the particles comes to no contact. Moreover, the particle plate 

orientation was selected to enhance stability during motion. In fact, one particle is 

placed close to the trailing edge of the particle plate, while the other two particles 

are close to the leading edge (Figure 4.20). As a result, the single particle left in 

the rear position acts as a stabilizer of the particle plate during its motion.  

Particle-tool coefficient of static friction 𝜇𝑠𝑝𝑡 can be determined from 

measurement of the tool plate inclination 𝜃 at particle plate incipient motion, 

according to Eq. (4.28) [81] 
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𝜇𝑠𝑝𝑡 = tan𝜃 (4.28) 

 

To determine the number of measurements required to achieve a statistically 

significant result, the confidence interval method for continuous data was adopted 

[205] [206] [207]. In fact, the type of data considered are continuous, since 𝜃 can 

be represented by a continuous number. Moreover, the purpose is to generalize a 

limited sample to a broader population. In fact, the population is represented by 

the potentially infinite number of particle/tool plate couples, while the sample is 

the sub-set of the population selected to produce the results. For statistical 

analyses of this type, the confidence interval method is adopted. 

According to the confidence interval method for continuous data, the 

minimum estimated sample size to achieve a statistically significant result is given 

by Eq. (4.29) 

 

𝑛0 = (
𝑍 𝜎

𝐸𝑟
)
2

 (4.29) 

 

Where 

𝑛0 Estimate of minimum sample size 

𝑍 Value of the Z-distribution corresponding to the selected confidence interval 

𝜎 Estimate of standard deviation 

𝐸𝑟 Margin of error 

 

A confidence interval of 95% was selected. This parameter identifies the 

range in the sample distribution within which it is expected to find the true 

population value, given the selected degree of confidence (i.e. 95%). The value 𝑍 

of the Z-distribution related to a 95% confidence interval is equal to 1.96. The 

margin of error is selected to define how well the sample must represent the 

population. In this case, a margin of error 𝐸𝑟 equal to 1% was selected. The 

estimate of standard deviation 𝜎 informs about the spread of measurements 

around the average and was not known for the sample considered. To determine 

𝜎, a pilot study was conducted for both YSZ and alumina particles [208]. The 

pilot study required to repeat measurements a number of times with the purpose to 

obtain a plot of standard deviation 𝜎 as function of sample size (Figure 4.21 for 

YSZ and Figure 4.22 for alumina). Plots show that the standard deviation 

approaches a plateau value once a certain number of measurements (i.e. sample 

size) is achieved. A plateau value equal to 0.0088 was found for YSZ, while a 

plateau values equal to 0.0066 was found for alumina. These values were used as 

the estimate of standard deviation 𝜎. 
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According to the defined input parameters, Eq. (4.29) suggests a minimum 

estimated sample size 𝑛0 = 3 for YSZ, while it suggests a minimum estimated 

sample size 𝑛0 = 2 for alumina. As a conservative approach, a sample size 𝑛 = 30 

was selected for both materials for a total of 60 samples collected.  

A value of 0.154 ± 0.0032 was found for the coefficient of static friction 

between YSZ particles and Al 6061-T6, while a value of 0.2226 ± 0.0024 was 

found for the coefficient of static friction between alumina particles and Al 6061-

T6.  

 

 
Figure 4.18 Inclined plane testbed (a). Detail of the bottom face of the particle 

plate with three particles glued to it (b). YSZ particles shown as a reference (c). 

 

 
Figure 4.19 Inclined plane testbed shown in inclined position. 
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Figure 4.20 Particle plate. 

 

 

Figure 4.21 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of static friction of YSZ particles. 
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Figure 4.22 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of static friction of alumina particles. 

 

The particle-tool coefficient of restitution was measured by performing a 

particle drop test. The apparatus designed and built for this purpose is shown in 

Figure 4.23. The drop tower drops one particle at the time, the particle hits the 

tool plate and bounces back. Again, the tool plate is made of the same material 

considered for the Dual-Rasp cutting heads (i.e. Al 6061-T6). The collision 

between particle and tool plate is recorded by using the ultra-high speed Photron 

FASTCAM SA-Z (Figure 4.24). This camera provides high-resolution images at 

frame rates up to 21000 frames per second (fps) and even greater than 2 million 

fps at reduced image resolution, as well as shutter speeds as short as 159 

nanoseconds [209]. Figure 4.25 shows four representative frames of the particle 

drop test sequence, as recorded by the ultra-high speed camera. 

Particle-tool coefficient of restitution 𝑒𝑝𝑡 can be determined from 

measurement of particles’ vertical velocity right after impact 𝑣′ and right before 

impact 𝑣, according to Eq. (4.30) [210]. 

 

𝑒𝑝𝑡 =
𝑣′

𝑣
 (4.30) 

 

Particle’s velocity was obtained by using the official tracking software 

provided by the camera’s vendor to post-process the ultra-high speed test 

recordings. Figure 4.26 shows a typical drop test data plot as obtained by 

performing particle’s tracking in ultra-high speed test recordings. 
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Figure 4.23 Particle drop testbed. 

 

 
Figure 4.24 Particle drop test setup including the ultra-high speed camera. 
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Figure 4.25 Representative frames of particle drop test sequence, as recorded by 

the ultra-high speed camera. 1) and 2) show the particle falling toward the tool 

plate. 3) shows the contact between particle and tool plate. 4) shows particle 

bounce. 

 

 

Figure 4.26 Example of a typical drop test data plot. Particle's vertical velocity 

vs. time is shown, indicating downward motion, upward motion, and particle-

plate contact. 
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To consider and evaluate the effect of particle terminal velocity on the value 

of the coefficient of restitution, the drop tower was designed to be adjustable in 

height. The particle drop was then performed from three different heights from 

tool plate: 150 mm, 300 mm, and 450 mm. 

Similarly to previous analysis, the confidence interval method for continuous 

data was adopted to determine the minimum estimated sample size 𝑛0 to achieve a 

statically significant result. A confidence interval of 95% was selected, resulting 

in a value 𝑍 of the Z-distribution equal to 1.96. A margin of error 𝐸𝑟 equal to 1% 

was selected. Similarly to previous analysis, a pilot study was conducted to obtain 

an estimate of standard deviation 𝜎. Figure 4.27, Figure 4.28, and Figure 4.29 

show the plots of standard deviation 𝜎 as function of sample size for YSZ 

particles dropped from 150 mm, 300 mm, and 450 mm drop heights, respectively. 

Figure 4.30, Figure 4.31, and Figure 4.32 show the plots of standard deviation 𝜎 

as function of sample size for alumina particles dropped from 150 mm, 300 mm, 

and 450 mm drop heights, respectively. The plots show that the standard deviation 

approaches a plateau value once a certain number of measurements (i.e. sample 

size) is achieved. For YSZ particles, a plateau value equal to 0.0362, 0.0428, and 

0.0287 was found for 150 mm, 300 mm, and 450 mm drop heights, respectively. 

For alumina particles, a plateau value equal to 0.0348, 0.0308, and 0.0363 was 

found for 150 mm, 300 mm, and 450 mm drop heights, respectively. These values 

were used as the estimate of standard deviation 𝜎. 

For YSZ particles, Eq. (4.29) suggests a minimum estimated sample size 𝑛0 

equal to 50, 71, and 32 for 150 mm, 300 mm, and 450 mm drop heights, 

respectively. For alumina particles, Eq. (4.29) suggests a minimum estimated 

sample size 𝑛0 equal to 47, 36, and 51 for 150 mm, 300 mm, and 450 mm drop 

heights, respectively. As a conservative approach, a sample size 𝑛 = 75 was 

selected for both materials and all drop heights for a total of 450 samples 

collected.  

Table 4.29 summarizes the values found for COR between YSZ / alumina 

particles and Al 6061-T6 at 150 mm, 300 mm, and 450 mm drop heights. Average 

values are also included. For YSZ particles, COR values at different drop heights 

lie within a maximum 2.9 % deviation from average. For alumina particles, COR 

values at different drop heights lie within a maximum 1.8 % deviation from 

average. Results show that COR is independent from drop height, thus the average 

value can be used as a representative value.  
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Figure 4.27 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of restitution considering YSZ particles dropped from 150 

mm. 

 

 

Figure 4.28 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of restitution considering YSZ particles dropped from 300 

mm. 
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Figure 4.29 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of restitution considering YSZ particles dropped from 450 

mm. 

 

 

Figure 4.30 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of restitution considering alumina particles dropped from 

150 mm. 
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Figure 4.31 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of restitution considering alumina particles dropped from 

300 mm. 

 

 

Figure 4.32 Standard deviation as function of sample size for measurement of 

particle-tool coefficient of restitution considering alumina particles dropped from 

450 mm. 
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Table 4.29 Values of COR between YSZ / alumina particles and Al 6061-T6. 

 YSZ Alumina 

150 mm drop height 0.6612 ± 0.0709 0.6248 ± 0.0682 

300 mm drop height 0.6284 ± 0.0840 0.6043 ± 0.0603 

450 mm drop height 0.6377 ± 0.0563  0.6120 ± 0.0712 

Average 0.6424 ± 0.098 0.6137 ± 0.0793 

 

4.3.2 DEM-driven design and verification of sample collection 

system 

Characterization of granular material flow showed that the Dual-Rasp action 

generates a granular flow that origins from the cutting heads and evolves in the 

3D space by dispersing in both elevation and azimuth angles, with a range related 

to the average velocity magnitude of the particles’ assembly. Such a granular flow 

must be intercepted and driven toward a well-defined volume where the sample is 

collected. The whole process, from sampling to sample collection must be as 

much deterministic as possible to guarantee successful sample acquisition in the 

whole range of potential scenarios. Therefore, the same DEM numerical model 

adopted for the characterization of granular material flow can be exploited to 

drive the design of sample collection system. DEM simulation setup adopted to 

characterize the granular flow only included the Dual-Rasp cutting heads and the 

material particles free-flying in the unconstrained 3D space as result of the 

sampling action. However, the same DEM simulation model can be enriched with 

other elements to aid guiding the free granular flow into a path for collection. 

Such additional elements compose the sample collection system, working in 

conjunction with the sampling system (i.e. Dual-Rasp) to guarantee successful 

sampling and sample collection into a pre-defined volume. Moreover, results of 

granular flow characterization can be exploited to drive the design of the elements 

of the sample collection system. Three elements of the sample collection system 

were identified: the sample transport guide, the sample collection cup, and the 

sample retention features.  

The sample transport guide, hereafter simply called guide, has the purpose of 

intercepting the free-flying granular flow produced by the Dual-Rasp and guide it 

toward the inlet of the sample collection cup. Before getting to the idea of using a 

purposely designed element to guide the granular flow toward the collection cup, 

a guide-free scenario was investigated. DEM simulations were conducted to 

evaluate the feasibility of collecting sample directly by just placing the collection 

volume in the way of the granular flow. In this case, the collection volume is 
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simply represented by a cube with a front large opening to let the particles 

entering the volume and being captured. DEM simulation results (Figure 4.33) 

showed that a negligible number of particles was collected, highlighting a few 

major weaknesses of this solution. 

• The spatial dispersion angles of the free-flying, unconstrained granular 

flow would require a very large collection volume, thus negatively 

influencing the severe limitations in terms of mass and volume of the 

whole sample collection system.  

• The random collisions between particles and surfaces of the collection 

volume make significantly not deterministic the sample collection 

process. This effect is highly influenced by the geometry of the 

surfaces interacting with the particles, hence there is margin for 

improvements.  

• In a low gravity vacuum environment, the range of particle’s parabolic 

trajectories is much larger than Earth’s. As a result, it is required to 

capture the particles while they are still in the straight upwards portion 

of their trajectory, otherwise the whole sample collection system 

would be unreasonably large. Moreover, capturing the particles while 

they are still moving in a straight upwards trajectory requires orienting 

the collection volume accordingly, thus making more difficult sample 

collection and retention.  

To improve sample collection, a few changes were made. The difficulty of 

capturing particles while moving in the straight upwards trajectory requires to add 

an element to guide and deflect particle’s trajectories downward. This is supported 

by results of DEM-MBD co-simulations on the first design iteration. In fact, 

Figure 4.33 shows that some particles colliding with inner surfaces of collection 

volume are deflected downward. This behavior can be exploited to enable a more 

efficient sample collection. 

The second design iteration included a significantly smaller collection cup 

shaped as a right circular cylinder and a preliminary concept of the guide to aid 

particles’ deflection toward the collection cup. Guide and collection cup were 

generated as a single part for convenience. DEM-MBD co-simulation results 

(Figure 4.34) showed that particle’s deflection toward the collection cup can be 

successfully achieved resulting in a significant increase in the collection 

efficiency. Moreover, the collection cup has a more suited size, geometry, 

position, and orientation. Despite the second iteration showed promising results, it 

should be noted that the geometry adopted for the guide has not a specific 

rationale and was implemented only to evaluate the feasibility of an element 

purposely designed to guide and deflect the particles toward the collection cup. 

For this reason, further improvements were made providing a rationale for the 

geometry of the guide.  
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Figure 4.33 DEM-MBD co-simulation of first design iteration of sample 

collection system implementing direct collection into a volume. Particles 

trajectories are shown in red. Please note that the collection volume is cross 

sectioned to show the inside. Side view shown. 

 

 

Figure 4.34 DEM-MBD co-simulation of second design iteration of sample 

collection system implementing the guide concept to deflect particles toward the 

collection cup. Please note that both the guide and the collection cup are cross 

sectioned to show the inside. Side view shown. 
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The investigation of generation and evolution of the granular flow led to the 

identification of a pattern useful to define an optimized geometry for the guide. In 

fact, the granular flow generates by a small area in between the tips of the Dual-

Rasp cutting heads. The granular flow then disperses into a larger 3D volume and 

needs to be intercepted, deflected and re-focused toward a smaller volume 

represented by the collection cup. As a result, the surface geometry of the guide 

should have some reflection and focusing capabilities. There are several 

geometries with different reflection and focusing properties, such as the rotunda, 

the parabola, and the ellipse (Figure 4.35). The geometrical properties of these 

surfaces are used in several applications where it is required to reflect and focus 

radiation waves (e.g. lasers, radio waves, etc.) or sound waves. A rotunda is a 

geometry similar to a cupola alternating pentagons and triangles around an axis 

[211]. This geometry is adopted in many buildings with dome-like ceilings and 

exhibits a guided reflection of sound waves along its surface [212]. A parabola is 

a geometry focusing parallel rays projected to its surface to a focal point [213]. 

This geometry is widely used in telecommunication, optical, and sound 

applications, including antennas, mirrors, and microphones [214] [215] [216]. An 

ellipse is a geometry with two focal points and has the property of focusing rays 

projected in any direction from one focal point to the other [213]. This geometry 

is widely used in optical applications such as mirrors [217]. Therefore, it was 

decided to investigate if a geometry with reflection and focusing properties can be 

used to deflect and re-focus the granular flow toward the collection cup. In this 

context, an elliptical guide is the most promising geometry since it can be 

designed in such a way the two focal points are coincident with the origin (i.e. the 

tip of the Dual-Rasp cutting heads) and the desired destination (i.e. inlet of the 

collection cup) of the granular material flow. The 3D guide geometry is derived 

by extending the ellipse geometry in the 3D space, thus obtaining a tri-axial 

ellipsoid. This geometry is generated by two ellipses defined on elevation and 

azimuth planes enabling particles ejected by the Dual-Rasp cutting heads being 

deflected and re-focused toward the inlet of the collection cup (Figure 4.36 and 

Figure 4.37). To maximize the amount of sample collected, the collection cup was 

designed as a right semi-elliptical cylinder to match the footprint of the guide in 

the azimuth plane (Figure 4.37 and Figure 4.38). In fact, the collection cup is 

placed just below the guide and its inlet face is parallel to the azimuth plane of the 

guide. 

The two ellipses generating the tri-axial ellipsoid share the major axis and the 

focal points. The major axis is defined through the length and the inclination with 

respect to horizontal. Both parameters are defined considering two factors: 

• The average velocity magnitude of the granular flow, that determines 

the region where it is desirable to intercept particles along the straight 

portion of their upward trajectory. 
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• The relative position between the Dual-Rasp and the collection cup, 

that is influenced by the requirement on the volume envelope of the 

whole sample collection system. In fact, it is required that the sample 

collection system has at least 18 deg of clearance with respect to the 

surrounding terrain all around the Dual-Rasp location. As a result, the 

sample collection system must fit into a conical volume envelope with 

a 72 deg semi-aperture around the Dual-Rasp, since it is the only 

element of the system that must interact with the terrain. The purpose 

of this requirement is to guarantee a safety margin with respect to the 

uncertainty on the roughness of the Enceladus surface. 

On the other hand, the minor axes of the two ellipses are independently 

defined since they control the width of the ellipsoid in elevation and azimuth. As a 

result, the minor axes of the two ellipses are influenced by the dispersion angles 

of the granular flow in elevation and azimuth, thus determining the percentage of 

particles intercepted by the guide.  

 

 

Figure 4.35 Examples of geometries with reflection and focusing properties. 

From top to bottom: parabola, ellipse, and rotunda. 
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Figure 4.36 Guide design based on the ellipsoid geometry. View of the elevation 

plane showing the focusing effect on particles’ trajectories.  

 

 

Figure 4.37 Guide design based on the ellipsoid geometry. View of the azimuth 

plane showing the focusing effect on particles’ trajectories. The transparent 

orange element represents the collection cup.  
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Figure 4.38 3D representation of the sample collection system model, including 

the ellipsoidal guide (black), the collection cup (orange) and the Dual-Rasp 

cutting heads (light blue). 

 

Since the analysis metrics characterizing the granular flow provide crucial 

guidelines for the design of the guide, numerical simulations based on the DEM 

model presented in paragraph 4.3.1.1 were conducted to characterize the free-

flying granular flow generated by the Dual-Rasp with the purpose to optimize the 

design of the guide. Since the characterization is performed on the free-flying 

granular flow, the simulations only involved the Dual-Rasp cutting heads and the 

particles’ bed, and considered the 1g Earth’s environment with the purpose to 

provide a design of the guide suited for laboratory testing. Because of the higher 

gravity, the Dual-Rasp was operated at 10000 RPM to produce a granular flow 

with sufficient average velocity magnitude to be intercepted by the guide in the 

straight portion of the upward trajectory. Table 4.30, Table 4.31, Table 4.32 

summarize the parameters of DEM-MBD co-simulation performed to characterize 

the granular flow. Figure 4.39 shows the results of granular flow characterization 

through the analysis metrics extrapolated by the simulation data. The design of the 

sample collection system, including the geometry of the guide and the relative 

positioning among the elements, were driven by the DEM simulation results and 

adjusted to optimize the percentage of granular flow intercepted by the guide 
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within the constraints and margins previously discussed. As shown in Figure 4.40 

and Figure 4.41, the configuration adopted for the sample collection system 

enables to use the guide to theoretically intercept up to 37% of the granular flow 

in the elevation plane and up to 50% in the azimuth plane. However, particles are 

more likely to be successfully deflected toward the inlet of the collection cup if 

intercepted in its vicinity. In this scenario, up to 25-35% of the granular flow is 

expected to be intercepted in both the elevation and azimuth planes. As shown in 

Figure 4.40, a significant portion (up to 50%) of the granular flow in the elevation 

plane is blocked by the body of the collection cup. This compromise was dictated 

by the requirement on the ground clearance of the sample collection system. 

A DEM-MBD co-simulation of sample collection system was performed by 

using the parameters defined in Table 4.30, Table 4.31, Table 4.32, Table 4.33, 

Table 4.34 and related to Dual-Rasp cutting heads, particles, guide, collection cup, 

and environment. Simulation results (Figure 4.42) show a good agreement with 

expectations since particles are intercepted and deflected toward the inlet of the 

collection cup because of the ellipsoid geometry of the guide. This configuration 

makes the sample collection process much more deterministic than previous 

designs. Moreover, collection of particles into the cup is significantly aided by the 

higher gravity settling particles in the lowest corner of the cup. 
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Table 4.30 Parameters of the Dual-Rasp cutting heads and environmental 

parameter for the DEM-MBD co-simulation of sample collection system. 

Parameters of Dual-Rasp cutting heads 

Geometry 
Cylindrical core  

with 6 straight uniformly spaced radial teeth 

Geometrical 

features and 

Position 

• Core length: 30 mm 

• Core diameter: 7 mm 

• Tooth: 3 mm (length) x 1 mm (thickness) 

• Gap between cutting heads: 2 mm (at teeth’s tip) 

• Inclination wrt horizontal: 30 deg 

Prescribed 

motion 

• Vertical motion (plunging) velocity: 2 mm/s 

• Vertical motion (plunging) displacement: 10 mm 

• Rotational speed [Earth, Enceladus]: [10000, 2000] RPM 

Material  

(Al 6061-T6) 

• Young’s modulus (𝐸𝑡): 68.9 GPa [183] 

• Poisson’s ratio (𝜈𝑡): 0.33 [183] 

Mesh 

• Shell surface mesh 

• 1 mm element size 

• 7706 total nodes 

• 3852 total elements 

Environmental parameter 

Gravitational acceleration  

[Earth, Enceladus] 
[9.81, 0.113] m/s2 
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Table 4.31 Particle parameters for the DEM-MBD co-simulation of sample 

collection system. 

Particle parameters 

Material YSZ / Alumina 

Shape / Shape distribution Sphere / Monodisperse 

Size / Size distribution 1 mm diameter / Monodisperse 

Number of particles 187500 

Size of particles’ bed 

• Length: 75 mm 

• Width: 75 mm 

• Height: 30 mm 

Young’s modulus (𝑬𝒑) 0.1 GPa  

Poisson’s ratio (𝝂𝒑) 0.35 

Density (𝝆𝒑) 3000 kg/m3 

 

Table 4.32 Paired parameters for the DEM-MBD co-simulation of sample 

collection system. 

Paired parameters 

𝒑𝒑 coefficient of static friction (𝝁𝒔𝒑𝒑) 0.5 

𝒑𝒕 coefficient of static friction (𝝁𝒔𝒑𝒕) [YSZ, Alumina] [0.154, 0.2226] 

𝒑𝒑 coefficient of rolling friction (𝝁𝒓𝒑𝒑) 0.005 

𝒑𝒕 coefficient of rolling friction (𝝁𝒓𝒑𝒕) 0.005 

𝒑𝒑 coefficient of restitution (𝒆𝒑𝒑) 0.5 

𝒑𝒕 coefficient of restitution (𝒆𝒑𝒕) [YSZ, Alumina] [0.6424, 0.6137] 
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Table 4.33 Parameters of sample transport guide for the DEM-MBD co-

simulation of sample collection system. 

Parameters of sample transport guide 

Geometry Tri-axial ellipsoid 

Geometrical 

features and 

Position 

• Length of semi-major axis: 108 mm 

• Inclination of semi-major axis wrt horizontal: 40 deg 

• Length of semi-minor axis in elevation plane: 68 mm 

• Length of semi-minor axis in azimuth plane: 50 mm 

Prescribed 

motion 

• Vertical motion (plunging) velocity: 2 mm/s 

• Vertical motion (plunging) displacement: 10 mm 

Material  

(Al 6061-T6) 

• Young’s modulus (𝐸𝑡): 68.9 GPa [183] 

• Poisson’s ratio (𝜈𝑡): 0.33 [183] 

Mesh 

• Shell surface mesh 

• 1 mm element size 

• 35735 total nodes 

• 17720 total elements 

 

Table 4.34 Parameters of the collection cup for the DEM-MBD co-simulation of 

sample collection system. 

Parameters of collection cup 

Geometry Right semi-elliptical cylinder 

Geometrical 

features 

• Length (max): 61 mm 

• Width (max): 95 mm 

• Height: 37 mm 

Prescribed 

motion 

• Vertical motion (plunging) velocity: 2 mm/s 

• Vertical motion (plunging) displacement: 10 mm 

Material  

(Al 6061-T6) 

• Young’s modulus (𝐸𝑡): 68.9 GPa [183] 

• Poisson’s ratio (𝜈𝑡): 0.33 [183] 

Mesh 

• Shell surface mesh 

• 1 mm element size 

• 15513 total nodes 

• 7594 total elements 
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Figure 4.39 Dual-Rasp granular flow characterization in 1g Earth’s 

environment. Results show the dispersion of the analysis metrics including 25th 

percentile (green), 50th percentile (yellow), and 75th percentile (red). 
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Figure 4.40 Sample collection system design for 1g Earth’s environment driven 

by DEM-MBD co-simulation results. Granular flow dispersion in the elevation 

plane is shown, including 25th percentile (green area), 50th percentile (yellow 

area), and 75th percentile (red area). 

 

 
Figure 4.41 Sample collection system design for 1g Earth’s environment driven 

by DEM-MBD co-simulation results. Granular flow dispersion in the azimuth 

plane is shown, including 25th percentile (green area), 50th percentile (yellow 

area), and 75th percentile (red area). 
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Figure 4.42 DEM-MBD co-simulation of sample collection system in 1g Earth’s 

environment. 

 

The DEM-driven design process described was also applied to the sample 

collection system for 1%g Enceladus’ environment. Because of the lower gravity, 

the Dual-Rasp was operated at 2000 RPM to produce a granular flow with 

sufficient average velocity magnitude to be intercepted by the guide in the straight 

portion of the upwards trajectory. Table 4.30, Table 4.31, Table 4.32 summarize 

the parameters of DEM-MBD co-simulation performed to characterize the 

granular flow. Figure 4.43 shows the results of granular flow characterization 

through the analysis metrics extrapolated by the simulation data. The geometry of 

the guide and the relative positioning among the elements of the sample collection 

system were adjusted to optimize the percentage of granular flow intercepted by 

the guide within the constraints and margins previously discussed. As shown in 

Figure 4.44 and Figure 4.45, the configuration adopted for the sample collection 

system enables to use the guide to theoretically intercept up to 37% of the 

granular flow in the elevation plane and up to 50% in the azimuth plane. 

However, particles are more likely to be successfully deflected toward the inlet of 

the collection cup if intercepted in its vicinity. In this scenario, up to 25-35% of 

the granular flow is expected to be intercepted in both the elevation and azimuth 

planes. As shown in Figure 4.44, also in this case a significant portion (up to 50%) 

of the granular flow in the elevation plane is blocked by the body of the collection 

cup. This compromise was dictated by the requirement on the ground clearance of 

the sample collection system. 

A DEM-MBD co-simulation of sample collection system was performed by 

using the parameters defined in Table 4.30, Table 4.31, Table 4.32, Table 4.33, 
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Table 4.34 and related to Dual-Rasp cutting heads, particles, guide, collection cup, 

and environment. Simulation results (Figure 4.46) show that the particles remain 

in suspension much longer time because of the low gravity environment. Also in 

this case, particles are successfully intercepted and deflected toward the inlet of 

the collection cup as a result of the ellipsoid geometry of the guide. However, the 

low gravity environment is less effective in settling the particles and retaining 

them inside the collection cup. As a result, particles bounce to the inner walls of 

the collection cup and get out of it, leaving only a small amount of particle 

collected. For this reason, the collection cup must be provided with some sort of 

feature to aid sample retention in a low gravity environment.  
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Figure 4.43 Dual-Rasp granular flow characterization in 1%g Enceladus’ 

environment. Results show the dispersion of the analysis metrics including 25th 

percentile (green), 50th percentile (yellow), and 75th percentile (red). 
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Figure 4.44 Sample collection system design for 1%g Enceladus’ environment 

driven by DEM-MBD co-simulation results. Granular flow dispersion in the 

elevation plane is shown, including 25th percentile (green area), 50th percentile 

(yellow area), and 75th percentile (red area). 

 

 
Figure 4.45 Sample collection system design for 1%g Enceladus’ environment 

driven by DEM-MBD co-simulation results. Granular flow dispersion in the 

azimuth plane is shown, including 25th percentile (green area), 50th percentile 

(yellow area), and 75th percentile (red area). 
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Figure 4.46 DEM-MBD co-simulation of the sample collection system in 1%g 

Enceladus’ environment. 

 

Several sample retention features were devised, integrated into the collection 

cup design, and simulated in the DEM-MBD environment. Sample retention 

efficiency was evaluated to compare the different solutions. 

Concept #1 of collection cup design provided with sample retention features 

implemented barriers to create a labyrinth with the goal to trap the particles 

(Figure 4.47). Particles’ trajectories inside the collection cup can be qualitatively 

anticipated by considering the classic laws of collisions and reflections governing 

the interaction between particles and inner walls of the collection cup. Figure 4.48 

shows that some particles’ trajectories can be directed toward the inside of the 

labyrinth generated by the barriers, thus trapping particles in a series of internal 

reflections that make less likely exiting the collection cup. DEM-MBD 

simulations confirmed this expectation by showing an estimated 60% increase in 

the retention efficiency with respect to the collection cup without any retention 

feature (Figure 4.49). Two more collection cup designs were investigated by 

exploring the labyrinth concept. In concept #2 (Figure 4.50), the lower corner of 

the collection cup was provided with a 45 deg chamfer to aid particles’ reflection 

toward the inside of the labyrinth. Top barrier was inclined 45 deg with respect to 

its original orientation to make the inlet of the labyrinth wider, thus increasing the 

number of particles captured. In concept #3 (Figure 4.51), also the bottom barrier 

was inclined 45 deg with respect to its original orientation, thus creating a sharper 

corner to trap the particles. Concept #2 and concept #3 were simulated in the 

DEM-MBD environment showing little improvements in the retention efficiency 

with respect to concept #1 (Figure 4.52 and Figure 4.53). In fact, simulation 

results showed an estimated 60-65% increase in the retention efficiency with 
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respect to the collection cup without any retention feature. For this reason, a 

different approach was investigated. Figure 4.54 shows grid-style retention 

features embedded into the collection cup. The grid provides much more surface 

area to increase collisions between particles and inner walls, thus dissipating 

particles’ kinetic energy. The grid stops before reaching the bottom of the 

collection cup in such a way a common area is created at the bottom of the cup. 

This area is meant to further stimulate particles’ mixing, dissipating kinetic energy 

by mutual collisions. DEM-MBD co-simulation of this concept showed a 

significant improvement in the retention efficiency (Figure 4.55). In fact, 

simulation results showed an estimated 130% increase in the retention efficiency 

with respect to the collection cup without any retention feature. 

 

 

Figure 4.47 Concept #1 of collection cup design provided with labyrinth-style 

sample retention features. General architecture. 
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Figure 4.48 Concept #1 of collection cup design provided with labyrinth-style 

sample retention features. Potential particles’ trajectories. Qualitative scheme. 

 

 

Figure 4.49 Concept #1 of collection cup design provided with labyrinth-style 

sample retention features. DEM-MBD co-simulation. 
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Figure 4.50 Concept #2 of collection cup design provided with labyrinth-style 

sample retention features. Potential particles’ trajectories. Qualitative scheme. 

 

 

 

Figure 4.51 Concept #3 of collection cup design provided with labyrinth-style 

sample retention features. Potential particles’ trajectories. Qualitative scheme. 
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Figure 4.52 Concept #2 of collection cup design provided with labyrinth-style 

sample retention features. DEM-MBD co-simulation. 

 

 

 
Figure 4.53 Concept #3 of collection cup design provided with labyrinth-style 

sample retention features. DEM-MBD co-simulation. 
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Figure 4.54 Concept #4 of collection cup design provided with grid-style sample 

retention features. Side view of the integrated design (left). Top view of the 

collection cup (right).  

 

 
Figure 4.55 Concept #4 of collection cup design provided with grid-style sample 

retention features. DEM-MBD co-simulation. 
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Promising simulation results led to the development and fabrication of an 

integrated sample collection system based on the Dual-Rasp sampling system, the 

ellipsoid-shaped guide, and the collection cup provided with grid-style sample 

retention features (Figure 4.56 and Figure 4.57).  

A test campaign was performed in ground-based laboratory ambient 

conditions (i.e. 1g and 1 atm Earth’s environment) to verify and mature the Dual-

Rasp sampling system and the sample collection system to TRL 4. Several 

ambient analogue materials were used, covering the whole range of 

physical/mechanical properties considered for the design of the sampling system 

(Table 4.35). Test results, summarized in Table 4.36, showed good performances 

and versatility of the Dual-Rasp in sampling materials from weak loose to hard 

sintered.  

Among loose analogue materials, the higher collection efficiency (i.e. about 

45%) was achieved with BLC 110, a silica sand used as Mars analogue. Test 

results showed a good momentum transfer from Dual-Rasp cutting heads to 

particles, and a clear granular flow toward the guide, leading to collection into the 

cup. Minex 3, another silica sand analogue, showed a granular flow similar to 

BLC 110. However, a smaller collection efficiency (i.e. about 20%) was achieved, 

probably because particle’s size of Minex is 10 times smaller than BLC 110. 

Therefore, the granular flow experience much more dispersion because of the 

effect of the atmospheric drag on particles’ trajectories. YSZ and alumina showed 

a chaotic granular flow because of the high coefficient of restitution, resulting in a 

low collection efficiency of about 1%, improved to about 4% at lower Dual-Rasp 

rotational speed.     

Among sintered analogue materials, all in the family of pervious concretes, 

the higher collection efficiency (i.e. 15-25%) was achieved with W-15-60b, W-

15-80, and B-10-1. For W-15-60b and W-15-80, pervious concretes based on 

Wedron aggregates, test results showed larger cuttings being generated by the 

Dual-Rasp sampling action, as well as a good momentum transfer leading to 

higher granular flow average velocity. The Dual-Rasp was able to generate a 

granular flow with mostly uniform cutting’s size and few larger particles. For B-

10-1, a pervious concrete based on BLC 110 aggregates, test results showed a 

good collection efficiency with finer grains and no visible larger cuttings. For M-

10-40, a pervious concrete based on Minex aggregates, a significant number of 

fine grains generated at the surface and dispersed into dust, resulting in about 9% 

of collection efficiency. This result was emphasized by the effect of the 

atmosphere drag on fine Minex grains. Only few larger cuttings ended into the 

cup. A similar result was obtained with M-15-60, a pervious concrete also based 

on Minex aggregates. The granular flow is mostly composed of finer grains 

slowed down by the atmospheric drag and dispersed in dust. Only larger cuttings 

tend to be collected into the cup.  
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Figure 4.56 Integrated CAD model of the sample collection system composed of 

the Dual-Rasp sampling system, the ellipsoid-shaped guide, and the collection cup 

provided with grid-style sample retention features. 

 

 

Figure 4.57 Integrated prototype of the Dual-Rasp sampling system and the 

sample collection system composed of the ellipsoid-shaped guide and the 

collection cup. This prototype also integrates the pneumatic sample transfer 

system into the collection cup design (further details provided in paragraph 5.6). 
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Table 4.35 Ambient analogue materials adopted for sample collection system 

verification campaign. 

Material 

name 

Bulk 

material 

state  

Strength 

[MPa CPT] 

Aggregate 

material 

Grain  

shape 

Grain size 

[μm] 

YSZ Loose N/A Zirconia Spherical 1000 

Alumina Loose N/A 
Aluminum 

oxide 
Spherical 1000 

BLC 110 Loose N/A Silica 
Sub-rounded 

/ Spherical 
100 

Minex 3 Loose N/A Silica 
Sub-rounded 

/ Spherical 
10 

M-15-60 Sintered 1 – 2 Minex 3 Sub-rounded 10 

B-10-1 Sintered 1 – 2 BLC 110 Sub-rounded 50 – 100 

M-10-40 Sintered 10 – 15 Minex 3 Sub-rounded 10 

W-15-80 Sintered 10 – 15 Wedron Sub-rounded 500 – 1000 

W-15-60b Sintered 30 Wedron Sub-rounded 500 

 

Table 4.36 Results of sample collection system verification campaign. 

Material 

name 

Collected 

mass [g] 

Collection 

efficiency [%] 
Advantages Disadvantages 

YSZ 1.0 – 2.12 1 – 4 

Model is based 

on hard, 

spherical 

particles 

Particle motion 

is chaotic, too 

much energy 

Alumina 0.3 – 1 / 

Model is based 

on hard, 

spherical 

particles 

Particle motion 

is chaotic, too 

much energy 

BLC 110 4.6 – 6.2 45 
Highest 

collection rate 

Particle spread is 

high 

Minex 3 0.37 – 0.46 20 / 
Dust spreads 

everywhere 
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M-15-60 0.4 / / 

Too brittle, dust 

not collected, too 

low velocity 

B-10-1 1.0 – 1.5 15 – 24 

Larger particle 

size helps with 

distance 

Does not clump 

together, so 

collected sample 

is fine 

M-10-40 0.4 – 0.55 9 / 

Too brittle, dust 

not collected, too 

low velocity 

W-15-80 0.8 – 1.3 16 

Larger particle 

size, more 

energy to reach 

the cup 

/ 

W-15-60b 1.0 – 1.5 22 – 25 

Larger particle 

size, more 

energy to reach 

the cup 

/ 

 

 

4.3.3 Future work 

A test campaign is planned to achieve the following objectives.  

• To validate the DEM simulation model by comparing model 

predictions to experimental results obtained in the following 

conditions. 

o 1g Earth’s gravity and vacuum conditions. 

o 1%g Earth’s gravity (i.e. Enceladus’ gravity) and vacuum 

conditions. 

• To verify and mature the Dual-Rasp sampling system and the sample 

collection system to TRL 5 by performing experimental tests in 1%g 

Earth’s gravity and vacuum conditions. 

Earth’s gravity condition can be easily achieved in ground-based laboratory 

testing, while Enceladus’ gravity condition is achieved by performing parabolic 

flights. Parabolic flights are conducted by using aircrafts specifically adapted for 

this purpose. During a typical parabolic flight, the aircraft follows a parabolic 

flight path relative to the center of the Earth (Figure 4.58). The flight starts by 

climbing at about 50 degrees pitch angle. While following this path, the aircraft 

lowers its nose and gradually reduces engine thrust such that the aircraft follows a 
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parabolic ballistic trajectory. The reduced-gravity condition lasts for about 22 

seconds while ascending and then descending along the ballistic path. While 

descending, the aircraft pulls back to nose-up attitude to repeat the maneuver. By 

adjusting the maneuver, different levels of reduced gravity can be reproduced, 

including Moon’s gravity (i.e. 16%g), Mars’ gravity (i.e. 33%g), and 

weightlessness. 

 

 

Figure 4.58 Typical parabolic flight sequence [218]. 

 

Parabolic flights are sponsored by the NASA’s Space Technology Mission 

Directorate within the Flight Opportunities Program [219]. The program is meant 

to facilitate demonstration and maturation of promising technologies for space 

exploration through suborbital testing. The advantages of performing test 

campaigns in a suborbital environment include the opportunity to evaluate 

performance in relevant conditions of space that are difficult to replicate in 

ground-based testing and obtain data to increase TRL and gain more assurance of 

success for future missions. The parabolic flight opportunity is organized into two 

flights including 25 parabolas each.  

Vacuum condition enables removing the effect of atmospheric drag, thus 

closely reproducing particles’ ballistic trajectories as found in the Enceladus’ 

environment. Vacuum condition is achieved by using a custom developed acrylic 

vacuum chamber provided with clear walls (Figure 4.59). This solution enables 

acquisition of high-speed recordings of sample acquisition operation from outside 

the chamber. A particle tracking software developed at JPL is used to post-process 

high-speed recordings to isolate particles’ trajectories and characterize the 

experimental granular flow by using the same analysis metrics adopted to 

characterize the simulated granular flow, thus enabling apples-to-apples 

comparison (Figure 4.60).  
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Preliminary tests performed in 1g Earth’s environment at 0.05 atm and 1 atm 

ambient pressure show the Dual-Rasp cutting heads generating about 10 µm size 

particles that are dispersed in the 1 atm conditions (Figure 4.61) but flow more 

directly to the guide in the 0.05 atm conditions (Figure 4.62), as expected. 

 

 
Figure 4.59 Vacuum chamber testbed including Dual-Rasp sampling system, 

sample collection system and surface analogue.  

 

 

Figure 4.60 Particle tracking software used for post-processing of high-speed 

recordings of the granular flow generated by a single Dual-Rasp cutting head. 

Particles are identified by green cross symbols, while particles’ trajectories are 

identified by red lines. 
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Figure 4.61 Sample transport of approximately 10 µm particles in 1 atm 

conditions. 

 

 

Figure 4.62 Sample transport of approximately 10 µm particles in 0.05 atm 

conditions. 



161 Investigation of sample collection 

 

 

Figure 4.63 shows the vacuum chamber test setup for parabolic flight. Test 

plan includes performing sampling of three different surface analogues, whose 

samples are collected into three separate collection cups. The Dual-Rasp sampling 

system and the guide are bolted together, while the collection cups are separately 

mounted on a tray suspended on vertical springs. During sample acquisition, the 

vertical linear actuator plunges the Dual-Rasp into the surface analogue. 

Consequently, the guide follows the Dual-Rasp motion by pushing the collection 

cup that complies to the vertical motion by compressing the springs. Once the 

sample acquisition is completed, the vertical linear actuator moves to the starting 

position and the horizontal linear actuator moves the Dual-Rasp and the guide to 

the next surface analogue and collection cup. Sample acquisition operations are 

recorded from outside the vacuum chamber by using high-speed cameras. For this 

reason, half-cups were introduced with the aim to enable direct observation and 

recording of sample collection and retention inside the collection cups. 

 

 

Figure 4.63 CAD model of vacuum chamber testbed for parabolic flight. Testbed 

includes the Dual-Rasp sampling system, the sample collection system, and the 

surface analogues. Vacuum chamber surrounding the assembly not shown for 

convenience. 

 

4.4 Ultrasonic scoop sampling system 

As presented in paragraph 3.6, the ultrasonic scoop sampling system is a 

piezoelectric-driven device capable to collect a predefined volume of sample and 

requiring 1 DOF for operation. The end-effector tool consists of a scoop with 

curved geometry (Figure 4.64). Sampling and sample collection operations 

include the deployment of ultrasonic scoop to a surface by using the RA, followed 
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by the activation of piezoelectric actuator while the scoop is driven along a 

circular path by RA wrist joint to achieve sample excavation and collection. Once 

sampling process is completed, the RA follows a succession of predefined 

movements to move the ultrasonic scoop to the delivery location for sample 

deposit. This can be achieved by scraping to remove collected sample material 

from the scoop or by activating piezoelectric actuator at a lower power level to 

ease the sample separation from the scoop.  

 

 

Figure 4.64 CAD model of curved scoop. 

 

4.4.1 Analysis method 

DEM-MBD co-simulations were performed to investigate the effect of 1%g 

Enceladus environment on granular material dynamics while performing sample 

chain operations, from sampling to sample deposit. Worst-case scenarios were 

investigated in terms of unconstrained sample collection volume (i.e. the scoop 

collection volume is open during all sample chain operations) and loose material. 

Moreover, the effect of RA’s vibrations in terms of acceleration disturbances was 

included.  

Scoop motion during sample chain operations was discretized into four basic 

steps, namely scooping, ascend from surface, move to lander, deposit into science 

instrument chamber (Figure 4.65). DEM-MBD co-simulation were performed by 

using parameters defined in Table 4.37, Table 4.38, Table 4.39, Table 4.40. 

Disturbances in terms of three-axial accelerations occurring during RA’s 

motion were measured at scoop’s location using IBARM while performing 

sample chain steps (Figure 4.66 and Table 4.41) with the goal to superimpose 

disturbances to basic scoop motions. To achieve so, measured acceleration 

disturbances were modeled as sine wave functions characterized by a peak 

amplitude/frequency equal to the value recorded during each motion step. Then, 
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acceleration disturbance functions were integrated to obtain position disturbance 

functions. Eq. (4.31) and Eq. (4.32) show acceleration and position functions, 

respectively. Simulated scoop motion was prescribed according to position 

functions resulting from superimposition of basic motion and RA’s disturbances.  

 

𝑎(𝑡) = 𝐴 𝑠𝑖𝑛(𝜔𝑡 + 𝜙) (4.31) 

𝑝(𝑡) = −
𝐴

(2𝜋𝑓)2
sin(𝜔𝑡 + 𝜙) (4.32) 

 

Where 

𝑎(𝑡) Acceleration disturbance as function of time  

𝑝(𝑡) Position disturbance as function of time 

𝐴 Amplitude  

𝑓 Frequency  

𝜔 Angular frequency  

𝜙 Phase 

 

 

 

 

Figure 4.65 Basic scoop motion steps. Scooping (1-2), ascend from surface (2-3), 

move to lander (3-4), and deposit into science instruments (5). 
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Table 4.37 Computation parameters for DEM-MBD co-simulation of ultrasonic 

scoop sample chain steps. 

DEM computation parameters 

Integrator NVE 

Time step 0.5e-05 s 

Number of steps 5.8e+06 

Simulation time 29 s 

Contact models 

• Hertz-Mindlin 

(normal/tangential contact) 

• EPSD2 (rotational contact) 

 

Table 4.38 Parameters of the ultrasonic scoop and environmental parameter for 

DEM-MBD co-simulation of ultrasonic scoop sample chain steps. 

Parameters of ultrasonic scoop 

Geometry Curved scoop 

Geometrical features  

• Height: 6 mm 

• Length: 20 mm 

• Width: 8 mm 

Prescribed motion 

• Scooping 

o Radius / span: 10 cm / 17 deg 

o Angular speed: 2.5 deg/s 

• Ascend from surface 

o Span: 40 mm 

o Linear speed: 10 mm/s 

• Move to lander 

o Span: 40 mm 

o Linear speed: 10 mm/s 

• Deposit 

o Span: 40 deg 

o Angular speed: 5 deg/s 

Material  

(Al 6061-T6) 

• Young’s modulus (𝐸𝑡): 68.9 GPa [183] 

• Poisson’s ratio (𝜈𝑡): 0.33 [183] 

Mesh 

• Shell surface mesh 

• 1 mm element size 

• 3726 total nodes 

• 1857 total elements 
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Environmental parameter 

Gravitational acceleration  

[Earth, 10% Earth’s, Enceladus] 
[9.81, 0.918, 0.113] m/s2 

 

Table 4.39 Particle parameters for DEM-MBD co-simulation of ultrasonic scoop 

sample chain steps. 

Particle parameters 

Shape / Shape distribution Sphere / Monodisperse 

Size / Size distribution 1 mm diameter / Monodisperse 

Number of particles 187500 

Size of particles’ bed 

• Length: 125 mm 

• Width: 75 mm 

• Height: 30 mm 

Young’s modulus (𝑬𝒑) 0.1 GPa  

Poisson’s ratio (𝝂𝒑) 0.35 

Density (𝝆𝒑) 3000 kg/m3 

 

Table 4.40 Paired parameters for DEM-MBD co-simulation of ultrasonic scoop 

sample chain steps. 

Paired parameters 

𝒑𝒑 coefficient of static friction (𝝁𝒔𝒑𝒑) [0.1, 0.9] 

𝒑𝒕 coefficient of static friction (𝝁𝒔𝒑𝒕) [0.1, 0.9] 

𝒑𝒑 coefficient of rolling friction (𝝁𝒓𝒑𝒑) 0.005 

𝒑𝒕 coefficient of rolling friction (𝝁𝒓𝒑𝒕) 0.005 

𝒑𝒑 coefficient of restitution (𝒆𝒑𝒑) [0.1, 0.9] 

𝒑𝒕 coefficient of restitution (𝒆𝒑𝒕) [0.1, 0.9] 
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Figure 4.66 Plots of acceleration disturbances measured at scoop’s location 

using IBARM while performing sample chain steps. 
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Table 4.41 Values of acceleration disturbances measured at scoop’s location 

using IBARM while performing sample chain steps. 

 Peak amplitude 

[g] 

Peak frequency 

[Hz] 

Main  

component 

Scooping 0.0035 11 Y component 

Ascend from surface 0.009 3.5 Y component 

Move to lander 0.002 10 Y component 

Deposit 0.015 3.5 X/Y component 

 

 

Sample chain steps are simulated by prescribing scoop motion in terms of 

time-dependent position functions. Moreover, scoop position is defined by 

superimposing basic motions and position disturbances. Since measurements of 

disturbances were acquired in 1g Earth’s environment, it is required to scale them 

to the desired gravitational acceleration. To do so, RA’s dynamics was modeled 

by assuming that its stiffness 𝑘 scales linearly with gravitational acceleration. It 

was also assumed that both RA’s natural frequency 𝑓𝑛 and frequency of 

disturbances 𝑓 are proportional to the square root of RA’s stiffness √𝑘. Finally, 

frequency of disturbances depends on RA’s natural frequency, which in turn 

depends on its stiffness. Specifically, natural frequency of IBARM corresponds to 

3.5 Hz. 

 

4.4.2 Case studies 

Three case studies were included in the analysis, depending on gravitational 

acceleration considered.  

Case study 1 considers 1g Earth’s gravity and related full RA’s stiffness. 

Figure 4.67 shows resulting position disturbance functions at each sample chain 

step, defined as trapezoidal functions to guarantee smooth amplitude changes. 

Along Y direction (i.e. vertical direction), DPS (deposit) step is the most affected 

by RA’s disturbances with a peak position amplitude of about 0.3 mm, followed 

by ASC (ascend from surface) step with a peak position amplitude of about 0.2 

mm, while SCP (sampling) step is lightly affected. Along X direction (i.e. 

horizontal direction), DPS step is also significantly affected by RA’s disturbances. 

Simulation results (Figure 4.68) showed that the effect of RA’s disturbances on 

granular material dynamics is efficiently dampened by 1g Earth’s gravity 

environment, resulting in an estimated total sample loss of less than 5%.      
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Figure 4.67 Case study 1, 1g Earth's gravity and full RA’s stiffness. Position 

disturbance functions shown at each sample chain step: scooping (SCP), ascend 

from surface (ASC), move to lander (MTL), and deposit (DPS). 
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Figure 4.68 Case study 1, 1g Earth's gravity and full RA’s stiffness. DEM-MBD 

simulation of sample chain steps performed by the ultrasonic scoop is shown, 

including sampling (A), ascend from surface (B), move to lander (C), and deposit 

(D). 

 

Case study 2 considers 10%g Earth’s gravity and related 10% full RA’s 

stiffness. Figure 4.69 shows resulting position disturbance functions at each 

sample chain step, defined as trapezoidal functions to guarantee smooth amplitude 

changes. As for case study 1, along Y direction (i.e. vertical direction) DPS 

(deposit) step is the most affected by RA’s disturbances with a peak position 

amplitude of about 1.5 mm, followed by ASC (ascend from surface) step with a 

peak position amplitude of about 1 mm, while SCP (sampling) step is lightly 

affected. Both frequency and amplitude of position disturbances are affected by 

reduced RA’s stiffness. Frequency of position disturbances reduced to about 30% 

full frequency, while amplitude increased of one order of magnitude with respect 

to case study 1. It should be noted that peak position amplitude along Y direction 

during DPS (deposit) step corresponds to 25% of total scoop’s height. Along X 

direction (i.e. horizontal direction), DPS step is also significantly affected by 

RA’s disturbances with a peak position amplitude of about 1.5 mm, corresponding 

to about 5% of total scoop’s length. Simulation results (Figure 4.70) showed that 

RA’s disturbances become relevant to granular material dynamics in a 10%g 

Earth’s gravity environment, resulting in an estimated total sample loss of about 

25%. 
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Figure 4.69 Case study 2, 10%g Earth's gravity and 10% full RA’s stiffness. 

Position disturbance functions shown at each sample chain step: scooping (SCP), 

ascend from surface (ASC), move to lander (MTL), and deposit (DPS). 
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Figure 4.70 Case study 2, 10%g Earth's gravity and 10% full RA’s stiffness. 

DEM-MBD simulation of sample chain steps performed by the ultrasonic scoop is 

shown, including sampling (A), ascend from surface (B), move to lander (C), and 

deposit (D). 

 

Case study 3 considers 1%g Earth’s gravity (i.e. Enceladus conditions) and 

related 1% full RA’s stiffness. Figure 4.71 shows resulting position disturbance 

functions at each sample chain step, defined as trapezoidal functions to guarantee 

smooth amplitude changes. As for case study 1 and case study 2, along Y 

direction (i.e. vertical direction) DPS (deposit) step is the most affected by RA’s 

disturbances with a peak position amplitude of about 30 mm, followed by ASC 

(ascend from surface) step with a peak position amplitude of about 20 mm, while 

SCP (sampling) step is lightly affected. Both frequency and amplitude of position 

disturbances are affected by reduced RA’s stiffness. Frequency of position 

disturbances reduced to about 10% full frequency, while amplitude increased of 

two orders of magnitude with respect to case study 1. It should be noted that peak 

position amplitude along Y direction during DPS (deposit) step corresponds to 

about 500% of total scoop’s height. Along X direction (i.e. horizontal direction), 

DPS step is also significantly affected by RA’s disturbances with a peak position 

amplitude of about 30 mm, corresponding to about 150% of total scoop’s length. 

Simulation results (Figure 4.72) showed that RA’s disturbances become dominant 

to granular material dynamics in a 1%g Earth’s gravity environment, resulting in 

an estimated total sample loss over 95%.  
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Figure 4.71 Case study 3, 1%g Earth's gravity (i.e. Enceladus conditions) and 1% 

full RA’s stiffness. Position disturbance functions shown at each sample chain 

step: scooping (SCP), ascend from surface (ASC), move to lander (MTL), and 

deposit (DPS). 
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Figure 4.72 Case study 3, 1%g Earth's gravity (i.e. Enceladus conditions) and 1% 

full RA’s stiffness. DEM-MBD simulation of sample chain steps performed by the 

ultrasonic scoop is shown, including sampling (A), ascend from surface (B), move 

to lander (C), and deposit (D). 

 

In conclusion, analysis of ultrasonic scoop in Enceladus gravity conditions 

indicated that there would be risk of particles bouncing away from the scoop 

during sample chain steps due to RA’s accelerations. A relatively stiff arm and a 

potentially not achievable accurate motor acceleration control would be needed to 

prevent sample loss in a low gravity environment. Figure 3.12 shows the 

implementation of a lid to close sample collection volume during sample transfer 

to the lander, thus mitigating the risk of sample loss during sample transfer. 

However, collection volume must be opened during sample deposit step. 

Therefore, significant RA’s disturbances during sample deposit step will still pose 

a risk of sample loss.  



 

 

Chapter 5 

5 Investigation of sample transfer 

and deposit 

Part of the content of the present chapter was published in [55] [84] [220]. 

5.1 Introduction 

As introduced in chapter 3, the sample chain is typically composed of the 

following phases. 

• Sampling, that is the operation of breaking up and/or disturbing the 

pristine material to get the sample. 

• Collection, that is the operation of gathering the sample. 

• Transfer, that is the operation of transporting the sample from one 

location to another. 

• Measurement, that is the operation of measuring the quantity of 

sample collected in terms of mass, volume, etc. 

• Deposit, that is the operation of delivering the sample to its destination 

(e.g. a science instrument, a storing capsule, etc.)  

Chapter 4 focused on the analysis and development of sample collection 

system assuring the pristine sample extracted from the surface to be transported, 

collected, and retained into the collection cup. However, the collection cup is only 

a temporary storage since the sample must be transferred to its destination, 

represented by the science instrument. Since sample transfer aims to directly 

transport sample from collection cup to destination, transfer and deposit phases 

are merged. This chapter focuses on the challenges deriving from the need of 

performing the transfer/deposit phases of the sample chain in the low gravity 

environment found on Enceladus. Also, this chapter introduces current studies on 

concepts for sample measurement. 
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Past space missions made use of the local gravity for sample handling. The 

Mars Science Laboratory rover moves the robotic arm with respect to the gravity 

vector and adopts a combination of percussion and vibration mechanisms to 

transfer the sample powder from the drill to the instruments [88]. The Phoenix 

lander exploited the Mars gravity to deliver the sample collected to the 

instruments by just pouring it [96].  

As shown by previous analyses, on Enceladus it is not possible to rely on 

gravity for sample handling. For this reason, other strategies must be considered. 

One of the emerging and most promising methods for sample handling in low 

gravity environments is the use of pneumatics [221]. Such a method was 

successfully adopted by the OSIRIS-REx spacecraft to sample and collect loose 

material from the surface of the asteroid Bennu [86]. As a result, the interest about 

pneumatics and its advantages is increasing, as demonstrated by several proposals 

for potential future applications such as the PlanetVac concept utilizing a 

pneumatic system for sample acquisition and delivery [222], and the P-Sampler 

for the Martian Moons eXploration (MMX) mission [223].   

Pneumatics exploits a pressurized gas to move particles by using momentum 

transfer. In fact, a pressurized gas turns its energy into momentum when it is 

released into a lower pressure environment. Such a momentum can be transferred 

to the sample to make particles getting transported by the gas, thus generating a 

granular flow dispersed into the gas flow. Flow in disperse systems is widely used 

in the industry, e.g. in the production of chemicals [224] [225], pharmaceuticals 

[226] [227], food [228] [229], and in the treatment of minerals [230] [231] and 

wastes [232] [233].  

This chapter introduces two approaches to the analysis of flow in disperse 

systems and presents the models developed to investigate the pneumatic transport 

of surface samples in the low gravity, vacuum, and cryogenic environment found 

on the Enceladus surface with the aim of providing guidelines for sample chain 

design. Pneumatic sample transfer system prototypes were subsequently built and 

tested to evaluate feasibility and mature technology.  

 

5.2 Approach 

Two main approaches can be identified in the literature to address the 

complexity of flow in disperse systems. The empirical approach is the most 

common and is characterized by the definition of correlations based on the 

evaluation of experiments and empirical data. On the other hand, the theoretical 

approach is based on fundamental physics governing flow phenomena in disperse 

systems.  

 



Investigation of sample transfer and deposit 176 

 

 

 

5.2.1 Empirical approach 

The empirical approach is characterized by the definition of correlations 

based on the evaluation of experiments and empirical data [199]. The pneumatic 

transport of granular solids is generally classified into two flow regimes: dilute 

phase flow and dense phase flow. Dilute phase flow usually applies to short 

pipelines, and is characterized by high gas velocity, low solids concentration and 

low pressure drops. In these conditions, solid particles are fully suspended in the 

gas and fluid-particle forces dominate. On the other side, dense phase flow is 

characterized by low gas velocity, high solids concentration and high pressure 

drops. In these conditions, solids are not fully suspended and particle-particle 

forces dominate. The boundary between the two flow regimes is unclear and no 

universally accepted definitions are available. In this context, the choking and 

saltation velocities are used to define the boundary between dilute phase and 

dense phase transport in vertical and horizontal pipelines, respectively. Figure 5.1 

shows the general relationship between gas velocity and pressure gradient for a 

vertical pneumatic transport at different solids feed rate 𝐺. At high gas velocity, 

the concentration is low, and frictional resistance between gas and pipe wall 

predominates. As the gas velocity decreases the frictional resistance decreases as 

well but, since the concentration of the solids increases, the static head required to 

support these solids increases. If the gas velocity is sufficiently low a fluidized 

bed starts forming in the transport line, marking the transition from a dilute phase 

flow to a dense phase flow in vertical pneumatic transport pipelines. The 

phenomenon is known as choking. At a given solids feed rate 𝐺, the lowest 

velocity at which a dilute phase transport can be achieved is called chocking 

velocity 𝑈𝐶𝐻. The higher is the solids feed rate, the higher is the choking velocity. 

An analytical model was developed to characterize the flow in disperse 

systems with the aim to support the integrated design of pneumatic systems to be 

tested and matured in laboratory ambient conditions. The model considers 

commonly used empirical correlations adopted to address the problem in the 

technological practice [234]. In particular, Eq. (5.1) and Eq. (5.2) were adopted to 

predict the chocking condition [235] [236]. Eq. (5.1) and Eq. (5.2) must be solved 

simultaneously by trial and error to determine 𝜖𝐶𝐻 and 𝑈𝐶𝐻. 

 

𝑈𝐶𝐻
𝜖𝐶𝐻

− 𝑈𝑇 =
𝐺

𝜌𝑝(1 − 𝜖𝐶𝐻)
 (5.1) 

𝜌𝑓
0.77 =

2250 𝐷 (𝜖𝐶𝐻
−4.7 − 1)

(
𝑈𝐶𝐻
𝜖𝐶𝐻

− 𝑈𝑇)
2  

(5.2) 
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Where 

𝜖𝐶𝐻  
Voidage or volume fraction occupied by the gas in the pipe at the choking 

velocity 𝑈𝐶𝐻 

𝜌𝑝 Particle density 

𝜌𝑓 Gas density 

𝐷 Pipe diameter 

𝐺 Mass flux of solids 

𝑈𝑇 Terminal velocity of a single particle in the gas 

 

 Figure 5.2 shows the general relationship between gas velocity and pressure 

gradient for a horizontal pneumatic transport at different solids feed rate 𝐺. At 

high gas velocity, all the solids are carried in very dilute suspension. As the gas 

velocity decreases, the solids start settle at the bottom of the pipe. The gas 

velocity at which this occurs is named saltation velocity 𝑈𝑠𝑎𝑙𝑡, marking the 

boundary between dilute phase and dense phase flow regime. The higher is the 

solids feed rate, the higher is the saltation velocity. Eq. (5.3) was adopted to 

predict the saltation condition [237]. 

 

𝑀𝑝
𝜌𝑓 𝑈𝑠𝑎𝑙𝑡  𝐴

= (
1

10(1440 𝑑+1.96)
)(
𝑈𝑠𝑎𝑙𝑡

√𝑔 𝐷
)

(1100 𝑑+2.5)

 (5.3) 

 

Where 

𝑀𝑝 Mass flow rate of solids 

𝑔 Gravity acceleration 

𝐴 Cross section area of the pipe 

 

Once chocking and saltation velocities are determined it is possible to 

determine the flow rates of solids (𝑀𝑝) and gas (𝑀𝑓) by using the fundamental 

relationships governing the flow of gas and solids and represented by Eq. (5.4) 

and Eq. (5.5). Finally, the pressure drop can be expressed through Eq. (5.6), 

referring to a transport line segment of length 𝐿 and inclined at an angle 𝜃 with 

respect to the horizontal. 

 

𝑀𝑝 = 𝐴 𝑈𝑝 (1 − 𝜖) 𝜌𝑝 (5.4) 
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𝑀𝑓 = 𝐴 𝑈𝑓  𝜖 𝜌𝑓 (5.5) 

Δ𝑝 =
1

2
𝜖𝜌𝑓𝑈𝑓

2

⏟    
(1)

+
1

2
(1 − 𝜖)𝜌𝑜𝑈𝑝

2

⏟        
(2)

+ 𝐹𝑓𝑤𝐿⏟
(3)

+ 𝐹𝑝𝑤𝐿⏟
(4)

+ 𝜌𝑓𝐿𝜖𝑔 sin𝜃⏟        +

(5)

+ 𝜌𝑝𝐿(1 − 𝜖)𝑔 sin𝜃⏟            
(6)

 
(5.6) 

 

The total pressure drop Δ𝑝 is composed of several terms. 

(1) Pressure drop due to gas acceleration. 

(2) Pressure drop due to particle acceleration. 

(3) Pressure drop due to gas-to-wall friction. 𝐹𝑓𝑤 is the gas-to-wall friction 

force per unit volume of pipe. 

(4) Pressure drop related to solids-to-wall friction. 𝐹𝑝𝑤 is the solids-to-wall 

friction force per unit volume of pipe. 

(5) Pressure drop due to the static head of the gas. 

(6) Pressure drop due to the static head of the solids. 

 

 

 

Figure 5.1 Phase diagram for dilute phase vertical pneumatic transport [234]. 
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Figure 5.2 Phase diagram for dilute phase horizontal pneumatic transport [234]. 

 

5.2.2 Theoretical approach 

On the opposite extreme with respect to the empirical approach, the 

theoretical approach exploits the fundamental physics governing flow phenomena 

of disperse systems [238]. The aim is to define quantities, named non-dimensional 

parameters, and group of quantities, named non-dimensional groups, conceived to 

provide a generally valid representation of flow phenomena in disperse systems 

and which can be appropriately adapted to fit the specific problem of interest 

[239]. Non-dimensional groups arise from fundamental physics governing fluid-

particle interaction. Considering a single particle suspended into a carrying fluid, 

forces and moments the fluid exerts on the particle can be represented by non-

dimensional groups showed in Eq. (5.7) and Eq. (5.8). As a result, the motion of 

the center of gravity of a suspended particles can be defined through the non-

dimensional groups showed in Eq. (5.9), taking into consideration also the 

influence of particle’s rotation. 

 

𝐹

𝜌𝑓𝑑𝑝
2𝑣𝑟𝑒𝑙

2 = 𝐶𝐹 (
𝑣𝑟𝑒𝑙  𝑑𝑝
𝑣

;
𝜔𝑟𝑒𝑙  𝑑𝑝
𝑣𝑟𝑒𝑙

) (5.7) 

𝐹

𝜌𝑓𝑑𝑝
3𝑣𝑟𝑒𝑙

2 = 𝐶𝑀 (
𝑣𝑟𝑒𝑙  𝑑𝑝
𝑣

;
𝜔𝑟𝑒𝑙  𝑑𝑝
𝑣𝑟𝑒𝑙

) (5.8) 

𝐹𝑐 {
𝑣𝑟𝑒𝑙
2

(
𝜌𝑠
𝜌𝑓
− 1)𝑑𝑝 𝑔

;
𝑣𝑟𝑒𝑙  𝑑𝑝

𝑣
;

𝜌𝑠
𝜌𝑠 − 𝜌𝑓

𝑣2

𝐿 𝑔
;
𝜌𝑓

𝜌𝑓
(
𝐿 𝑣𝑟𝑒𝑙
𝑑𝑝 𝑣

)} = 0 (5.9) 
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Where 

𝐶𝐹 Force coefficient. 

𝐶𝑀 Moment coefficient. 

𝜌𝑓 Gas density. 

𝜌𝑠 Particle density. 

𝑑𝑝 Particle diameter. 

𝑣𝑟𝑒𝑙 Magnitude of relative velocity between fluid and particle. 

𝜔𝑟𝑒𝑙 Magnitude of relative angular velocity between fluid and particle. 

𝑣 Characteristic velocity of the flow field. 

𝐿 Characteristic length of the flow field. 

𝑔 Gravitational acceleration. 

 

A step forward in the representation of flow in disperse systems is the 

introduction of multiple particles forming a bed. Three flow regimes are generally 

identified when a gas flow passes through a particles’ bed. At low flow gas 

velocities, gravity force overcomes gas force, thus the bed remains fixed. At 

higher gas flow velocities, gas starts passing through voids between particles and 

gas forces start reacting to gravity, resulting in a gradually increasing separation 

between particles. At critical conditions, gas forces balance gravity and particles 

become suspended in the gas. In this state, a fluidized bed is created, and the 

solid/gas mixture behaves as a fluid. At higher gas flow velocities, gas forces 

dominate over gravity, thus particles are fully suspended and carried over by the 

gas. 

The representation of the behavior of a fluidized bed can be given by the non-

dimensional group shown in Eq. (5.10). 

 

𝐹𝑓𝑙. (
3

4
 𝐹𝑟 

𝜌𝑓

𝜌𝑠 − 𝜌𝑓
; 𝑅𝑒;

𝜌𝑠
𝜌𝑓
; 𝜖) = 0 (5.10) 

 

Where 

𝐹𝑟 Froude number, defined as 𝐹𝑟 =
𝑢2

𝑑𝑝 𝑔
 

𝑅𝑒 Reynolds number, defined as 𝑅𝑒 =
𝑢 𝑑𝑝

𝜈
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𝑢 Superficial gas velocity. 

𝜈 Kinematic viscosity. 

𝜖 Voidage or volume fraction occupied by the gas. 

 

The introduction of the Froude number provides an important non-

dimensional parameter weighting the contribution of inertial force and 

gravitational force. In particular, the Froude number determines the transition 

from a fixed bed exhibiting a particulate behavior, to a fluidized bed exhibiting a 

fluid behavior. Experiments showed that this limit is defined by 𝐹𝑟 ≈ 0.13 [240]. 

Similarly, the Reynolds number is a non-dimensional parameter weighting the 

contribution of inertial force and viscous force. 

The combination of non-dimensional parameters of Eq. (5.10) provides the 

characterization of flow regimes, resulting in the definition of flow state diagrams 

of disperse systems (Figure 5.3). The significance of Froude and Reynolds 

numbers makes them an ideal choice as non-dimensional parameters to define the 

flow state diagram (Figure 5.4). Moreover, in the technology practice the non-

dimensional parameter 𝜌𝑠/𝜌𝑓 is not a true variable since it is usually restricted to 

a defined range i.e. 2 to 5 in the case of liquid-solid systems, (2 to 5) ∙ 103 in the 

case of gas-solid systems. 

 

Figure 5.3 Example of state diagram representing flow regimes in disperse 

systems and defined through the use of non-dimensional parameters. 
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Figure 5.4 Example of state diagram for liquid-solid and for non-pressurized gas-

solid systems. The heavy solid lines represent gas-solid systems, while the heavy 

dotted lines represent liquid-solid systems [241]. 

 

5.3 Integrated sample chain testbed  

A pneumatic sample transfer testbed was designed and integrated with the 

IBARM manipulation testbed to enable end-to-end demonstration of sample chain 

operations, including sampling from analogue surface material, sample collection, 

and transfer to a mock-up lander’s deck provided with a science instrument 

chamber.  

The same general pneumatic transport system architecture was devised for 

application to all sampling systems considered for the integration of pneumatic 

sample transfer capabilities (i.e. Full-face drill, Rasp, and Dual-Rasp). The 

pneumatic sample transfer system is composed of three main components: the 

pressurized gas tank, the sampling system, and the science instrument chamber. 

The gas tank provides storage for the pneumatic transfer medium. The sampling 

systems are attached as end-effector of the IBARM manipulation testbed and all 

integrate a collection chamber where the sample is temporarily stored while 

completing sampling operations. The science instrument chamber is the 

destination where the sample must be transferred to and is located on a mock-up 

lander’s deck. Specific science instrument chambers and sealed docking interface 
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architectures were designed and integrated on the mock-up lander’s deck to 

comply with the specific designs of the sampling systems. Moreover, docking 

interfaces do not require perfect seals. 

Two specific architectures were developed for the pneumatic sample transfer 

system. Figure 5.5 shows the architecture adopted for both the Full-face drill and 

the Rasp sampling systems. In this architecture, the sampling system docks with 

the pneumatic sample transfer system in two points to close the pneumatic circuit, 

thus enabling pneumatic sample transfer. Figure 5.6  shows the architecture 

adopted for the Dual-Rasp sampling system. In this architecture, the pneumatic 

line carrying the gas and coming from the pressurized tank directly interfaces with 

the sampling system through a fixed connection. As a result, the sampling system 

must be only docked to the interface with the science instrument chamber to 

enable pneumatic sample transfer. Further details on these architectures will be 

provided in the following paragraphs. 

 

 

Figure 5.5 Qualitative scheme of the pneumatic sample transfer system for both 

the Full-face and Rasp sampling systems. The sampling systems dock with the 

pneumatic sample transfer system in two points to close the pneumatic circuit. 

 

 

Figure 5.6 Qualitative scheme of the pneumatic sample transfer system for the 

Dual-Rasp sampling system. The sampling system docks with the pneumatic 

sample transfer system only in one point to close the pneumatic circuit. 
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5.4 Sample transfer system applied to Full-face drill 

sampling system 

As presented in paragraph 3.4, the full-face drill sampling system is a rotary 

hammer tool with a powder bit with full-face cutting ability that drives the 

cuttings toward the bit rotation axis and stores the cuttings inside the bit. The bit 

has a conical shape provided with a concave frontal face and the teeth placement 

follow an arc or parabola segment where the angle of the tangent to the locating 

curve with the central symmetry plane is proportional to the radial distance from 

the central axis.  

Due to the low gravity environment on the surface of Enceladus, sample 

transfer cannot rely on simple dumping or pouring since sample would not tend to 

flow downwards and would just float around inside the collection chamber. 

Moreover, the Enceladus’ gravity is sufficiently low that it cannot be relied upon 

to provide enough force to overcome small scale forces such as electrostatic and 

friction when attempting to transfer the material out of the collection chamber. 

Therefore, the bit was designed with integrated features to enable both sample 

collection and pneumatic transfer in a low gravity environment. Specifically, the 

bit was provided with a lid shaping the internal bit cavity for sample retention 

during sampling and subsequent pneumatic sample transfer (Figure 5.7). 

 

 

Figure 5.7 Full-face drill sampling system with integrated pneumatic sample 

transfer features. 

 

Once sampling and sample collection operations are complete, the IBARM 

moves the Full-face drill from sampling position to sample transfer position, thus 

docking the Full-face drill to the sealed docking interfaces on the mock-up 

lander’s deck (Figure 5.8 and Figure 5.9). Figure 5.10 shows the pneumatic 

sample transfer system built. Docking operation is performed in a single step. The 
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IBARM pushes the Full-face drill against the bottom interface, provided with a 

cylindrical seal to host the conical body of the drill bit. This operation constraints 

the body of the drill bit and passively aligns the sample transfer openings on the 

drill bit with the side interface, thus closing the pneumatic circuit. As a result, the 

sample collection openings of the Full-face drill match the bottom interface and 

are exploited as gas inlet during pneumatic sample transfer. On the other end, the 

sample transfer openings of the Full-face drill match the side interface, shaped to 

aid transport of sample dispersed into the gas, thus closing the pneumatic circuit. 

Moreover, the side interface is directly connected to the science instrument 

chamber where the sample is delivered.  

 

 

Figure 5.8 Integrated sample chain architecture for Full-face drill sampling 

system. Sampling position shown. Qualitative scheme, not to scale. 
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Figure 5.9 Integrated sample chain architecture for Full-face drill sampling 

system. Sample transfer position shown. Qualitative scheme, not to scale. 

 

 

Figure 5.10 Pneumatic sample transfer system within the integrated sample chain 

testbed. Configuration for Full-face drill and Rasp sampling systems shown. 

Robotic arm (IBARM) and sampling systems not shown. 
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Once docking operation is complete, the gas is released from the pressurized 

tank and is driven by the pneumatic line to the sample collection openings. Then, 

the gas enters the collection chamber of the Full-face drill where the sample is 

temporarily stored. A dispersion of solids into gas is thus created and the sample 

is transported along the pneumatic circuit, out of the collection chamber, through 

the sample transfer openings, and into the science instrument chamber, which is 

provided of venting holes and a filter to let the gas escape outside, still holding the 

sample inside (Figure 5.11).  

 

 

Figure 5.11 Cross-section of pneumatic sample transfer system applied to the 

Full-face drill sampling system. Bold blue arrows represent the flow of gas, while 

bold orange arrows represent the flow of gas/solids mixture. 

 

Since the case study under investigation considers low solids quantity (1 to 5 

cm3) to be transported along a short route, a dilute phase flow regime was 

considered. The empirical model presented in paragraph 5.2.1 was adopted to 

support the preliminary design of the pneumatic sample transfer system. 

The empirical model was included into a purposely developed software tool to 

enable rapid and integrated system’s design iterations to determine the most suited 

configuration. Figure 5.12 shows the block diagram of the software tool 

developed to perform the iterative analysis and design process of the pneumatic 

sample transfer system. The resulting design was obtained by considering a trade-

off among pressure losses, flow velocity required to achieve a dilute phase 

transport of sample, and physical and integration constraints. System’s design 

includes a pipeline with an average inner diameter of 10 mm and composed of an 
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80 mm long horizontal flat conical section, a 50 mm long vertical circular section, 

and a single 90 deg bend.  

The analysis of the pneumatic transport system was conducted for both 

Earth’s and Enceladus’ environment. For the Enceladus’ environment, nitrogen 

was considered as medium for sample transport. In fact, the selected medium must 

be capable to sustain the gaseous phase also in the cryogenic and vacuum 

conditions found on the surface of Enceladus. Nitrogen is a viable solution for this 

application since its phase diagram confirms that it maintains the gaseous phase 

also under the pressure and temperature conditions under investigation (Figure 

5.13). Table 5.1 summarizes the analysis results.  

End-to-end sample chain operations, including sampling, sample collection 

and pneumatic transfer to the notional science instrument chamber located on the 

mock-up lander’s deck, were successfully demonstrated for the Full-face drill 

sampling system (Figure 5.14) with the goal to mature the pneumatic sample 

transfer system to TRL 3. Main sample losses were observed at docking interfaces 

because of non-perfect seals, still assuring at least 75% pneumatic sample transfer 

efficiency. 

 

 

Figure 5.12 Block diagram of the software tool developed for pneumatic sample 

transfer system analysis and design. 
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Figure 5.13 Nitrogen phase diagram [242]. 

 

Table 5.1 Results of the analysis of TRL 3 pneumatic sample transfer system 

applied to the Full-face drill sampling system. 
 

Earth’s 

environment 

Enceladus’ 

environment 

Gas 

Medium Air Nitrogen 

Gravitational 

acceleration 
9.81 m/s2 0.113 m/s2 

Temperature 293 K 100 K 

Tank pressure 10 atm 10 atm 

Regulator’s outlet 

pressure 
6.8 atm 2.7 atm 

Expected total 

pressure loss 
1.5 atm 0.4 atm 

Volume flow rate 104 cm3/s 52 cm3/s 

Solids 

Particle diameter 500 μm 

Particle density 2500 kg/m3 

Mass flow rate 10 g/s 
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Figure 5.14 End-to-end sample chain operations for the Full-face drill sampling 

system. Top picture shows Full-face drill in sampling position. Middle picture 

shows the Full-face drill in an intermediate position prior to completion of 

docking operation. Bottom picture shows the Full-face drill docked to sealed 

interfaces and in sample transfer position. 
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5.5 Sample transfer system applied to Rasp sampling 

system 

As presented in paragraph 3.7, the Rasp is a rotary cutter-based sampling 

system that relies on high cutter rotational rates to impart momentum into cuttings 

that are flung into a sample collection chamber located immediately above the 

spinning cutter. The collected sample is then transferred from the collection 

chamber to its destination (i.e. the science instrument on the lander). 

Also in this case, the Enceladus’ gravity is sufficiently low that it cannot be 

relied upon to enable sample transfer by just dumping or pouring. Therefore, the 

Rasp sampling system was designed with integrated features to enable both 

sample collection and pneumatic transfer in a low gravity environment (Figure 

5.15).  

 

 

Figure 5.15 Rasp sampling system with integrated pneumatic sample transfer 

features. 

 

Once sampling and sample collection operations are complete, the IBARM 

moves the Rasp from sampling position to sample transfer position (Figure 5.16 

and Figure 5.17). As a result, the Rasp is docked to the sealed docking interfaces 

on the mock-up lander’s deck. Docking operations are performed in two steps: 

first, the IBARM pushes the Rasp against the bottom interface to constrain the 
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vertical DOF of the robotic arm, then the IBARM pulls the Rasp against the side 

interface to constrain the horizontal DOF of the robotic arm. As a result, the 

cuttings’ inlet of the Rasp matches the bottom interface and is exploited as gas 

inlet during pneumatic sample transfer. On the other end, the sample collection 

chamber of the Rasp matches the side interface and is shaped to aid transport of 

sample dispersed into the gas, thus closing the pneumatic circuit. Moreover, the 

side interface is directly connected to the science instrument chamber where the 

sample is delivered.  

Once docking operations are complete, the gas is released from the 

pressurized tank and is driven by the pneumatic line to the cuttings’ inlet. Then, 

the gas enters the Rasp’s collection chamber where the sample is temporarily 

stored. A dispersion of solids into gas is thus created and the sample is transported 

along the pneumatic circuit, out of the collection chamber and into the science 

instrument chamber, which is provided of venting holes and a filter to let the gas 

escape outside, still holding the sample inside (Figure 5.18).  

 

 

 

Figure 5.16 Integrated sample chain architecture for Rasp sampling system. 

Sampling position shown. Qualitative scheme, not to scale. 
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Figure 5.17 Integrated sample chain architecture for Rasp sampling system. 

Sample transfer position shown. Qualitative scheme, not to scale. 

 

 

 

Figure 5.18 Cross-section of pneumatic sample transfer system applied to the 

Rasp sampling system. Bold blue arrows represent the flow of gas, while bold 

orange arrows represent the flow of gas/solids mixture. 
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Similarly to the Full-face drill sampling system presented in the previous 

paragraph, a dilute phase flow regime was considered. The same software tool 

implementing the empirical model to enable rapid and integrated system’s design 

iterations was adopted to support the preliminary design of the pneumatic sample 

transfer system. The resulting design was obtained by considering a trade-off 

among pressure losses, flow velocity required to achieve a dilute phase transport 

of sample, and physical and integration constraints. System’s design includes a 

pipeline with an average inner diameter of 20 mm and composed of a 100 mm 

long horizontal conical section, a 50 mm long vertical circular to slot section, and 

a single 90 deg bend. The analysis of the pneumatic transport system was 

conducted for both Earth’s and Enceladus’ environment, again considering 

nitrogen as medium for sample transport in the Enceladus’ environment. Table 5.2 

summarizes analysis results. End-to-end sample chain operations, including 

sampling, sample collection and pneumatic transfer to the notional science 

instrument chamber located on the mock-up lander’s deck, were successfully 

demonstrated for the Rasp sampling system (Figure 5.19) with the goal to mature 

the pneumatic sample transfer system to TRL 3. Main sample losses were 

observed at docking interfaces because of non-perfect seals, still assuring at least 

80% pneumatic sample transfer efficiency. 

 

Table 5.2 Results of the analysis of TRL 3 pneumatic sample transfer system 

applied to the Rasp sampling system. 
 

Earth’s 

environment 

Enceladus’ 

environment 

Gas 

Medium Air Nitrogen 

Gravitational 

acceleration 
9.81 m/s2 0.113 m/s2 

Temperature 293 K 100 K 

Tank pressure 10 atm 10 atm 

Regulator’s outlet 

pressure 
4 atm 2 atm 

Expected total 

pressure loss 
1.15 atm 0.02 atm 

Volume flow rate 7080 cm3/s 944 cm3/s 

Solids 

Particle diameter 500 μm 

Particle density 2500 kg/m3 

Mass flow rate 10 g/s 
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Figure 5.19 End-to-end sample chain operations for the Rasp sampling system. 

Top picture shows the Rasp in sampling position. Middle picture shows the Rasp 

in an intermediate position prior to completion of docking operations. Bottom 

picture shows the Rasp docked to sealed interfaces and in sample transfer 

position. 
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5.6 Sample transfer system applied to Dual-Rasp 

sampling system 

As presented in paragraph 3.8 and detailed in paragraph 4.3, the Dual-Rasp is 

a rotary cutter-based sampling system that relies on the action of two counter-

rotating cutting heads to impart momentum into cuttings that are flung into a path 

for collection, through the guide and into the sample collection chamber. The 

collected sample is then transferred from the collection chamber to its destination 

(i.e. the science instrument on the lander). 

Also in this case, the Enceladus’ gravity is sufficiently low that it cannot be 

relied upon to enable sample transfer by just dumping or pouring. Therefore, the 

Dual-Rasp sampling system was designed with integrated features to enable both 

sample collection and pneumatic transfer in a low gravity environment (Figure 

5.20).  

 

 

Figure 5.20 Dual-Rasp sampling system with integrated pneumatic sample 

transfer features. Collection chamber’s door shown in partially open position. 

 

Once sampling and sample collection operations are complete, the main 

opening of the sample collection chamber, exploited to collect sample during 

sampling operations, is closed by using a door driven by a rotary actuator. Then, 

IBARM moves the Dual-Rasp from sampling position to sample transfer position 

(Figure 5.21 and Figure 5.22). In this architecture, the pneumatic line carrying the 

gas coming from pressurized tank directly interfaces with the Dual-Rasp through 

a fixed connection. As a result, docking operation is performed in a single step, 

with the IBARM pushing the Dual-Rasp against the sealed interface. As a result, 

the sample transfer outlet of the Dual-Rasp aligns with the inlet of the science 

instrument chamber, thus closing the pneumatic circuit. 
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Figure 5.21 Integrated sample chain architecture for Dual-Rasp sampling system. 

Sampling position shown. Qualitative scheme, not to scale. 

 

 

Figure 5.22 Integrated sample chain architecture for Dual-Rasp sampling system. 

Sample transfer position shown. Qualitative scheme, not to scale. 

 

Once docking operation is complete, the gas is released from the pressurized 

tank and is driven by the pneumatic line directly into the sample collection 

chamber through the fixed gas inlet. A dispersion of solids into gas is thus created 

and the sample is transported along the pneumatic circuit, out of the collection 

chamber and into the science instrument chamber (Figure 5.23). It should be noted 

that once sampling and sample collection operations are complete, the internal 

volume of sample collection chamber is closed by the collection chamber’s door, 

closing the main opening, and by a small pneumatic door, closing the outlet. This 

strategy guarantees to retain the sample inside the collection chamber while 
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moving the Dual-Rasp from sampling position to sample transfer position. 

Specifically, the pneumatic door is spring-actuated and is normally closed. The 

door opens under the pressure differential generated when releasing the gas into 

the collection chamber. This enables the gas/solids mixture of exiting the 

collection chamber to reach the science instrument chamber.     

 

 

Figure 5.23 Cross-section of pneumatic sample transfer system applied to the 

Dual-Rasp sampling system. Bold blue arrow represents the flow of gas, while 

bold orange arrows represent the flow of gas/solids mixture. 

 

Similarly to previous cases involving both the Full-face and the Rasp drill 

sampling systems, a dilute phase flow regime was considered. The same software 

tool implementing the empirical model to enable rapid and integrated system’s 

design iterations was adopted to support the preliminary design of the pneumatic 

sample transfer system.  

The resulting design was obtained by considering a trade-off among pressure 

losses, flow velocity required to achieve a dilute phase transport of sample, and 

physical and integration constraints. System’s design includes a pipeline with an 

average inner diameter of 45 mm and composed of a 200 mm long straight 

horizontal square to circular section. 

The analysis of the pneumatic transport system was conducted for both 

Earth’s and Enceladus’ environment, again considering nitrogen as medium for 

sample transport. Table 5.2 summarizes the analysis results.  

End-to-end sample chain operations, including sampling, sample collection 

and pneumatic transfer to the notional science instrument chamber located on the 
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mock-up lander’s deck, were successfully demonstrated for the Dual-Rasp 

sampling system (Figure 5.19) with the goal to mature the pneumatic sample 

transfer system to TRL 4. Main sample losses were observed at docking interface 

because of non-perfect seal, still assuring at least 90% pneumatic sample transfer 

efficiency. 

 

Table 5.3 Results of the analysis of TRL 4 pneumatic sample transfer system 

applied to the Dual-Rasp sampling system. 
 

Earth’s 

environment 

Enceladus’ 

environment 

Gas 

Medium Air Nitrogen 

Gravitational 

acceleration 
9.81 m/s2 0.113 m/s2 

Temperature 293 K 100 K 

Tank pressure 10 atm 10 atm 

Regulator’s outlet 

pressure 
2.4 atm 1.12 atm 

Expected total 

pressure loss 
0.87 atm 0.011 atm 

Volume flow rate 28062 cm3/s 3268 cm3/s 

Solids 

Particle diameter 500 μm 

Particle density 2500 kg/m3 

Mass flow rate 10 g/s 
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Figure 5.24 End-to-end TRL 4 sample chain operations for the Dual-Rasp 

sampling system. Top picture shows the Dual-Rasp in sampling position. Bottom 

picture shows the Dual-Rasp docked to sealed interface and in sample transfer 

position. In this case, the science instrument chamber is represented by a soft bag 

supported by a rigid cylindrical structure. 

 

Preliminary Enceladus mission architecture includes using a two DOF RA 

that would deploy the Dual-Rasp to enable surface sampling across an arc in front 

of the lander (Figure 5.25). For this reason, the pneumatic sample transfer system 

was adapted to the architecture of the two DOF RA and re-designed to undergo 

environmental verification testing expected to be performed in a thermal vacuum 
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chamber with the goal to achieve TRL 5 by reproducing relevant Enceladus 

surface conditions, including cryogenic temperatures and vacuum.  

The new architecture implemented solutions to cope with the weaknesses of 

previous designs. Specifically, docking events were previously implemented to 

enable sample transfer from the collection chamber, located at the end-effector of 

the RA, to the science instrument chamber, located on the lander. However, 

docking events might be operationally demanding, complex and risky, and might 

require the compliance to critical interface and integration requirements. For this 

reason, the new architecture was devised to remove any need of performing 

docking operations. To achieve so, sample transfer was enabled by using an outlet 

pneumatic line with a fixed interface to the collection chamber and running along 

the RA with a direct fixed inlet into the science instrument chamber. On the other 

end, the inlet pneumatic line directly carries gas from the pressurized tank to the 

collection chamber through a fixed interface, similarly to the previously 

implemented and successfully tested solution. This architecture enables a simpler 

and more reliable pneumatic sample transfer system that does not require any 

docking operation. However, it is still required to perform a transition from 

sampling operations to sample transfer operations. In the new architecture, this 

transition is enabled by re-positioning the guide. In fact, during sampling 

operations, the guide is positioned to aid sample interception and re-direction 

toward the collection chamber (Figure 5.26). Once sampling operations are 

complete and the sample is temporarily stored and retained into the collection 

chamber, the guide is moved on top of it to close the collection volume. The 

motion of the guide is achieved by using a four-bar linkage mechanism driven by 

a rotary actuator (Figure 5.27). At this point, sample transfer operation starts by 

releasing gas from the pressurized tank into the inlet pneumatic line, through the 

guide and into the collection chamber where it mixes with the sample. The 

gas/solids mixture exits the collection chamber, through the outlet pneumatic line 

running along the RA, and into the science instrument chamber (Figure 5.28). As 

the gas/solids mixture flows into the science instrument chamber, a filter would 

cause the sample to remain in the chamber as the gas exits through the filter. A 

prototype filter in a clear wall science instrument chamber was designed and built 

for TRL 5 pneumatic sample transfer system (Figure 5.29).  

CFD analyses were performed to optimize the collection chamber design for 

pneumatic flow. Specifically, gas flow from inlet, through the guide and into the 

collection chamber was simulated with the aim to define a proper geometry that 

facilitates gas/solids mixing and minimizes generation of flow recirculation areas 

that might trap particles, thus preventing them of being transported (Figure 5.30). 

Moreover, two rotary union joints are implemented in series to allow gas transfer 

from stationary pneumatic line through rotary DOFs of RA, still preserving and 

isolating the pneumatic connection (Figure 5.31) [243]. 

Figure 5.32 shows full integrated TRL 5 sample chain including the two 

DOFs RA, Dual-Rasp sampling, sample collection, and sample transfer systems.  
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Figure 5.25 Artistic concept of the Enceladus lander. 

 

 

Figure 5.26 Sample collection in the Dual-Rasp TRL 5 sample chain. The sample 

material removed from the surface flows from the Dual-Rasp, through the guide 

into the collection chamber provided with sample retention features. 
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Figure 5.27 Preparation to sample transfer in the Dual-Rasp TRL 5 sample 

chain. Once the sample is collected into the collection chamber (Top), the guide 

moves on top of it to enable pneumatic sample transfer to science instrument 

chamber (Bottom). 
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Figure 5.28 Pneumatic sample transfer in the Dual-Rasp TRL 5 sample chain. 

Once the collection volume is closed by the guide, the gas is released into the inlet 

pneumatic line, flows through the guide and into the collection chamber (red 

arrows). The mix of gas and sample exits the collection chamber through the 

outlet pneumatic line to reach the science instrument chamber (orange arrows). 

 

 

Figure 5.29 Prototype of science instrument chamber for TRL 5 pneumatic 

sample transfer system. 
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Figure 5.30 CFD analysis of gas flow from inlet, through the guide and into the 

collection chamber. Front (Left) and side (Right) cross-section views representing 

streamlines are showed. 

 

 

 

Figure 5.31 Main components of a typical rotary union joint [243]. 
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Figure 5.32 TRL 5 sample chain elements, including RA, Dual-Rasp sampling, 

sample collection, and sample transfer systems. 

 

Design of pneumatic sample transfer system was driven by the results 

provided by an analytical tool developed at JPL. The tool implements the theory 

of non-dimensional groups presented in paragraph 5.2.2 to determine the state 

diagram and related flow regimes of gas/solids disperse system. Moreover, Fanno 

flow equations [244] were implemented to determine the evolution of flow 

parameters along the pneumatic system, modeled as an adiabatic flow in a 

pipeline considering the effect of friction. 

To perform the analysis of gas/solids disperse system, the architecture 

represented in Figure 5.32 was modeled as represented in Figure 5.33. The 

analysis was conducted for Earth’s gravity, cryogenic temperatures, and vacuum 

conditions. Conversely to previous architectures, helium was considered as 

medium for sample transport instead of nitrogen. As for nitrogen, helium phase 

diagram confirms that it maintains the gaseous phase also under the pressure and 

temperature conditions under investigation (Figure 5.34). However, helium is 

inert and is thus better suited to comply with critical planetary protection and 

contamination control requirements at play when handling samples of potentially 

high biological interest.  
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Figure 5.35 shows the state diagram of gas/solids disperse system and 

includes indication of flow regimes obtained considering both low and high ends 

of the range of particle’s properties considered, namely diameter and density. 

Moreover, Figure 5.36 shows the evolution of flow parameters along the 

pneumatic system, namely gas density 𝜌𝑓, gas velocity 𝑈𝑓, and gas Mach number 

𝑀𝑓. As expected, since gas flow exhausts in vacuum, it achieves the sonic 

condition at the outlet of the pneumatic line because of the action of friction.  

The resulting pneumatic sample transfer system design was obtained by 

considering a trade-off including flow velocity required to achieve carry over of 

particles, as well as physical and integration constraints. 

 Table 5.4 summarizes main design parameters of resulting pneumatic sample 

transfer system. 

 

 

Figure 5.33 Architecture of TRL 5 pneumatic sample transfer system. 

 

 

 

Figure 5.34 Helium phase diagram [245]. 
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Figure 5.35 State diagram of gas/solids dispersion for TRL 5 pneumatic sample 

transfer system. 

 

 

 

Figure 5.36 Flow properties along the TRL 5 pneumatic sample transfer system, 

namely gas density 𝜌𝑓, gas velocity 𝑈𝑓, and gas Mach number 𝑀𝑓. 
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Table 5.4 Main features of TRL 5 pneumatic sample transfer system. 

Pneumatic line 

Length 2.57 m 

Inner diameter 10 mm 

Roughness of inner walls 5E-6 

Number of bends 7 

Radius of bends 50 mm 

Gas 

Medium Helium 

Gravitational acceleration 9.81 m/s2 

Temperature 100 K 

Tank pressure 3 atm 

Expected total pressure loss 0.87 atm 

Mass flow rate 1 g/s 

Solids 

Diameter [10, 1000] μm 

Density [1000, 5000] kg/m3 

 

 

5.7 Sample measurement 

The sample measurement concept is to measure the volume of sample as it 

flows through the pneumatic transfer system on its way to the science instrument 

chamber. Therefore, a reliable, on-line, and indirect measurement method is 

required.  

Measurement of solids’ flow rate in pneumatic conveying pipelines has 

become increasingly significant in the industry with the aim to achieve accuracy, 

reliability, and efficient utilization of energy and to reduce losses. Indirect 

measurement methods proposed for measuring volumetric concentration and 

velocity of solids in pneumatic conveying systems are reported in Table 5.5 and 

Table 5.6, respectively [246]. A trade space study was conducted on main sample 

measurement technologies to identify the most suited with respect to mission 

requirements (Table 5.7), including capability to work in a vacuum environment, 

resiliency to potential material building up and accumulating into the pneumatic 

line, and capability to measure volume concentration or velocity. 
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Table 5.5 Methods for indirect measurement of volumetric concentration of solids 

in pneumatic conveying pipelines [246]. 

Method Sensing technique 

Electrical methods 
• Capacitive 

• Electrostatic 

Attenuation and scattering 

• γ Rays 

• Microwaves 

• Optical 

• Acoustic / Ultrasonic 

Resonance 

• Magnetic 

• Microwave 

• Acoustic 

Flow tomography 

• Capacitance / resistance 

• Optical 

• γ Rays 

Digital imaging 
• Laser sheet 

• CCD camera 

 

Table 5.6 Methods for indirect measurement of solids’ velocity in pneumatic 

conveying pipelines [246]. 

Method Sensing technique 

Cross correlation 

• Optical 

• Electrostatic 

• Capacitive 

• γ Rays 

Electrical sensors and new signal 

processing methods 

• Electrostatic sensor and wavelet 

analysis 

• Capacitive sensor and Fourier 

transform 

Doppler 
• Laser Doppler 

• Microwave Doppler 

Spatial filtering 

• Capacitive / electrostatic 

• Optical 

• Microwave 
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Table 5.7 Trade space study on sample measurement technologies. 

 
 

 

Trade space study has shown that microwave technology is best suited to the 

application. Specifically, microwave Doppler approach is being evaluated for 

sample measurement. Such a sensor emits low energy microwaves to the particles 

flowing through the pneumatic line. Sensor measures the intensity of Doppler-

shifted energy of microwaves reflected by particles, which is related to flow 

concentration and velocity, and converts it into a current signal, and then into flow 

rate by adopting specific algorithms (Figure 5.37). As a result, only moving 

particles are measured and build-up of material has little influence upon 

measurement. Preliminary laboratory testing clearly showed a dual correlation 

between cumulative voltage resulting from Doppler-shifted energy of microwaves 

reflected by particles and both sample mass and particle’s flow velocity (Figure 

5.38). Future activities include further investigation on algorithms to determine 

sample volume from sensor’s reading, as well as verification and validation tests 

in both laboratory and relevant environment. 
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Figure 5.37 Working principle of microwave Doppler technique for measuring 

concentration and velocity of particles in a pneumatic conveying system. The 

sensor emits microwaves and measures the Doppler-shift energy of microwaves 

reflected by particles in the gas/sample dispersion flowing in the pneumatic line. 

Doppler-shift energy relates to flow rate of particles.   

 

 

Figure 5.38 Cumulative voltage vs. sample mass correlation for microwave 

Doppler technique applied to BLC 110 analogue material. Various flow 

conditions are represented, also showing a correlation between voltage and flow 

velocity. 
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5.8 Ocean Worlds Life Surveyor Project 

The NASA JPL’s Ocean Worlds Life Surveyor (OWLS) Project aims to 

develop a science instrument to perform molecular and cellular analyses for a 

potential life detection mission to ocean worlds such as Enceladus and Europa 

[247] [248].  

Molecular analyses are performed by using several detection methods, 

including the Capillary Electrophoresis-Laser Induced Florescence (CE-LIF) to 

detect amino acids and carboxylic acids, the Capillary Electrophoresis 

Capacitively-Coupled Contactless Conductivity Detector (CE-C4D) to detect 

charged species, and the Capillary Electrophoresis-Electrospray Ionization 

coupled to Mass Spectrometry (CESI-MS) to detect collections of organic 

molecules. On the other hand, cellular analyses are performed by using a Digital 

Holographic Microscope (DHM) capable to record videos and detect motion of 

particles, and the Volume Fluorescence Imager (VFI) to identify potential 

biomolecules in the videos captured via DHM. These techniques will enable the 

acquisition of multiple independent evidence for the presence of life on ocean 

worlds, should we encounter it during a potential future mission of exploration.  

Transmitting raw science data from Enceladus back to Earth would require a 

significant amount of electrical power because of the high distance. For this 

reason, the total data transmission budget is severely limited to only about 0.01% 

of the raw data collected. However, the OWLS Project aims to develop an 

autonomous software to overcome this obstacle. The software will be designed to 

analyze, summarize, and prioritize science data to be transmitted back for 

scientific analysis.  



 

 

Conclusions 

Saturn’s moon Enceladus is among the most promising candidates in the Solar 

System to host life beyond Earth. A potential mission to the surface of Saturn’s 

moon Enceladus could determine if biosignatures or life traces exist there. Such a 

mission is currently under investigation at NASA Jet Propulsion Laboratory 

(JPL). The objective of JPL’s activity is to develop and mature a sample chain for 

the acquisition of material from plume fallback on the surface of Enceladus with 

the goal to perform in-situ measurement.  

Ph.D. research supported JPL’s activity by pursuing the following objectives. 

• To define the high-level requirements on the sampling system to 

guarantee the stability of the lander while performing the sampling 

operation.  

• To investigate and characterize sample collection and transfer 

operations in the Enceladus gravity, cryogenic, and vacuum 

environmental conditions. 

• To provide sample chain design guidelines to fulfill sample acquisition 

requirements.  

Ph.D. research objectives were pursued by performing the following 

activities. 

• The novel analytical tool MISTRAL was developed to support the 

definition of the high-level requirements on both the sampling system 

and the lander system to guarantee successful sampling operations. 

MISTRAL was conceived for trade space exploration during early 

conceptual and preliminary design phases, where a rapid and broad 

evaluation is required for a very high number of configurations and 

boundary conditions. The tool rapidly determines the preliminary 

design envelope of a sampling apparatus to guarantee the stability 

condition of the lander. The tool also provides the capability to infer 

high-level requirements concerning other elements of the lander 

critical to its stability, such as the footpads. 

 

• A numerical model based on DEM was developed to investigate 

sample collection operation. The model enabled simulation of granular 

material flow generated by the Dual-Rasp sampling system through 

computation of motion and effect of a large number of particles. A set 

of analysis metrics was developed to characterize the granular material 

flow generated during sampling operation. The analysis metrics were 

devised to be used for both numerical analysis and experimental 
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testing, providing a framework for apples-to-apples comparison. 

Particle-tool coefficient of static friction and particle-tool COR were 

identified as the most sensitive model parameters by performing a 

sensitivity analysis. Most sensitive parameters were directly measured 

by performing inclined plane tests to measure particle-tool coefficient 

of static friction, and drop tests to measure particle-tool COR. Custom 

testbeds were designed and built to perform measurement of 

parameters. 

 

• DEM results were adopted to drive the design of sample collection 

system. Main elements investigated include a sample transport guide 

whose concept and geometry were developed and optimized to 

intercept and re-focus the granular flow generated by the Dual-Rasp 

sampling system toward the inlet of the sample collection chamber. 

Grid-style sample retention features were devised and developed to aid 

sample retention in the collection chamber in a low gravity 

environment. Sample collection system was prototyped and subject to 

verification tests in 1g Earth’s gravity to achieve TRL 4. 

 

• A test campaign is planned for DEM model validation and Dual-Rasp 

sampling system and sample collection verification to achieve TRL 5 

via parabolic flights in 1%g Earth’s gravity and vacuum conditions. 

Custom test hardware and software was developed to support the 

campaign, including an acrylic vacuum chamber with clear walls and a 

particle tracking software to post-process high-speed recordings of 

sampling and sample collection operations. 

 

• An analytical model was developed to investigate pneumatic sample 

transport of particles dispersed into a gas. The model allows the 

integrated design of the pneumatic system in both Earth’s and 

Enceladus’ environmental conditions by exploring the design space to 

determine the optimal design parameters to achieve a dilute phase 

transport of sample. Analysis results were adopted to drive the design 

of a pneumatic sample transfer system applied to Full-face drill, Rasp, 

and Dual-Rasp sampling systems. Verification tests were performed in 

1g Earth’s gravity to achieve TRL 4. 

 

• Designed and developed a two DOF RA with integrated Dual-Rasp 

sampling system, sample collection, and sample transfer systems to a 

notional science instrument chamber with the aim to perform end-to-

end sample chain verification in 1g Earth’s gravity and Enceladus-like 

thermal vacuum environment to achieve TRL 5. 
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