
24 April 2024

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Optimization and Energy Maximizing Control Systems for Wave Energy Converters / Giorgi, Giuseppe; Sirigu, Sergej
Antonello. - (2022). [10.3390/books978-3-0365-2825-0]

Original

Optimization and Energy Maximizing Control Systems for Wave Energy Converters

Publisher:

Published
DOI:10.3390/books978-3-0365-2825-0

Terms of use:

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2956476 since: 2022-02-27T10:59:58Z

Multidisciplinary Digital Publishing Institute



J. Mar. Sci. Eng. 2020, 8, 825 14 of 30

Ωj =

[
diag(ωwj) 0

0 ωmj

]
(25)

where ωwj ∈ R
nW stores the nW harmonics to model the WEF components. The number of frequencies

in Ω, have to be chosen in order to have a compromise between the accuracy of the estimation for
each excitation force component and the computational effort. The matrices (25) include a term at low
frequency to represent the contribution of the mooring forces for each DoF.

Let us consider the following linear time-invariant stochastic discrete model representing the
discrete-time version of the augmented System (17):

X̂ad(k + 1) = AadX̂ad(k) + BadFg(k) + Γw(k)

Yd(k) = CadX̂ad(k) + DadFg(k) + v(k)

w(k) ∼ N (0, Q)

v(k) ∼ N (0, R)

(26)

where X̂ad(k) represents the system estimated states, Fg(k) is the known input and Yd(k) contains the
measurements of the system dynamics. w(k) and v(k) are zero mean white noise sequences with known
covariance, uncorrelated with each other and with the initial state of the system. Aad, Bad, Cad and Dad
stand for the discretised versions of the matrices Aa, Ba, Ca and Da. Γ is the weighting matrix for the
process disturbances. Q and R are the covariance matrices of the process and measurements noise.
The KF algorithm performs the estimation in the form of a feedback control: the filter estimates the
process state at some time and then obtains feedback in the form of (noisy) measurements. As such,
the equations for the KF fall into two groups: time-update equations and measurement-update
equations [43]:

Time Update:

P−(k) = AadP(k − 1)AT
ad + ΓQΓT

X̂−
a (k) = AadX̂a(k − 1) + BadFg(k − 1)

(27)

Measurement Update:

K(k) = P−
k CT

(
CadP−(k)CT

ad + R
)−1

P(k) = (I + K(k)Cad) P−(k)
X̂ad(k) = X̂−

ad(k) + K(k)
(
Y(k)− CadX̂−

ad(k)− DadFg(k)
) (28)

The time update equations can also be thought of as predictor equations, while the measurement
update equations can be thought of as corrector equations. In this framework, the KF algorithm can be
implemented to estimate the unknown WEF vector F̂w(k) by measured system dynamics Yd(k) and
known input Fg(k) at any instant k.

4. Wave Excitation Force Estimation with Neural Network

Despite its simplicity and efficacy, the KF filter observer may suffer from several drawbacks:
the non-linear effects emerging in sever sea-states conditions as well as the reliabiliy of the WEC
model could negatively affect the estimation performances. For example, the slack-mooring of the
ISWEC is modelled with a quasi-static approach (developed in-house). The main advantage consists in
reducing the computational burden of the simulation at the expense of model accuracy. More accurate
mooring models are presented in [44] considering two dynamic lumped-mass approaches (the open
source MoorDyn [45] and the commercial OrcaFlex 11.0e [46]) where mooring actions are resolved
coupling both the hydrodynamics and gyroscope model of the WEC in the MoorDyn and Orcaflex
enviorments. When the system model is not reducible to a series of analytical equations or, even more,
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is based only on observed data the implementation KF model is not trivial. This argument can be
extended to any other complex aspect of WEC modelling that cannot be analytically formulated with
acceptable accuracy. In this context, artifical NNs represents powerful tools to map the non-linear
relations from sets of input-output data. In NN models the parameters are tuned to fit the input-output
data, without reference to the physical background and no information about the model architecture.

In general mathematical terms, WEFs acting on the ISWEC can be expressed as a non-linear
function f (•) of the system known inputs and measurements as follows [14]:

F̂w(k) = f (Fg(k), . . . , Fg(k − kN + 1), Yd(k), . . . , Yd(k − kN + 1)) (29)

Equation (29) shows that the estimation of the WEF at instant k is, at least in principle, addressed
combining a series of known system inputs and measurements collected from discrete time k − kN + 1
to k where kN represents the delay steps of the available data. More in detail, the WEF could be
obtained from the set of WEC motion measurements from the ISWEC on-board sensors and the
gyroscopic reaction. In [14] the same approach is considered including the measures provided by
the IMU and encoders mounted on the ISWEC adding the velocity żd(k) and position zd(k) obtained
by numerical integration of the acceleration z̈d(k). These two inputs were included to improve the
estimation accuracy. However, this measurements framework does not consider the effect of the sensor
noise: in practice, accelerometer signals are often very noisy, hence velocity and position integration
from acceleration are likely to be unreliable, resulting in unreliable estimations in practice. In this
work, the NN is evaluated for all the configurations of Table 2 and the sensitiveness and roubustness
analysis is extended to all the wave domain of the installation site. The input-output architecture of
the NN is shown in Figure 8. The feedforward NN is composed of linked neurons arranged in three
layers. The input layer collects a set of inputs II multiplying them by a set of weights, assigned to the
data on the basis of their relative importance to other inputs. The hidden neurons apply a non-linear
activation function σ to the weighted sum of their inputs. Then, the outputs of each hidden neuron are
linearly combined by the output functions Σ to produce the network outputs OO. The use of delays
in the input variables is considered to increase the reliability of the estimate. For a generic dynamic
system, one way to consider its dynamic behaviour using static neurons is to employ past values of the
inputs [47], resulting in good performances in term of estimation accuracy and robustness to different
wave conditions as demonstrated in [14].
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Figure 8. Neural Network architecture for ISWEC.

5. Kalman Filter and Neural Network Tuning

The matrix Ω containing the frequencies to model the WEFs as well as Q and R are tuned for
the system under study. A sensitivity analysis has been performed to tune the number of frequencies.
Then, through an iterative process the diagonal coefficients of Q and R are identified in order to have the
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best estimation performances for each measurement framework considered. Numerical experiments
are conduced considering the four wave profiles of Table 1. The estimation performances are valuated
considering the Goodness-of-Fit (GoF) proposed by [48]:

GoFj = 1 −
√

∑Ts
k=1

(
Fwj(k)− F̂wj(k)

)2√
∑Ts

k=1 Fwj(k)2
(30)

In Equation (30), Fwj(k) and F̂wj(k) are the true and estimated WEF for the j-th DoF at discrete
time instant k, respectively. Ts is the total number of samples.

5.1. Kalman Filter Parameters

For the presented case, 1, 3, 6 and 9 frequencies are tested in order to find a compromise between
the accuracy of the estimation process and the KF complexity. The interval is chosen between period
3 s and period 9 s, linearly spaced. Each point refers to the mean of each GoFj obtained from four
tuning sea-states. The mooring components are modelled with only one period: 100 s for Fmx(t) and
2000 s for Fmz(t) and Fmδ(t), considered as low frequency contributions (Figure 7). The FM framework
has been considered for this tuning process. Table 3 sets out the results obtained from each tuning
wave gruped in respect to the number of frequencies nW .

Table 3. GoF results of the KF observer for each tuning wave for different number of frequencies nW .
The last row stores the mean values.

Id
nW = 1 nW = 3 nW = 6 nW = 9

GoFx GoFz GoFδ GoFx GoFz GoFδ GoFx GoFz GoFδ GoFx GoFz GoFδ

1 0.665 0.640 0.675 0.901 0.956 0.898 0.917 0.962 0.894 0.917 0.965 0.899
2 0.747 0.846 0.706 0.931 0.968 0.919 0.942 0.986 0.919 0.943 0.987 0.925
3 0.771 0.899 0.642 0.911 0.974 0.927 0.924 0.988 0.927 0.925 0.988 0.930
4 0.785 0.933 0.537 0.914 0.970 0.925 0.930 0.990 0.927 0.930 0.991 0.928

0.755 0.824 0.685 0.917 0.962 0.913 0.928 0.981 0.917 0.928 0.982 0.921

Increasing the number of harmonics from nW = 1 to nW = 3 leads to a significant improvement
of all GoF. On average, an advance of 0.162 is obtained for GoFx, 0.138 for GoFz and 0.228 for GoFδ.
Passing from nW = 3 to nW = 6 shows a slight increase of GoFx and GoFz, enchancing the quality of
the F̂wx(t) and F̂wz(t) estimation of 0.011 and 0.021, respectively. Further enlarge of nW results in a
minimal or null upgrade of any GoF. In this regard, nW = 6 is considered a good trade-off between
accuracy and complexity of the observer.

For what concerns the covariance matrices, repeated simulations are conduced to tune the diagonal
elements of Q and R for each mesurement framework. They are chosen to guarantee an accurate
estimation of the unknown states without amplifying the noise level. Figure 9a–c compare the Q
coeffcients relative to the WEF components for each measurement framework. From the chart, it can be
seen that the Q coeffcients are reduced as the magnitude of the noise increases and are tuned in respect
to the energy content of the WEF. In this way, the most relevant frequency components are amplified
more than the others, resulting in a more accurate estimation. Figure 9d provides the R coefficients,
balanced in order to penalize the most inaccurate measurements (e.g., DGPS positions) giving less
importance to the related signals. Data indicate that the R coefficients grow as the noise magnitudes
increase. Missing markers mean that the measurements are not available for that framework.
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(a) (b)

(c) (d)

Figure 9. Q and R coefficients for each measurement framework and WEF compoenents: Q values for
F̂wx (a), Q values for F̂wz (b), Q values for F̂wδ (c) and R values. (a) Q coefficients of surge components;
(b) Q coefficients of heave components; (c) Q coefficients of pitch components; (d) R coefficients.

5.2. Neural Network Parameters

The NN training aims to obtain the weights and bias of the network evaluating the sensitivity
of the model to both the delay steps kN and neurons nN . The four wave profiles of Table 1 are
used to obtain the training data for each measurement framework. The time-series of the WEFs are
concatenated to generate a long training set applied to the ISWEC numerical model obtaining the
WEC motion measurements. Then, all the time-series are normalized in the [−1, 1] range to avoid
problems due to different magnitude between input-output signals. Since the system is non-linear,
the data normalization could negatively affect the trainign process if, for example, saturations of
the PTO appear. To avoid saturations, the training data are chosen to cover the operating range
of the ISWEC. However, in sever sea-states the WEC motion could overcome the normalization
range causing estimation errors but, in such extreme conditions, the WEC is shut-down for safety
purposes and no control is applied. In order to address over-fitting problem the data are randomly
divided into three parts: 50% for training purposes, 30% for validation and 20% for performance
evaluation. The performance function is the Mean Squared Error (MSE) normalized between −1 and 1,
ensuring that the relative accuracy of output elements of different magnitude are treated as equally
important. Then, 1, 3, 5, and 7 delay steps are tested while the number of neurons is fixed to 10;
5, 10, 15 and 20 neurons are evaluated with 3 delay steps. Specific tuning processes are applied for
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each framework with the same number of delay steps and neurons, considering noisy signals. The FM
framework has been considered for tuning the network hyperparameters.

The sensitivity analysis on the delay steps is reported in Table 4. The mean value of each GoF
reveals that increasing the number of delay steps from kN = 1 to kN = 3 results in a revelant increase
of estimation accuracy, expecially for the GoFδ that passes from 0.880 to 0.977. A similar behaviour is
obtained for the GoFx, where the mean estimation performance grows of 0.053 points. On the other
hand, no relevant improvements are obtained for the GoFz as well as for the other DoFs employing 5
and 7 delay steps. In this regard, 3 unit delays are chosen for the NN architecture.

Table 4. GoF results of the NN model for each tuning wave for different delay steps kN . The number
of neurons are fixed to 10. The last row stores the mean values.

Id
kN = 1 kN = 3 kN = 5 kN = 7

GoFx GoFz GoFδ GoFx GoFz GoFδ GoFx GoFz GoFδ GoFx GoFz GoFδ

1 0.900 0.935 0.839 0.963 0.938 0.966 0.969 0.939 0.966 0.978 0.951 0.973
2 0.922 0.967 0.891 0.977 0.970 0.980 0.980 0.972 0.978 0.985 0.978 0.978
3 0.927 0.969 0.889 0.979 0.976 0.980 0.980 0.977 0.978 0.985 0.982 0.982
4 0.933 0.968 0.903 0.979 0.978 0.981 0.978 0.977 0.978 0.985 0.985 0.982

0.921 0.960 0.880 0.974 0.965 0.977 0.977 0.966 0.975 0.983 0.974 0.980

Table 5 reports the estimation results obtained for different values of neurons. 10 neurons
represents the best choise ensuring the good estimation performances with acceptable network
complexity. Surprisingly, increasing the number of neurons over 10 leads to a slight degradation
of performances, suggesting that the learning algorithm is not able to converge properly during the
learning process over-fitting noisy data.

Table 5. GoF results of the NN model for each tuning wave for different neurons nN . The delay steps
are fixed to 3. The last row stores the mean values.

Id
nN = 5 nN = 10 nN = 15 nN = 20

GoFx GoFz GoFδ GoFx GoFz GoFδ GoFx GoFz GoFδ GoFx GoFz GoFδ

1 0.952 0.929 0.947 0.963 0.938 0.966 0.958 0.937 0.964 0.956 0.934 0.964
2 0.969 0.967 0.964 0.977 0.970 0.980 0.972 0.971 0.980 0.972 0.969 0.978
3 0.968 0.972 0.964 0.979 0.976 0.980 0.974 0.976 0.980 0.972 0.975 0.979
4 0.970 0.974 0.963 0.979 0.978 0.981 0.976 0.976 0.981 0.973 0.976 0.981

0.965 0.961 0.959 0.974 0.965 0.977 0.970 0.965 0.976 0.970 0.964 0.975

6. Numerical Results and Discussions

In this section, several results are carried out for a comprehensive analysis of the KF and NN
performances. An exhaustive evaluation in different wave conditions as well as a robustness evaluation
to different measurements and plant inaccuracies is provided. Both the KF and NN are tested and
compared extending the wave domain to the 35 waves represented in Figure 4. Each GoFj is weighted
on the annual energy of the specific site in analysis:

GoFj =
∑V

v=1 GoFj(v)E(v)

∑V
v=1 E(v)

(31)

In Equation (31), E(v) is the annual energy associated to v-th wave and V the total number
of waves considered. Then, the percentage difference between the KF and NN results is defined
as follows:
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ΔGoFj =
GoFj

∣∣
NN − GoFj

∣∣
KF

GoFj
∣∣
KF

100 (32)

where GoFj
∣∣
KF and GoFj

∣∣
NN are the weighted GoF obtained with KF and NN, respectively.

6.1. Influence of the Measurement Framework

The available measurements and their accuracy play an important role in the estimation process.
The main question concerns the influence of the available signals and how missing data can affect
the estimation performances. The three measurement configurations MRU, IMU+DGPS and IMU are
compared considering noisless data. In order to improve readability, some of the bulky figures are
placed in the Appendix A.

Focusing on the KF results, Figure A1 is quite revealing in several ways. Overrall, maximum
estiamtion performances are found near the tuning waves (marked with black squares) except for the
GoFz provided by the IMU framework. In particular, best performances are achieved in the range [4, 8]
seconds as the period interval is chosen between 3 s and 9 s. In a practical setup, an accurate analysis
the dominant periods is crucial to achieve the best performances from the KF. Moreover, promising
results are obtained in all the sea-states considered, suggesting a good versatility of the observer where
the system is not tuned. The accuracy is almost the same for the force components in surge and pitch
directions. Despite the configuration IMU+DGPS does not provide the ẋ(t) signal, the IMU+DGPS
equipment is able to estimate the F̂wx(t) component with the same accuracy as the MRU one. The same
argument can be applied considering the IMU results. In spite of the IMU does not provide both x(t)
and ẋ(t), its accuracy of the pitch force estimation equals the MRU and IMU+DGPS one. Since surge
and pitch DoFs are coupled due to the device geometry, the surge force can be succesfully estimated
from the pitching motion of the device (available in all the frameworks). Morevoer, the effect of the
damping is negligible and the hydrostatic stiffness is null in the surge direction, not affecting the
estimate of F̂wx(t). For what concern the heave component, there is a significant difference between
the GoFz of the IMU and the other two frameworks. The absence of both z(t) and ż(t) leads a decrease
of performances since, as illustrated in Figure 10, the KF is not able to estimate correctly the position
z(t) resulting in a loss of estimation accuracy.

Figure 10. Heave motion compared with its estimation obtained with the IMU framework (Wave Id 2).

Considering the NN, Figure A2 demonstrates that the NN performance is maximized with a MRU
measurement framework and near the tuning waves. In agreement with the KF, removing the absolute
velocities ẋ(t) and ż(t) leads to a minimal decrease in estimation accuracy for all the DoFs. This finding
is expected for both surge and pitch DoFs since the measurements that influence the F̂wx(t) and F̂wδ(t)
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estimation (δ(t), δ̇(t) and ẍ(t)) are provided both in MRU and IMU+DGPS configurations. The lack
of performance increase for the IMU framework, especially for the heave DoF where the goodness
of estimation significantly reduces for all the waves, suggesting that the NN is not able to obtain an
appropriate fit of the Fwz(t) if a full measurement framework is not provided. On the other hand, δ(t),
δ̇(t) and ẍ(t) are adequate to succesfully estimate the F̂wx(t) and F̂wδ(t) components, as demonstrated
for the KF observer.

6.2. Sensor Noise Effect

Once the influence of the available measurements is evaluated, realistic data are applied both
to the KF and NN to assess the effect of the sensor disturbances. Starting with the KF observer,
Figure A3 highlights that the MRU framework gives almost the same precision compared to the
noiseless case, especially for the surge and pitch excitation forces. MRU units are affected by minimal
disturbances and offer an accurate measures of angular rates, orientations, accelerations, velocities
and positions. The use of IMU+DGPS intruduces higher estimation errors due to the increase of noise.
In particular, the positions are the most polluted due to a noise RMS equal to 0.5 m (Table 2) as depicted
in Figure 11. The errors introduced by the DGPS are the same order of manitude of the heave motion
z(t) providing a significant decrease in performance of the F̂wz(t) estimation. The performances of the
IMU framework almost equalize the IMU+DGPS one for all the DoF. As demonstrated for the noiseless
case, it is apparent that removing the DPGS noisy measurements does not affect the quality of the
estimation. Having a good quality in δ(t), δ̇(t) and ẍ(t) acquisitions allows to effectively handle the
estimation of the coupled DoF since they mutually influence each other. For what concern the GoFz

value, the error introduced by the DGPS forces to increase R coefficient associated to z(t) to such an
extent that its measurements are not taken into account. This demonstrate why IMU+DGPS and IMU
have similar performances for the heave component.

Figure 11. Heave motion compared with its DGPS acquired signal (Wave Id 2).

As shown in Figure A4, the introduction of noisy measurements negatively affects the estimation
accuracy of the NN, expecially for the heave DoF. A relevant degradation of performance is shown for
the IMU+DGPS and IMU framework estimating the wave exctitation force along the heave direction.
As demostrated in Figure 11, the heave motion provided by the DGPS is heavily polluted by sensor
noise making the NN unable to estimate the heave component with acceptable accuracy. In this context,
the KF implementing the IMU+DGPS or IMU unit exploits the heave acceleration to estimate the F̂wz(t)
component with almost double precision than the NN.
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6.3. Sensitivity to Plant Variations

In order to evaluate the effectiveness of KF and NN, the architectures are tested considering a
typical case may happen in practice: variation of the physical properties of the floater. In fact, the WEC
model may differ from its built version passing from the theoretical design to its construction in
the shipyard and, even more, during its life cycle due to wear and biofouling. A further analysis
is performed, testing the behavior of the frameworks modifying the mass matrix M and stiffness
matrix K. An iterative method is proposed varying both the mass and stiffness matrix in respect to the
nominal value as follows:

Mc = MM

Kc = KK
(33)

where M and K are the correction coefficients and Mc and Kc the corrected values. M and K span
from 0.85 to 1.15. At this point, the performances of the KF are shown in Figure 12 in term of GoF.
The decrease of performances is limited for the surge component. The variation of the mass matrix
results in a decay of almost 0.1 of GoFx for all the measurement frameworks. The stiffness matrix
does not influence the estimation of the F̂wx(t) since the hydrostatic stiffness is null in the x direction.
In this regard, no variation of GoFx is detected in Figure 12d. The degradation of performance is quite
sensitive to the mass and the stiffness variation for heave and pitch DoFs. As to the mass matrix,
the GoFdelta in Figure 12c shows an higher decrease since pitch-surge modes are coupled and the
estimation is influenced both by the diagonal and off-diagonal terms of M; as demonstrated in [14],
the pitch force estimation is more influenced than the heave one because more terms of M are modified
at once. The K variation results in a decay of almost 0.2 in both GoFz and GoFδ for all the measurement
frameworks as depicted in Figure 12e,f.

(a) GoFx in respect to M (b) GoFz in respect to M (c) GoFδ in respect to M

(d) GoFx in respect to K (e) GoFz in respect to K (f) GoFδ in respect to K

Figure 12. GoF results obtained with the KF varying M and K. The first column refers to the x DoF
(a,d), the second to the z DoF (b,e) and the third to the δ DoF (c,f).

Figure 13 illustrates the influence of M and K for the NN framework.
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(a) GoFx in respect to M (b) GoFz in respect to M (c) GoFδ in respect to M

(d) GoFx in respect to K (e) GoFz in respect to K (f) GoFδ in respect to K

Figure 13. GoF results obtained with the NN varying M and K. The first column refers to the x DoF
(a,d), the second to the z DoF (b,e) and the third to the δ DoF (c,f).

A mean decrease of 0.1 is shown for all the measurement frameworks in presence of mass matrix
variations, except for a high reduction of GoFδ with the MRU configuration. The NN is merely a
non-linear function that maps a serie of input-output arguments regardless of any phisical background.
The training algorithm considers all the measurements available from the MRU to train the NN and a
variation of the mass matrix influences all the measurements data provided to the network leading to a
lower estimation accuracy. On the other hand, IMU+DGPS and IMU consider few measurements and
appear to be less sensitive to plant variations. In particular, the GoFδ suffers of a decrease up to 0.3 for a
K of 0.85 and almost 0.25 for a K equal to 1.15, suggesting again that the MRU framework is less robust
in presence of plant variations with the NN model. Likewise, a stiffness matrix variation negatively
affects the estimation accuracy of F̂wx despite its estimation is influenced only by δ(t), δ̇(t) and ẍ(t)
acquisitions as demostrated for the KF observer.

6.4. Comparison and Summary

The weighted GoFs and percentage differences of the KF and NN results are summarized in
Table 6. The apex ∗ means that no disturbances are considered. Starting from noiseless results, the GoFx

and GoFδ values confirm that the measurements of an IMU∗ unit are sufficient to estimate the surge and
pitch components with acceptable accuracy. In detail, excluding absolute displacements and velocity
measurements the GoFx

∣∣
KF decreases from 0.910 to 0.893, the GoFδ

∣∣
KF from 0.901 to 0.899, the GoFx

∣∣
NN

from 0.951 to 0.931 and the GoFδ

∣∣
KF from 0.961 to 0.940. GoFz follows the same behaviour, especially

from the IMU+DGPS∗ to IMU∗ framework where a decrease of 0.229 and 0.397 appear for the KF and
NN, respectively. Comparing the two techniques, the performance of the NN model surpasses the KF
perfromance for surge and pitch DoFs, especially for the pitch DoF where an increment of 6.65%, 6.31%
and 5.73% is achieved. However, the estimation of the heave force is not reliable with the NN, where a
difference of −28.5% is obtained. Interestingly, the NN is able to handle noisy data better than the KF
for both surge and pitch DoF, except for the IMU case. Specifically, a minimal difference of 2.73% is
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obtained with the IMU framework in surge direction. The NN always overcomes the GoFδ of the KF
with a peak of 6.70% with a MRU unit. On the other hand, poor performances are carried out for the
heave DoF with the NN, obtaining a weighted GoF almost equal to 0.3 for both IMU+DGPS and IMU.

Table 6. GoF and ΔGoF results of the KF observer and NN model for each measurement frameworks.
The measurements are considered with and without noise.

Kalman Filter Neural Network

Framework Noise GoFx GoFz GoFδ GoFx GoFz GoFδ ΔGoFx (%) ΔGoFz (%) ΔGoFδ (%)

MRU* × 0.910 0.971 0.901 0.951 0.941 0.961 4.50 −3.08 6.65
IMU+DGPS* × 0.910 0.967 0.902 0.950 0.939 0.959 4.39 −2.89 6.31

IMU* × 0.893 0.758 0.889 0.913 0.542 0.940 2.23 −28.5 5.73

MRU � 0.898 0.873 0.895 0.950 0.771 0.955 5.79 −11.6 6.70
IMU+DGPS � 0.875 0.744 0.824 0.912 0.327 0.863 4.22 −56.1 4.73

IMU � 0.878 0.744 0.819 0.854 0.322 0.839 −2.73 −56.7 1.82

Surprisingly, the sensitivity of the KF in presence of plant inaccuracies is evident compared to
the NN. In particular, Figure 14 highlight a relevant decrease in performance for F̂wδ(t) estimation
with a M and K variation when the KF is employed (IMU framework). Using the KF, the results show
a decrease of performances up to 0.18 points varying M and 0.20 varying K. In contrast, the NN
guarantee a weighted GoFδ always greater than 0.77 suggesting low sensitivity when plant variations
appear. In all likelihood, the sensitivity of the KF could be diminished tuning the matrix Q in order to
give less importance to the model in favor of measurements. However, more research on this topic
needs to be undertaken before the association between Q and KF sensitivity is more clearly understood.

(a) GoFδ in respect to M (b) GoFδ in respect to K

Figure 14. GoFδ comparison varying M (a) and K (b) for the IMU framworks.

The real ISWEC system is equipped with the MTi unit presented in Section 2.2.7. Unlike the
MRU, the IMU unit does not provide positioning data and the measurement noise are one order
of magnitude higher than the MRU ones. Although more information are available with the MRU,
the IMU framework provide acceptable accuracy for both surge and pitch wave forces, directly involved
in the power extraction. In detail, in case of noisy measurements and KF observer, the weighted
accuracy approaches 0.88 and 0.82 for GoFx and GoFδ, respectively; with the NN the accuracy is about
0.85 and 0.84 for GoFx and GoFδ, respectively. Moreover, the MRU units are (usually) one order of
magnitude more expensive than the IMU ones, and the precision provided does not justify the little
increase of performances, expecially in the KF case. Despite the low performances obtained for the
WEF in heave direction (not directly involted in the power extraction), the IMU sensor is considered
reliable for the estimation.
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7. Conclusions

The purpose of this work is to estimate the WEFs of a non-linear WEC employing a KF observer
and a NN model. This study proposes a methodology for tuning both estimators and compares them
for a wide range of sea-states in presence of noise disturbances and plant variations. Four different
measurement frameworks are proposed, one ideal (full measurements available without noise) and
three real frameworks composed by three different sensors commercially available. The main aim is to
assess the estimation performances in term of GoF for different sensor equipments in all the operating
conditions of the ISWEC device. The non-linear 3-DoF model of the ISWEC is considered as the plant
of reference. A linear 3-DoF hydrodynamic model is used in the KF assuming linear wave theory and
linear viscous damping along the pitch DoF. Moreover, the filter model assumes no viscous damping
in both surge and heave directions and the mooring forces are considered as an unknow state to be
estimated. The key of the KF is to approximate the expression of the WEFs as a linear superposition of
finite harmonic components with variable amplitudes and fixed frequencies. Hence, it is possible to
include the excitation forces into the state vector of the system model and perform an unknown state
estimation. This method restricts the bandwidth of the estimated disturbance as it can only estimate at
the specified discrete frequencies. This makes it more robust to other external disturbances such as
unmodelled hydrodynamic forces outside from the frequency range considered. The feedforeward
NN is designed according to the hydrodynamic equation of the ISWEC. The WEFs are expressed as a
function of the system dynamics at current and past time instants taking into account the dynamic
memory of the plant using static neurons with no feedback data.

First, the KF parameters are tuned according to the frequency range, stating the WEF frequencies
and the mooring frequencies. The wave energy matrix of the sea-site of interest has been considered to
identify the principal wave periods of the incoming sea-states to decouple them from the mooring
actions. Moreover, according to the noise magnitudes of the sensors, matrices Q and R have been
balanced to obtain the best GoF from each measurement framework. The NN has been tuned with
the same intent, chosing both delay steps and number of neurons guaranteeing the best compromise
between network complexity and estimation accuracy. Second, numerical simulations are performed
to investigate the influence of the measurement framework and sensors accuracy. Overrall, it is
demonstrated that the 3-DoF KF performs well when applied to a non-linear WEC model. The KF
shows best performances with the MRU∗ and IMU+DGPS∗ frameworks, expecially in surge and pitch
directions where a GoFx and GoFδ greater than 0.9 are guaranteed. The IMU∗ framework gives the
worst performances along the heave direction performing a GoFz almost equal to 0.75. The same
argument applies for the NN, where the estimation performances are maximized in surge and pitch.
Adding noisy measurements results in an acceptable decrease of accuracy for GoFx and GoFδ. In detail,
the comparison shows that the estimation accuracies of NN and KF are approximately the same and a
GoFx and GoFδ greater than 0.83 is obtained. However, both the KF and NN are considered not reliable
for the WEF estimation along the heave DoF if DGPS and IMU are employed. Then, intersting results
are obtained comparing the estimation performances under plant variations. Contrary to expectations,
the KF is affected by plant variations more than the NN. Despite the KF can handle inaccuracies of the
numerical model tuning on the Q matrix, the NN shows good performances when these inaccuracies
become relevant. Further work is required to establish the underlying cause of this outcome, acting on
the Q matrix to improve the mean performances of the KF observer. Sections 6.1–6.3 demonstrated
the good reliability of the IMU framework for the WEF estimation in surge and pitch directions for
both KF and NN. However, it is evident how the estimation of the heave component is affected by
the absence of the heave motion in the KF and both heave motion and velocity in NN. Despite this
outcome, the use of the IMU unit is encourageed since the F̂wz(t) is not directly involved in the power
extraction of the ISWEC.

In conclusion, the main advantage of the model-based approach is that in presence of a real
plant, it is possible to tune the observer on a small number of waves to obtain accurate estimation
performances for a large number of sea states. The main strength of the KFHO is to consider only the
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frequency bandwidth specified; the knowlegde of the spectral properties of the signal to estimate allow
to exclude all the undesired components and disturbance from the estimation (e.g., Mooring forces).
On the other hand, a model-free non-linear approach should be more suitable to model complex
hydrodynamic phenomena when their analytical expression are not available. Future work will
approach the problem of the WEF estimation using more non-linear approaches (e.g., Recurrent Neural
Networks and Extended Kalman Filter). The non-linear approach is expected to be more accurate
in presence of strong non-linearity (e.g., PTO saturations and non-linear mooring models) in respect
to a linear model-based observer. The aim will be elaborate on the estimation results between a
model-based and model-free approach in term of estimation performances for a broad range of
sea states. The best estimation approach will be used for the implementation of the MPC strategy
on ISWEC.
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Appendix A Figures

Appendix A.1. GoF with Noiseless Data and KF Observer

(a) GoFx of MRU (b) GoFz of MRU (c) GoFδ of MRU

(d) GoFx of IMU+DGPS (e) GoFz of IMU+DGPS (f) GoFδ of IMU+DGPS

Figure A1. Cont.
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(g) GoFx of IMU (h) GoFz of IMU (i) GoFδ of IMU

Figure A1. GoF results with noisless measurements for each measurement framework obtained with
the KF. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework
(d–f), the thrid to the IMU framework (g–i).

Appendix A.2. GoF with Noiseless Data and NN Model

(a) GoFx of MRU (b) GoFz of MRU (c) GoFδ of MRU

(d) GoFx of IMU+DGPS (e) GoFz of IMU+DGPS (f) GoFδ of IMU+DGPS

(g) GoFx of IMU (h) GoFz of IMU (i) GoFδ of IMU

Figure A2. GoF results with noisless measurements for each measurement framework obtained with
the NN. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework
(d–f), the thrid to the IMU framework (b–i).
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Appendix A.3. GoF with Noisy Data and KF Observer

(a) GoFx of MRU (b) GoFz of MRU (c) GoFδ of MRU

(d) GoFx of IMU+DGPS (e) GoFz of IMU+DGPS (f) GoFδ of IMU+DGPS

(g) GoFx of IMU (h) GoFz of IMU (i) GoFδ of IMU

Figure A3. GoF results with noisy measurements for each measurement framework obtained with the
KF. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework (d–f),
the thrid to the IMU framework (g–i).
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Appendix A.4. GoF with Noisy Data and NN Model

(a) GoFx of MRU (b) GoFz of MRU (c) GoFδ of MRU

(d) GoFx of IMU+DGPS (e) GoFz of IMU+DGPS (f) GoFδ of IMU+DGPS

(g) GoFx of IMU (h) GoFz of IMU (i) GoFδ of IMU

Figure A4. GoF results with noisy measurements for each measurement framework obtained with the
NN. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework (d–f),
the thrid to the IMU framework (g–i).
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Abstract: The levellised cost of energy of wave energy converters (WECs) is not competitive with
fossil fuel-powered stations yet. To improve the feasibility of wave energy, it is necessary to develop
effective control strategies that maximise energy absorption in mild sea states, whilst limiting motions
in high waves. Due to their model-based nature, state-of-the-art control schemes struggle to deal
with model uncertainties, adapt to changes in the system dynamics with time, and provide real-time
centralised control for large arrays of WECs. Here, an alternative solution is introduced to address
these challenges, applying deep reinforcement learning (DRL) to the control of WECs for the first time.
A DRL agent is initialised from data collected in multiple sea states under linear model predictive
control in a linear simulation environment. The agent outperforms model predictive control for high
wave heights and periods, but suffers close to the resonant period of the WEC. The computational cost
at deployment time of DRL is also much lower by diverting the computational effort from deployment
time to training. This provides confidence in the application of DRL to large arrays of WECs, enabling
economies of scale. Additionally, model-free reinforcement learning can autonomously adapt to
changes in the system dynamics, enabling fault-tolerant control.

Keywords: wave energy converter; control; reinforcement learning; deep reinforcement learning;
deep learning; adaptive control

1. Introduction

Ocean wave energy is a type of renewable energy with the potential to contribute significantly
to the future energy mix. Despite an estimated global resource of 146 TWh/yr [1], the wave energy
industry is still in its infancy. In 2014, there were less than 10 MW of installed capacity worldwide
due to the high levellised cost of energy (LCoE) of approximately EUR 330–630/MWh [1]. The main
operational challenge is the maximisation of energy extraction in the common, low-energetic sea
states, whilst ensuring the survival of the wave energy converters (WECs) in storms [2]. Two major
contributors to the lowering of the LCoE to EUR 150/MWh by 2030 are expected to be the achievement
of economies of scale and the development of effective control strategies [3].

Over the past decade, model predictive control (MPC) has attracted much research interest, as it
can offer improved performance over the control strategies developed in the 1970s and 1980s, based on
hydrodynamic principles. Assuming knowledge of the wave excitation force, MPC computes the
control action, typically the force applied by the power take-off system (PTO), that results in optimal
energy absorption over a future time horizon using a model of the WEC dynamics. The controller
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applies only the first value of the PTO force, recomputing the optimal control action at the next time
horizon. The iterative procedure enables the controller to reduce the negative impact of inaccuracies in
the prediction of the future excitation force and modelling errors. Additionally, the MPC framework
enables the inclusion of constraints on both the control action and the system dynamics. A good
review of MPC for WEC control can be found in [4]. Li and Belmont first proposed a fully convex
implementation, which trades off the energy absorption, the energy consumed by the actuator and
safe operation [5]. An even more efficient implementation cast in a quadratic programming form
has been proposed by Zhong and Yeung [6]. Fundamentally, the convex form enables the strategy
to be generalised to the control of multiple WECs in real-time [7,8]. However, linear MPC relies on
a linear model of the WEC dynamics. In energetic waves, nonlinearities in the static and dynamic
Froude–Krylov forces (i.e., the hydrostatic restoring and wave incidence forces) and viscous drag effects
can become significant [9]. Although nonlinear MPC strategies have been proposed [10,11] and even
tested experimentally [12], achieving a successful real-time, centralised control implementation for
multiple WECs is expected to be challenging [13].

As described in [14,15], alternative strategies have been developed for the control of WECs.
Some, like simple-and-effective control [16], present similar performance to MPC at a much lower
computational cost. Alternative solutions based on machine learning have been recently considered
thanks to the advancements in the field of artificial intelligence. Most commonly, the neural networks
are used to provide a data-based, nonlinear model of the system dynamics, i.e., for system identification.
After training, the identified model is coupled with standard strategies used for the control of WECs,
e.g., resistive or damping control in [17], reactive or impedance-matching in [18] and latching control
in [19,20]. On the one hand, some studies have proposed the use of neural networks to find the
optimal parameters for impedance-matching control on a time-averaged basis [21], thus being readily
applicable to the centralised control of multiple WECs [22]. On the other hand, other works have
focused on real-time control [19,20,23], exploiting the capability of neural networks to handle the
predicted wave elevation over a future time horizon, similar to MPC. The main advantage of machine
learning models for the system identification of WECs is that the same method can be used for different
WEC technologies and is potentially adaptive to changes in the system dynamics, e.g., to subsystem
failures or biofouling.

A promising solution to developing an optimal, real-time nonlinear controller for WECs inclusive
of constraints on both the state and action is to cast the problem in a dynamic programming framework,
similarly to MPC for WEC problems. In non-linear dynamic programming solutions, a neural
network is used as a critic to approximate the time-dependent optimal cost value expressed as a
Hamilton–Jacobi–Bellman equation. Numerical studies have shown the effectiveness and robustness
of this approach for the control of a single WEC [24–26]. In particular, dynamic programming,
also classified as model-based reinforcement learning (RL), is much more data-efficient than model-free
RL [27]. Using a machine learning model trained on the collected data, such as Gaussian processes [27]
or neural networks [24–26], enables the controller to plan off-line, thus significantly speeding up the
learning of a suitable control policy even from a small set of samples. Conversely, model-free RL
methods which learn from direct interactions with the environment require a much larger number
of samples (in order of 108 as opposed to 104 for complex control tasks [28]). For this reason, to date
model-free RL has been applied only to the time-averaged resistive and reactive control of WECs
with discrete PTO damping and stiffness coefficients [29–31], with lower level controllers necessary
to ensure constraints abidance [32]. However, model-free RL schemes are known to find the optimal
control policy, even for real-time applications and very complex systems [28].

This paper introduces the world-first deep reinforcement learning (DRL) control method for WECs.
The novel approach enables the real-time, nonlinear optimal control of WECs based on model-free RL.
Deep learning allows the method to treat continuous control input and output features efficiently at
deployment time.
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To avoid unpredictable behaviour during the initial learning stage, WECs are expected to be
controlled with model-based, robust methods once first deployed in the future. For a real-time
implementation on complex WECs, these are likely to rely on linear models considering current
technologies. After sufficient data samples are collected, the controller can move to the proposed
data-driven model, whose computational cost at deployment does not increase if nonlinearities are
present and can adapt to changes in the system dynamics or noncritical faults if retrained regularly.
Hence, first of all, the WEC is operated in a range of representative sea states under the convex MPC
proposed in [6,8]. Data samples are collected from 15-minute-long wave traces in each sea state.
Subsequently, the dataset is used to train a deep neural network (DNN), defined as a neural network
with more than one hidden layer according to [33], which mimics the controller behaviour. The DNN
thus corresponds to the actor of an actor-critic RL strategy. The actor will be then used to initialise a
model-free RL controller, as in [28]. The agent will then be further trained to optimise its behaviour as
in [34].

In this article, the analysis is limited to the simulation of a standard spherical point absorber
constrained to heaving motions [9]. The simulation environment is currently based on a linear model
as presented in Section 2. The new DRL-based control method for WECs is described in Section 3.
Finally, the performance of the trained actor is assessed directly against the original linear MPC
developed in [6] in Section 4, with conclusions drawn in Section 5.

2. Linear Model of a Heaving Point Absorber

A heaving point absorber is shown schematically in Figure 1. Assuming linear potential wave
theory, the equation of motion of a heaving point absorber can be expressed in the time domain as [35]

mz̈(t) = fe(t) + fr(t) + fh(t) + fm(t) + fPTO(t), (1)

where t indicates time, z the heave displacement, fe the wave excitation force inclusive of wave
incidence and diffraction effects (or dynamic Froude–Krylov and scattering forces), fr the wave
radiation force, fh the hydrostatic restoring force (or static Froude–Krylov), fm the mooring force, fPTO
the PTO or control force, and m is the mass of the buoy. In this study, the mooring forces are ignored
for simplicity.

Figure 1. Heaving point absorber.
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The linear excitation wave force can be obtained using the excitation impulse response function
H(t) as

fe(t) =
∫ ∞

−∞
H(t − τ)ζ(t)dτ, (2)

where ζ is the wave elevation. Similarly, the linear hydrostatic restoring force is

fh(t) = −ρgAwz(t), (3)

where ρ is the water density, g the gravitational acceleration and Aw the waterplane area.
Using Cummins’ equation [36], the radiation force can be expressed as

fr(t) = −A(∞)z̈(t)−
∫ t

−∞
K(t − τ)ż(τ)dτ, (4)

where A(∞) is the heave added mass at infinite wave frequency and K is the radiation impulse
response function. The convolution integral in (4) causes significant challenges for control tasks.
Hence, it is common practice to approximate the convolution integral with a state-space model to
improve the computational performance and ensure controllability. Here, the approach based on
moment matching proposed in [37] is followed. Hence, (4) is reformulated as

ẋss(t) = Assxss + Bssż, (5a)∫ t

−∞
K(t − τ)ż(τ)dτ ≈ Cssxss + Dssż. (5b)

Substituting (3)–(5) into (1) allows the equation of motion of the heaving point absorber to be
expressed in state space form:

ẋ(t) = Ax(t) + Buu(t) + Bvv(t), (6a)

y = Cx, where (6b)

x =
[
z w xT

ss

]T
, (6c)

u = fPTO, (6d)

v = fe, (6e)

Bu = Bv =
[
0 M−1 0T

]T
, (6f)

A =

⎡
⎢⎣ 0 1 0

−M−1C 0 −M−1Css

0 Bss Ass

⎤
⎥⎦ , (6g)

C =
[
1 1 0T

]T
, (6h)

with M = m + A(∞). The net useful energy that can be absorbed from the waves between times t0

and tf is given by

E = −
∫ tf

t0

fPTO(t)ż(t)dt. (7)

3. Real-Time Reinforcement Learning Control of a Wave Energy Converter

RL is a decision-making framework in which an agent learns a desired behaviour, or policy π,
from direct interactions with the environment [38]. As shown in Figure 2, at each time step, the agent
is in a state s and takes and action a, thus landing in a new state s′ while receiving a reward r.
A Markov decision process is used to model the action selection depending on the value function
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Q(s, a), which represents an estimate of the future reward. By interacting with the environment for a
long time, the agent learns an optimal policy, which maximises the total expected reward.

Action

State

Reward

New state

Agent

Environemnt

Figure 2. Block diagram of reinforcement learning (RL) control.

3.1. Problem Formulation

As a decision-making framework, RL is typically used to train an agent, or system, to perform
a task that is particularly challenging to express in a standard control setting, e.g., walking for a
legged robot. These tasks are usually described as episodic, i.e., the experience can be subdivided into
discrete trials whose end is determined by either success in achieving the desired task, e.g., the robot
has correctly made a walking step, or failure, e.g., the robot has fallen over and needs to start again.
However, WEC control is clearly continuous, which will require a reformulation of the RL schemes as
shown in [29–32].

In a feedforward configuration, the control of WECs is dependent on the wave excitation force and
its predicted value over a future time horizon. Here, a simple state space is selected, which includes
only the WEC displacement and velocity and capture the wave excitation information from the wave
elevation and its rate. Therefore, the RL state space for a heaving point absorber is defined as

s =
[
z ż ζ ζ̇

]T
. (8)

The action space is identical to the control input u:

a = fPTO. (9)

Although RL originated with the treatment of discrete actions, as for instance shown in [29–32],
successful strategies with continuous action spaces have been recently proposed [34,39,40]. With either
solution, constraints on the action can be easily imposed, so that |a| < fmax.

Specifying an appropriate reward function is fundamental to have the agent learn the desired
behaviour. Note that in RL, the optimisation problem is typically cast as a maximisation rather than a
minimisation. Taking inspiration from [24–26], the reward function can be defined as

r = − fPTOż − wu f 2
PTO − wz pz, (10)

where the weights wu and wz can be used to tune the penalty on the control action and heave
displacement, respectively. Whilst a constraint can be placed on the PTO force, as it coincides
with the control action, it is not possible to impose proper limits on the heave displacement.
Therefore, a discontinuous function is used to determine the penalty term pz to produce an
aggressive controller:

pz =

{
0 if |z| ≤ zmax, (11a)

1 if |z| > zmax , (11b)

where zmax defines the displacement limit.
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Another difference between the RL and MPC frameworks consists of the way the information
on the future incoming waves is treated, i.e., the prediction step. In feedforward MPC, an external
method, e.g., autoregressive techniques and the excitation impulse response function [41], is used
to predict the incoming wave force and the information is included in the cost function to select the
control action. In the RL framework, the agent learns an optimal policy for the maximisation of the
total reward, which is a function of the current reward as well as discounted future rewards deriving
from following either the current or the optimal policy. This means that the reward function should be
specified for the current time step rather than include information from predicted future time steps.
The prediction step is embedded within the RL system in a probabilistic setting.

3.2. RL Real-Time WEC Control Framework

Although trust region policy optimisation is used in [28] for a model-free controller initialised
with samples obtained from an MPC controller, here actor-critic strategies are considered for the
real-time control of a WEC. An example of a successful scheme with continuous state and action spaces,
which are necessary for improved control performance, is soft actor-critic (SAC) [34]. In particular,
SAC [34], which is the most advanced actor-critic DRL algorithm at the time of writing, is selected
here for the control framework for the point absorber.

As shown in Figure 3, the controller would be split into an actor and a critic. The function of the
critic is to evaluate the policy, thus updating the action-value function, which is a measure of the total
discounted reward, using the samples collected from observations of the environment. The discounted
reward estimated by the critic is then fed to the actor. Using the estimated action-value function,
the actor selects an action based on the current state, directly interacting with the environment.
The policy is then improved by learning from the collected observations. As SAC is an off-line,
off-policy algorithm, the critic and actor can be updated using batches of data samples, known as
experience replay buffer.

Figure 3. Diagram of the soft actor-critic (SAC) algorithm for the real-time control of a wave energy
converter (WEC).

The agent seeks to maximise not only the environment’s expected reward, but also the
policy’s entropy. The concept of entropy ensures that the agent selects random actions to explore
the environment through a parameter α defined as the entropy temperature. The parameter is
automatically adjusted with gradient descent to ensure sufficient exploration at the start of learning,
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and subsequently a greater emphasis on the maximisation of the expected reward. A DNN is used
to model the mean of the log of the standard deviation of the policy. For the policy improvement
step, the policy distribution is updated towards the softmax distribution for the current Q function by
minimizing the Kullback–Leibler divergence.

In SAC, two DNNs are used to approximate the critic’s policy evaluation to mitigate positive bias
in the policy evaluation step. The DNNs are trained off-line using batches of data collected by the actor
during deployment. The minimum value of the two soft Q-functions is used in the gradient descent
during training, which has been found to significantly speed up convergence. Additionally, target
networks that are obtained as an exponentially moving average of the soft Q-function weights are
used to smooth out the effects of noise in the sampled data.

The SAC algorithm is summarised in Algorithm 1. For a full explanation, the reader is referred
to [34].

Algorithm 1: SAC algorithm taken from [34].
Result: Optimised actor and critic DNNs
initialise policy, two soft Q and two target soft Q DNNs;
initialise experience replay buffer with MPC samples;
for each episode do

for each step do
sample actions from the policy;
sample transition from the environment;
store the transition in the replay buffer;

end
for each gradient update step do

update the soft Q DNN weights;
update the policy DNN weights;
adjust the entropy temperature;
update the target DNN weights;

end

end

As compared with the RL solutions presented in [29–32], once trained the new DRL
implementation can be implemented in real time, with a control time step similar to the one used by
other control methods, e.g., MPC.

4. Results and Discussion

4.1. Case Study

A spherical point absorber as shown in Figure 1 is selected as a case study for the development
of the real-time RL WEC control scheme. The spherical buoy represents a standard case study
based on the Wavestar prototype WEC, which has also been used in [9,37,42] among other studies.
Additionally, the simple geometry enables the inclusion of computationally efficient nonlinear
Froude–Kryolv and viscous forces in the future. The properties of the point absorber in the simulation
environment can be found in Table 1. The hydrodynamic coefficients have been computed in the
panel-code WAMIT. However, the same matrices as in [37] have been used for the state-space
approximation of the radiation convolution integral. The problem has been programmed in the
Python/Pytorch framework for the SAC controller.

In addition, the robust and computationally efficient MPC strategy described in [6,8] is selected to
initialise the training and benchmark the results of the DRL scheme. The method is implemented in the
MATLAB/Simulink framework using the quadratic-programming solver quadprog, after discretising
the matrix equation in (6) with a zero-order hold. Similarly to [6,8], the future wave elevation is
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assumed here to be known exactly, as prediction methods with 90% accuracy up to 10 s into the future
have been proposed [41,43].

For both control methods, a first-order Euler scheme is used for the time integration of the
simulations with a time step of 0.01 s.

Table 1. Properties of the spherical point absorber in the simulation environment.

Property Value

Buoy diameter [m] 5
Buoy mass [kg] 32.725
Buoy resonant period [s] 3.17
Water depth [m] ∞
ρ [kg/m3] 1000
g [m/s2] 9.81

Typical ocean waves have an energy wave period approximately ranging from 5 s to 20 s [44].
Hence, it is clear that the selected point absorber will need significant control effort to extract energy
from realistic ocean waves, since its resonant period is lower, as shown in Table 1. In this work, the peak
wave period is considered to range from 4 s to 10 s, which is expected to be realistic for the small point
absorber. Additionally, as the simulation environment is based here on a linear model, only small
wave amplitudes up to 1 m are analysed. As a result, no constraints on either the buoy displacement
or the PTO force are set on the MPC controller. The penalty on the slew rate is expected to be sufficient
for the achievement of a suitable WEC response, by setting rMPC = 10−5 to ensure convexity according
to [8].

Zhong and Yeung [6] have shown that, in regular waves, the mean absorbed power does not
increase with time horizon duration after the horizon is one wave period long. Hence, here we set
H = 10 s, since it corresponds to the longest wave period that is analysed and corresponds to realistic
prediction timeframes [41,43]. The control time step length is set to δt = 0.2 s.

A maximum PTO force fmax = 105 N and displacement zmax = 2.5 m are selected. Additionally,
the weights of (10) are set to wu = 10−5 and wz = 106. The hyperparameters used for the SAC agent
are the same as in [34] and are reported in Table 2 for greater clarity.

Table 2. Hyperparameters of the SAC agent.

Parameter Value

optimizer Adam
learning rate 3 × 10−4

discount factor 0.99
replay buffer size 106

number of hidden layers (all networks) 2
number of hidden units per layer 256
number of samples per minibatch 256
entropy target −1
activation function ReLU
target smoothing coefficient 0.005
target update interval 2
gradient steps 1

4.2. Results in Irregular Waves

To generate sufficient data samples for the training of the actor DNN, 28 wave traces of irregular
waves lasting 15 min each are produced, with the significant wave height ranging from 0.5 m to 2 m in
steps of 0.5 m and the peak wave period from 4 s to 10 s in steps of 1 s. A Bretschneider spectrum is
used [44]. The controller is started only after 100 s from the start of the wave trace to avoid numerical
instabilities during the initial transient. The wave trace is logged after an additional 50 s for 900 s.
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4.2.1. Training

The sampled data is used to initialise the experience replay buffer of the SAC agent. Each episode
consists of a randomly initialised wave trace whose significant wave height and peak wave period
are randomly selected in the 1.5–2 m and 6–8 s range, respectively. The wave trace lasts for 200 s
and is initialised with no control force for the first 100 s to avoid numerical instabilities. Hence, each
episode lasts a total of 2001 steps for the selected control time step of 0.2 s. The same control time step
is selected for the DRL controller. To ensure the robustness of the algorithm, the agent is trained with
five different seed values to the random number generator.

As can be seen in Figure 4, after the initialisation with the samples collected by the MPC
controller, the agent learns a policy to maximise the expected reward after approximately 50 episodes
(or approximately 105 steps). Note that in Figure 4, the total reward per episode is highly dependent
on the randomly selected significant wave height and peak period; hence, large variations are possible
even after training, due to the different level of energy in the waves.

Figure 4. Total reward per episode during training.

The convergence time corresponds to approximately 5000 s of experience in addition to the
previous 25,200 s with MPC control for a total of approximately 8.4 h. This is a really short time
over the life time of the WEC and provides confidence in the controller being able to deliver adaptive
control in practical implementations. However, the negative absorbed powers shown during the
first episodes are highly worrying. At the start of learning, the agent is preferring random actions
to ensure exploration. However, during exploration the device, and in particular the PTO, may fail.
Therefore, in the future, a fixed entropy temperature may reduce exploration at the start and thus its
associated risks if the controller is already initialised with data from a robust controller. This solution
is however likely to slow down the training time.

4.2.2. Comparison between SAC and MPC

To assess the performance of the DRL control, MPC and SAC are tested in unseen waves.
The traces have a Bretschneider spectrum in the same range of significant wave height and peak
wave period, but different seed numbers to the random number generator from the training set.
They last 1050 s, with the controller initialised after 100 s and the averaging to compute the mean
power started after a further 50 s.
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The mean useful or net absorbed power is shown in the dashed lines in Figure 5 for MPC.
The reactive power, Prea, is defined as the power transferred from the PTO to the point absorber, whilst
the active or resistive power, Pact, is the power transferred from the absorber to the PTO. The net useful
power is thus Pu = Pact − Prea. For the MPC, the extracted power at higher wave periods is curtailed
by the penalty on the slew rate. In Figure 6, the ratio of the reactive and active power for the MPC
can be seen in the dashed lines. Reactive power is primarily used to speed the WEC up in shorter
waves, i.e., when the wave period is shorter than the resonant period, whereas passive damping can
be used to slow the device down for longer wave periods. The steady increase in the ratio of the
reactive and active power for higher wave periods for the MPC is thus unexpected. The greater control
effort the further from the resonance period (3.17 s for the point absorber) is however visible also
in [6] and can be explained with the decrease of the absolute value of the active power for longer
waves. Furthermore, a comparison with the case studies in [6,8] shows that the selected value of rMPC
is providing a stronger influence in this example.

Figure 5. Variation with peak wave period of the mean useful power absorbed by the heaving sphere
for the considered range of significant wave height.

Figure 6. Variation with peak wave period of the ratio of the mean reactive and active power absorbed
by the heaving sphere for the considered range of significant wave height.
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Figures 5 and 6 also display the performance of the SAC agent before and after training.
The dot-dash lines correspond to the SAC agent before training, with the entropy set to zero. In this
case, the agent replicates closely the MPC behaviour, even though there are differences in the actual
time-domain response. After training, the SAC agent (shown with thick continuous lines) improves
the energy absorption for the higher peak wave period values (Tp > 6 s) and the higher significant
wave height values (Tp > 1 m). These ranges correspond with the ranges used during training and
show poor generalisation ability. The negative mean absorbed power values for the lower periods
close to the WEC’s resonant period are particularly worrying. From Figure 6, it is clear that the main
cause for this behaviour is the aggressive policy that the SAC agents selects. The large flows of reactive
power are useful for periods smaller than the resonant period, i.e., in shorter waves, but unhelpful
close to the resonant period or for long wave periods, where damping is more useful to slow the WEC
down. The problem may be caused by the low resonant period of the point absorber. A larger device
whose resonant period is within the typical ocean waves period range should be selected in the future
to assess the behaviour of the controller for both short and long waves.

In Figure 7, the magnitude of the maximum heave displacement and PTO force can be seen.
Although the SAC algorithm presents higher displacements than MPC, the maximum value of 2.5 m is
not exceeded. This hints at the efficacy of the discontinuous penalty term in (10). However, designing
a method to guarantee the constraint handling for the displacement is critical for the DRL controller
to find an industrial application in the future. The aggressive behaviour of the SAC agent is further
underlined in Figure 7b, where the peak PTO force is hit in all sea states.

Figure 7. Variation with peak wave period of the maximum absolute displacement (a) and PTO force
(b) for the heaving sphere for the considered range of significant wave height.

The response of the MPC and SAC algorithms in the time domain can be seen in Figure 8.
The figure shows an extract of one of the simulations used to verify the performance of the SAC
scheme against MPC (Hs = 2 m and Tp = 6 s). From the figure, it is clear that the SAC converges onto
an aggressive bang-bang control policy.
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Figure 8. Time variation of the wave elevation and float heave displacement (a), wave and heave
velocity (b) and wave excitation and PTO force (c) for the simulation of the WEC in an irregular wave
trace with Hs = 2 m and Tp = 6 s.

The aggressiveness of the controller can be reduced by increasing the penalty on the PTO force
(through wu). The poor ability of the SAC agent to generalise to unseen wave conditions is problematic
and symptomatic of a possibly over-simplistic selection of the state-space. In [34], the information
from a number of past time steps is captured in the state-space to ensure convergence for the control of
a walking robot. A similar approach will be needed for the control of a WEC to capture the oscillatory
nature of gravity waves, similar to MPC. Furthermore, it is clear that the experience replay buffer
should include data samples from a broad range of sea states, in particular with regards to period both
below and above the resonance period of the device. Currently, the memory buffer is updated with
new samples by removing the oldest sample if the memory is full. This technique will be changed by
binning the data by wave period and height and ensuring a minimum number of samples per bin.

Table 3 shows the computational time required to train the SAC controller (over 100 episodes)
and to run a simulation of the WEC lasting 1050 s using the MPC and trained SAC schemes. The mean
from the 28 simulations employed to compare the two strategies is used. Note that the first 150 s are
needed to initialise the WEC dynamics and power averaging and that the control time step is 0.2 s
for both algorithms. Hence, there are 4501 control time steps per simulation, leading to the values for
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the computational time per time step shown in Table 3. The simulations are run on a laptop with an
Intel 5, 2.3 GHz, dual-core processor and 16 GB RAM.

Table 3. Training time (if applicable), mean total simulation time and time per control time step for the
simulations used to verify and compare the MPC and SAC control algorithms.

Scheme Training Time [s] Total Simulation Time [s] Time Per Control Time Step [s]

MPC - 11.798 2.6 × 10−3

SAC 869 2.607 5.8 × 10−4

As can be seen in Table 3, the SAC algorithm requires approximately 15 min to train over
100 episodes for analysed point absorber. The large computational time prevents an on-line
application, although training can happen regularly off-line in practice, once significantly large
new batches of data are collected. Conversely, once trained, the computational effort is 40 times
lower than the simulation control time step, thus enabling a real-time implementation with ease.
Additionally, the computational effort associated with SAC is one order of magnitude smaller than for
linear MPC. In fact, the computational time per control time step shown in Table 3 is overly conservative
for SAC, as it includes the overhead from the dynamic simulation in Python. Conversely, the linear
MPC code is implemented in a very efficient MALTAB/Simulink script with C-coded S-functions.
Therefore, a gain in performance as high as one additional order of magnitude is expected from
compiled solutions if the system has to be implemented on an actual WEC [45].

For reproducibility, the results of the SAC algorithm in the unseen test wave traces can be accessed
on Github1, including the wave elevation, vertical velocity and excitation force.

5. Conclusions

In this article, an established convex MPC has been used to generate observations for a heaving
point absorber in a range of irregular waves in a linear simulation environment. The samples have been
used to initialise a DRL agent, which learns an optimal policy from direct interactions with with the
environment for the maximisation of the energy absorption. By being off-line and off-policy, the SAC
algorithm enables the training to be decoupled from deployment, thus shifting the computational
effort on the training. This is a fundamental trait, as the control of large groups of WECs in the future
to achieve economies of scale is reliant on having an effective, real-time centralised strategy.

The DRL control improves the energy absorption of the point absorber over convex MPC for
wave periods higher than the resonant period of the device, whilst meeting the displacement and
force constraints. This is achieved by adopting a more aggressive policy with higher slew rate.
However, poorer performance is shown for lower wave height and period values. These problems
will be addressed by reformulating the state-space, updating the reward function and the sampling of
data for the experience replay. Additionally, the exploration will be reduced from the start of training
to prevent the controller from taking actions that damage the PTO. Furthermore, the DRL controller
will be tested in a simulation environment inclusive of nonlinear effects, e.g., nonlinear static and
dynamic Froude–Krylov forces as in [42] and viscous drag. A sensitivity analysis will be run to assess
the impact of modelling errors on the performance of the DRL and MPC algorithms.
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Abstract: Spectral control is an accurate and computationally efficient approach to power-maximising
control of wave energy converters (WECs). This work investigates spectral control calculations with
explicit derivative computation, applied to WECs with non-ideal power take-off (PTO) systems
characterised by an efficiency factor smaller than unity. To ensure the computational efficiency of the
spectral control approach, it is proposed in this work to approximate the discontinuous efficiency
function by means of a smooth function. A non-ideal efficiency function implies that the cost function
is non-quadratic, which requires a slight generalisation of the derivative-based spectral control
approach, initially introduced for quadratic cost functions. This generalisation is derived here in
some detail given its practical interest. Two application case studies are considered: the Wavestar
scale model, employed for the WEC control competition (WECCCOMP), and the 3rd reference
model (RM3) two-body heaving point absorber. In both cases, with the approximate efficiency
function, the spectral approach calculates WEC trajectory and control force solutions, for which
the mean electrical power is shown to lie within a few percent of the true optimal electrical power.
Regarding the effect of a non-ideal PTO efficiency upon achievable power production, and concerning
heaving point-absorbers, the results obtained are significantly less pessimistic than those of previous
studies: the power achieved lies within 80–95% of that obtained by simply applying the efficiency
factor to the optimal power with ideal PTO.

Keywords: wave energy converters; spectral control; optimal control; power take-off

1. Introduction

Power-maximising control is a promising path to improve the economic competitiveness of
WECs [1]. Various control methods have been proposed, of which the most basic are simple
parametric control strategies, whereby one or two scalar control parameters are adjusted on a sea
state-by-sea state basis. Recent years have witnessed a growing interest for model predictive control
(MPC) strategies [2], whereby an optimisation problem is solved in real-time to update a prescribed
control input, or a reference trajectory to be followed by the WEC. MPC strategies take profit from
wave excitation predictions. They can, in theory, handle nonlinear WEC models, through the use
of nonlinear optimisation algorithms, as well as constraints on the WEC dynamics, control force
or instantaneous power.

First introduced in [3] for WEC control applications, spectral and pseudo-spectral MPC methods
discretise the wave inputs and optimisation variables by means of basis functions, typically Fourier [4,5]
(when a periodic wave input is considered), or Chebyshev-like [6] (to handle directly the non-periodic
wave signal, seen within the receding-horizon control window). In terms of signal approximation
(i.e., when it comes to approximate a given function by means of a finite number of “spectral” basis
functions), spectral techniques are said to have superlinear convergence properties [7], which means that
the approximation error decreases more than linearly with the number of basis functions employed,
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provided that the function approximated is continuous (with a geometric convergence rate for functions
with a finite degree of smoothness, and an exponential convergence rate for infinitely-smooth functions
such as linear functions). As a consequence, spectral methods require a small number of coefficients
to describe the control inputs or WEC dynamics with a prescribed accuracy, thus reducing the
number of optimisation variables, and the associated computation cost. Spectral methods can thus
handle relatively long control horizons. In addition, the “aggressiveness” of the control solution,
i.e., how abruptly the solution oscillates, can be tuned, by adjusting the number of basis functions.

In [5], a computationally efficient spectral control formulation for nonlinear, 1-DoF WEC models is
introduced in which, using the dynamical equation, the control variable is eliminated in the expression
of the objective function, thus resulting in a problem where the only variables to optimise are those,
corresponding to the WEC motion. The approach in [5], combined with the explicit computation of the
first- and second-order derivatives of the objective function, is shown to be orders of magnitude faster
than usual spectral control formulations, whereby the dynamical equations are considered as a set
of equality constraints. Although the proposed approach is based on Fourier basis functions, it has
been successfully implemented in a receding-horizon set-up [8,9]. Also note that combining spectral
control (for optimal reference generation) with tracking control entails a certain degree of robustness
to modelling errors, in contrast to direct computation of the optimal control force, which requires
accurate modelling of all the WEC dynamics. Indeed, the controller presented in [9] is shown to be
little affected by tracking loop imperfection as well as by estimation and forecast errors.

In all references previously mentioned, like in the vast majority of the wave energy control
literature, only hydrodynamic power absorption is considered. From an optimal control perspective,
the objective function, here denoted as f , is generally the raw mechanical power absorbed by the PTO
system [2]. For a WEC with one mechanical degree of freedom, the raw absorbed power is written
as follows,

f (x, u) = − 1
T

∫ T

t=0
ẋudt (1)

where T is the length of the control horizon, x denotes the WEC generalised position and u the PTO
force (which is the control input).

However, in practical applications, the PTO system is not ideal, so that the electrical power,
Pe, is not equal to the absorbed mechanical power, Pa = −uẋ, as highlighted by a number of
authors [10–17]. More specifically, when power is mechanically absorbed from the waves, the electrical
power Pe, actually available at the end of the mechanical-to-electrical conversion stage, is smaller
than the absorbed power Pa, because of the losses occurring in the conversion stage (0 ≤ Pe ≤ Pa).
Conversely, if a reactive control strategy is adopted [1], at times some power must be returned from
the electromechanical system back into the ocean (Pa ≤ 0). At those instants, because of the losses in
the PTO system, the electrical power provided by the grid to the PTO system must be greater than
|Pa|, so that Pe ≤ Pa ≤ 0. PTO losses should be taken into account when designing the WEC control
strategy [10–17]. In fact, a reactive control strategy, obtained without modelling losses in the objective
function, can yield negative average generated power when applied to the true system, where losses
occur (see, for example, in [13]).

Therefore, it is of high practical interest to extend the methodology proposed in [5] to more
general objective functions of the form

f (x, u) =
1
T

∫ T

t=0
α(x, ẋ, u)dt (2)

where α is some scalar function of x, ẋ and u (while the control calculations presented in [5] can only
deal with cost functions in the form −uẋ, quadratic in the problem variables). Pe, being modelled as a
function of Pa = −uẋ, is a special case of the formulation in Equation (2). Such a formulation can also
include, for example, quadratic terms introduced to penalise the WEC excursions or control effort.
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This work, like that in [5], is concerned with the calculation of optimal control solutions in an
“off-line” fashion (as opposed to receding-horizon implementations such as in [6,8,9]), taking into
account the totality of a relatively long, simulated irregular wave input signal comprising a few tens of
wave periods. Therefore, the insight provided, regarding the effect of a non-ideal PTO system onto
optimal control results, is reasonably general, and remains free of the many effects, which interact
when considering a particular receding-horizon implementation [9]. Furthermore, the optimal control
solution, obtained off-line, and the corresponding generated power, provide a reference to assess the
performance of real-time, receding-horizon control algorithms (which cannot, in theory, outperform the
optimal solution obtained off-line). The present study is restricted to WECs with one degree of freedom.

The rest of this paper is organised as follows.

• Section 2 revisits the method presented in [5], for an objective function of the form of Equation (2).
• Section 3 introduces the simple non-ideal PTO model retained in this work, and two numerical

case studies: the Wavestar model used in the WECCCOMP challenge [18], and the RM3 two-body
heaving point absorber [19].

• For both case studies, numerical results are shown and discussed in Section 4;
• Finally, conclusions are presented in Section 5.

2. An Efficient Spectral Control Method for a 1-DoF, Non-Linear WEC Model

2.1. WEC Dynamical Model

Consider a WEC, modelled with one degree of freedom, denoted x. Newton’s second law,
which describes the WEC motion, typically takes the following mathematical form (see in [5],
and detailed justifications in Chapter 4 of the work in [20]):

L{x}+ n(x, ẋ) = u + e (3)

where the dependence in the time variable t has been omitted to alleviate notations, and

• L represents a linear integro-differential operator, containing some of, or all the terms of the
well-known Cummins’ equation [21]:

L{x}(t) := (I + I∞)ẍ(t) + Cẋ(t) +
∞∫

τ=0

kr(τ)ẋ(t − τ)dτ + Sx(t) (4)

where I represents the system inertia; I∞ and kr are the radiation infinite-frequency added inertia
and damping convolution kernel, respectively; C models some linear damping term (for example,
to take friction effects into account); and S is the hydrostatic restoring force (resulting from the
balance between gravity and Archimede’s force);

• n represents some nonlinear function, with the aim of modelling nonlinear dynamical effects,
not accounted for by a linear modelling approach. If n includes effects, usually modelled linearly
in Cummins’ Equation (4), then the corresponding linear coefficients in Equation (4) can be
assumed equal to zero;

• e(t) is the wave excitation force; and
• u(t) is the control force, exerted by the PTO system onto the WEC’s moving part.

The operator L is represented by a frequency-response mapping z(ω) = S − ω2(I + Ar(ω))−
jω(C + Br(ω)), where the radiation frequency-dependent added mass Ar(ω) and damping Br(ω) are
related to I∞ and kr through Ogilvie’s relation [22].
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2.2. Spectral Control Problem Formulation

Consider an optimal control problem of the following form,⎧⎨
⎩max

x,u
f (x, u)

s.t. L{x}+ n(x, ẋ) = u + e
(5)

where f (x, u) := 1
T
∫ T

t=0 α(x, ẋ, u)dt; T is the control time horizon; the equality constraint expresses the
fact that the dynamical Equation (3) must be satisfied at every instant; and the function α, as mentioned
in the introduction, represents the “instantaneous” objective function. Given the particular form of the
dynamical equation, u can be expressed as a function of the other variables, so that Problem (5) can be
recast as follows,

max
x

f (x) (6)

where f (x) = 1
T
∫ T

t=0 α(x, ẋ,L{x} + n(x, ẋ) − e)dt, while the variable u, as well as the equality
constraint, are eliminated, so that only the device trajectory is now optimised.

Assume a periodic, polychromatic excitation signal with period T, of the form

e(t) =
1√
2

ê1 +
N

∑
n=1

ê2n cos(ωnt) + ê2n+1 sin(ωnt) (7)

where the frequencies ωn are defined harmonically with Δω = 2π
T and ∀n ∈ {1...N}, ωn = nΔω. In the

following, consistently with a periodic excitation signal, solutions x are searched among periodic
signals with period T, and the WEC motion is assumed of the form

x(t) =
1√
2

x̂1 +
N

∑
n=1

x̂2n cos(ωnt) + x̂2n+1 sin(ωnt) (8)

Note that, in Equations (7) and (8), the number N of harmonics being formally identical does not
imply any loss of generality: for example, the number of harmonics in x can be considered larger than
that in e, by setting to zero higher frequency components of e. In the extreme case of a zero-mean,
monochromatic wave input, all components ên, except for ê2 and ê3, are zero, while the solution x can
have an arbitrarily large number of components N.

The next step consists of discretising the integral in objective function, using a set of M
equally-spaced points tm, spanning the interval [0; T], with typically M ≥ 2N + 1, so that the
maximisation problem becomes

max f̃ (x) :=
M

∑
m=1

α(tm) (9)

where, for the sake of conciseness, α(tm) denotes the value of α when its arguments are evaluated at
time tm.

Define the matrix Φ ∈ R
M×(2N+1) as

∀i ∈ {1...M}, j ∈ {1...N},

⎧⎪⎪⎨
⎪⎪⎩

Φi,1 = 1√
2

Φi,2j = cos(ωjti)

Φi,2j+1 = sin(ωjti)

(10)

and the matrix

Ω =

⎛
⎜⎝

Ω0 · · · 0
...

. . .
...

0 · · · ΩN

⎞
⎟⎠ (11)
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where Ω0 = 0 and, ∀n ≥ 1, Ωn =

(
0 ωn

−ωn 0

)
.

Define vectors x̂ :=
(

x̂1 · · · x̂N

)ᵀ
, ê :=

(
ê1 · · · êN

)ᵀ
, x :=

(
x(t1) · · · x(tM)

)ᵀ
, ẋ :=(

ẋ(t1) · · · ẋ(tM)
)ᵀ

and e :=
(

e(t1) · · · e(tM)
)ᵀ

. Then, it is easy to see that x = Φx̂, ẋ = ΦΩx̂ and
e = Φê.

Furthermore, the linear terms of L evaluated at times t1...tM, l :=
(
L{x}(t1) · · · L{x}(tM)

)ᵀ
,

can be calculated as l = Lx̂, where

L =

⎛
⎜⎝

L0 · · · 0
...

. . .
...

0 · · · LN

⎞
⎟⎠ (12)

with blocks L0 = �{z(0)} and ∀n ∈ {1...N}, Ln =

(
�{z(ωn)} �{z(ωn)}
−�{z(ωn)} �{z(ωn)}

)
.

Finally, the objective function can be expressed as a function of x̂, as follows,

f̃ (x̂) = 1
ᵀ
M×1α(Φx̂, ΦΩx̂, ΦLx̂ + n(Φx̂, ΦΩx̂)− Φê) (13)

where 1M×1 is the unit vector of size M× 1 and, with a slight abuse of notation, the functions α and n are

applied component-wise to the vectors used as arguments, i.e., for example, g(v) =
(

g(v1)...g(vM)
)ᵀ

.
Note that Equation (13) differs from the objective function in [5], as α is, in general, not a quadratic

function of its arguments. The calculations which follow constitute a useful generalisation of the
results in [5].

2.3. Explicit Calculation of the Objective Function Derivatives

In this section, it is assumed that α and n are continuous in all their arguments, and admit
second-order derivatives. Under such an assumption, the first- and second-order derivatives
of f̃ , with respect to the components of x̂, can be put to good use within a gradient-based
optimisation algorithm [5]. In the following, it is shown how to calculate explicitly those derivatives.
The calculations do not present any particular difficulty, but they are not detailed here for the sake
of brevity.

A useful convention is first introduced. Given a function y defined on [0; T], the notation Dy

represents the M× M diagonal matrix with diagonal entries y(t1), ...y(tM). Then, the vector of 1st-order
derivatives is given as

∂ f̃
∂x̂

= 1
ᵀ
M×1

[
Dv1 Φ + Dv2 ΦΩ + Dv3 ΦL

]
(14)

with ⎧⎪⎨
⎪⎩

v1 = ∂α
∂x + ∂α

∂u
∂n
∂x

v2 = ∂α
∂ẋ + ∂α

∂u
∂n
∂ẋ

v3 = ∂α
∂u

The matrix of second-order derivatives is given as

∂2 f̃
∂x̂2 = ΦᵀDw1 Φ + ΦᵀDw2 ΦΩ + ΩᵀΦᵀDw2 Φ

+ ΩᵀΦᵀDw3 ΦΩ + ΦᵀDw4 ΦL + LᵀΦᵀDw4 Φ

+ ΩᵀΦᵀDw5 ΦL + LᵀΦᵀDw5 ΦΩ

+ LᵀΦᵀDw6 ΦL

(15)
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with: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w1 = ∂2α
∂x2 + 2 ∂2α

∂x∂u
∂n
∂x + ∂2α

∂u2 (
∂n
∂x )

2 + ∂α
∂u

∂2n
∂x2

w2 = ∂2α
∂ẋ∂x + ∂2α

∂u2
∂n
∂x

∂n
∂ẋ + ∂2α

∂ẋ∂u
∂n
∂x + ∂2α

∂x∂u
∂n
∂ẋ + ∂α

∂u
∂2n

∂x∂ẋ

w3 = ∂2α
∂ẋ2 + 2 ∂2α

∂ẋ∂u
∂n
∂ẋ + ∂2α

∂u2 (
∂n
∂ẋ )

2 + ∂α
∂u

∂2n
∂ẋ2

w4 = ∂2α
∂u∂x + ∂2α

∂u2
∂n
∂x

w5 = ∂2α
∂u∂ẋ + ∂2α

∂u2
∂n
∂ẋ

w6 = ∂2α
∂u2

In practice, at each iteration of the optimisation algorithm, the objective function α̃, the nonlinear
terms n, and their 1st- and 2nd-order derivatives, are evaluated along the trajectory given by x = Φx̂.

f̃ is evaluated; v1...v3 are built in order to calculate ∂ f̃
∂x̂ as in Equation (14), and w1...w6 are built in order

to calculate ∂2 f̃
∂x̂2 as in Equation (15).

2.4. Inequality Constraints

The reader may have noticed that inequality constraints have not been introduced in the problem
formulation. Yet, operational limitations, typically on the WEC position or velocity, on the control
force or on instantaneous power, are essential for the safe operation of the device.

In particular, constraints which are nonlinear with respect to x (e.g., force or power constraints)
are computationally challenging. How their 1st- and 2nd-order derivatives can be explicitly
computed, is detailed in [5]. The more general objective function, introduced in the present paper in
Equation (5), does not result in any change in the constraint-related calculations, which are therefore
not reproduced here.

3. Numerical Case Studies

3.1. Non-Ideal Power Take-Off Systems

The effect of a non-ideal PTO efficiency upon WEC control is specifically addressed in a number
of studies [10–15,18]. In most of them [11,12,14–18], the non-ideal PTO system is modelled by means
of a non-unity efficiency factor μ verifying 0 ≤ μ ≤ 1, so that the instantaneous electric power is
expressed as follows.

Pe =

{
−μuẋ if − uẋ ≥ 0

− 1
μ uẋ if − uẋ < 0

(16)

The simple model (16) is also retained in the present study, for the two WEC models described in
Sections 3.2 and 3.3.

Reactive control techniques (which imply that, at times, Pa is negative) are essential to achieve
optimal or near-optimal hydrodynamic power absorption, when the incoming wave frequency is
away from the system’s resonant frequency. In the case of monochromatic waves, a simple PI control
law, of the form u = −bẋ − kx, can achieve optimal power absorption, following the principle of
impedance matching [1]. In irregular waves, a PI control law also presents significant improvements
in absorbed power, with respect to a passive law of the form u = −bẋ, although the PI controller is
then sub-optimal. A salient point of studies [11,12] is that reactive control is particularly affected by a
non-ideal PTO efficiency. In particular, it appears that the smaller μ is, the less reactive control should
be performed (i.e., |k| should be smaller).
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Overall, all studies [10–15,17,18] are relatively pessimistic, regarding the mean electrical power Pe

which can be achieved with a non-ideal PTO system: a 10% decrease in efficiency results in a drop in
Pe of more than 50%, even when control parameters are tuned taking the PTO efficiency into account1.

Define h(Pa) the efficiency function, so that h(Pa) = Pe
Pa

. Consistently with Equation (16), h is
equal to μ for positive Pa, and 1/μ for negative Pa, as illustrated in Figure 1. Such a discontinuous
function is undesirable for the efficient implementation of the spectral control approach, detailed in
Section 2, and which requires the explicit calculation of the 1st- and 2nd-order derivatives of the
objective function. Therefore, in this work, h(Pa) is approximated by the following function,

hκ(Pa) = A tanh(κPa) + B (17)

where A = 1
2 (μ − 1/μ), B = 1

2 (μ + 1μ) and κ > 0 is a real parameter, which governs the accuracy of
the approximation, as illustrated in Figure 1. Note that in [16], the use of a smoothed approximation
of the function (16) is also advocated, in order to avoid issues in gradient-based optimisation for the
considered optimal control problems. However, the sensitivity of the results to smoothing has not
been investigated.

Figure 1. Efficiency function h for μ = 0.9 and μ = 0.7, and their approximations hκ .

If the exact efficiency is considered, the function α in the optimisation problem (5) is α(ẋ, u) :=
−uẋ h(−uẋ). However, in practice, the problem is solved using the approximate function ακ(ẋ, u) :=
−uẋ hκ(−uẋ). For all (ẋ, u), α(ẋ, u) ≤ ακ(ẋ, u). Therefore, the optimal mean electric power, P∗

e,κ ,
obtained with ακ , is an upper bound to the optimal exact electric power, P∗

e , which would be obtained
if Problem (1) could be solved using the exact efficiency. Furthermore, for all κ1 ≤ κ2, for all (ẋ, u),
ακ2(ẋ, u) ≤ ακ1(ẋ, u), which implies that P∗

e,κ decreases monotonically with κ, and has P∗
e as a limit

when κ → ∞.
P∗

e can also be bounded from below: consider the solution x∗κ , u∗
κ , obtained with the approximate

objective function. x∗κ , u∗
κ is necessarily sub-optimal, with respect to the exact objective function.

Therefore, the exact mean electric power, effectively achieved with (x∗κ , u∗
κ), constitutes a lower bound

to P∗
e , and is calculated as follows.

P†
e,κ =

1
T

∫ T

t=0
α(ẋ∗κ , u∗

κ)dt (18)

1 It should be noted, however, that the control strategies adopted, and the PTO efficiency models, differ across studies, so that
accurate comparisons are difficult.
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Therefore the following inequality holds.

P†
e,κ ≤ P∗

e ≤ P∗
e,κ (19)

Even if the true optimal electrical power P∗
e cannot be calculated for the exact efficiency, by setting

κ to a large enough value, it can be ensured that the electric power P†
e,κ , effectively achieved with the

solution found, lies within a prescribed percentage of P∗
e .

Finally, let (x∗, u∗)|μ be the optimal solution for efficiency μ < 1, and P∗
e |μ (resp. Pa|μ) the mean

electrical (resp. absorbed) power with the solution (x∗, u∗)|μ. It is easy to show2 that P∗
e |μ < μPa|μ.

Define P∗
id as the optimal power for an ideal PTO (absorbed and electric power are then identical).

The solution (x∗, u∗)|μ is sub-optimal with respect to an ideal PTO, thus Pa|μ < P∗
id. Therefore,

the following simple inequality holds.
P∗

e |μ < μP∗
id (20)

Equation (20) means that the optimal mean electric power, for a non-ideal PTO efficiency,
cannot exceed the optimal mean electric power for an ideal PTO efficiency, multiplied by the efficiency
factor. In the particular case, where the optimal solution, for an ideal PTO efficiency, is purely passive,
then that solution is also the optimal solution for a non-ideal PTO efficiency μ < 1, and the inequality
becomes an equality: P∗

e |μ = μP∗
e |id. This can happen if the incoming wave frequency coincides with

the WEC natural frequency, so that no reactive power is needed to achieve optimal control.

3.2. The WECCCOMP Model

The Wavestar device is a point absorber WEC, primarily operating in heave, rigidly connected to a
rotation arm. The power is captured through the arm rotation around a fixed axis. In the WEC control
competition (WECCCOMP), a scale model of the Wavestar device is considered. The linearised WEC
dynamics can be modelled by expressing Newton’s second law around the rotation axis, which results
in a dynamical equation, of the form of Equation (3), where the nonlinear terms n are set to zero.
The variable x, in this case, corresponds to the angular displacement of the rotation arm. All the
linear parameters of Equation (3) are derived from the linear model, provided by the competition
organisers [18]. Lower and upper limits on the PTO torque (±10 N.m) and angular position (±24◦)
are considered as constraints. Six JONSWAP wave spectra [23], proposed by the organisers [18],
and with characteristics listed in Table 1, are used to generate random excitation torque time series,
with duration T = 40s, at least equal to 20 typical wave periods for the sea states considered.

In each random realisation, the optimal solution x̂∗κ |μ, and power P∗
e,κ |μ, with μ = 1, 0.9, . . . , 0.5,

are calculated using the approximate efficiency function hκ . Then, the exact power P†
e,κ |μ, obtained with

x̂∗κ |μ, is also calculated.
For each pair of sea states (1–4, 2–5, 3–6), the appropriate range of values for κ differs (when typical

values for absorbed power are larger, a smaller κ yields a satisfactory approximation). For each pair
of sea states, κ is gradually increased, until bounds given by Equation (19) are sufficiently close.
Suitable values for κ are indicated in Table 1.

Table 1. List of WECCCOMP JONSWAP sea states.

ID (Hm0 , Tp, γ) ID (Hm0 , Tp, γ) κ

1 (0.0208, 0.988, 1) 4 (0.0208, 0.988, 3.3) 100
2 (0.0625, 1.412, 1) 5 (0.0625, 1.412, 3.3) 5
3 (0.1042, 1.836, 1) 6 (0.1042, 1.836, 3.3) 2

2 To see this, decompose Pa into its passive and reactive components.
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3.3. The RM3 Device

The RM3 device is a self-reacting, two-body point absorber, exploiting the relative heave motion
of the two bodies [19]. The RM3 consists of a cylindrical float (B1) which vertically oscillates with
waves, relative to a vertical column spar buoy (B2) damped by a subsurface reaction plate. Within the
scope of linear hydrodynamics, the heaving mode of motion is decoupled from the other degrees of
freedom, and therefore B1 and B2 may be modelled in terms of heave only. Assuming harmonic signals
and adopting complex notations (omitting the frequency dependence for conciseness), the position in
heave of B1 and B2, x1 and x2, can be described by the following two equations [24],

{
z1 x̂1 + z21 x̂2 = ê1 + û

z12 x̂1 + z2 x̂2 = ê2 − û
(21)

where

• the complex mechanical impedance zi is built as zi(ω) = Si − ω2(Ii + Ar,i(ω))− jω(Ci + Br,i(ω))

from the hydrodynamic coefficients of Body i,
• the coupling terms zij(ω) = zji(ω) = −ω2 Ar,i→j(ω) − jωBr,i→j(ω) are due to the radiation

interaction between B1 and B2,
• êi denotes the wave excitation force onto Body i and
• the PTO system applies a force u from B2 onto B1.

By rearranging Equation (21), it is easy to obtain a new formulation in terms of the relative
motion3, x := x1 − x2, sufficient to solve the control problem (see in [24] for more detail):

zeqx̂ = êeq + û (22)

where zeq =
z2z1−z2

12
z0

, êeq = z2+z12
z0

ê1 +
z1+z12

z0
ê2 and z0 = z1 + z2 + 2z12. The proposed spectral method

can thus be applied, using the equivalent impedance zeq to determine the entries of the matrix L as in
Section 2.2.

Control calculations are carried out in four JONSWAP [23] sea states, inspired by the scatter
diagram of the device’s design location, given in [19], with Hm0 = 2m, γ = 3, and Tp = 6, 8, 10 and
12 s. The relative heave x is subject to the constraint −2m ≤ x ≤ 2m [19]. The wave signal duration is
set to T = 300 s (more than 25 typical wave periods in all sea states). A value κ of the order of 10−6

allows for accurate optimal power estimates4.

4. Numerical Results

All constrained control results were obtained using the interior-point algorithm implemented
in the Matlab5 fmincon function. For the WECCCOMP model, the cut-off frequency for the control
solution is set to 4 Hz (as the signal duration is T = 40s, the order N of the approximation is therefore
N = 4 × 40 = 160). The number M of collocation points is set to M = 3N + 1. For the RM3 device,
the cut-off frequency for the control solution is set to 0.5 Hz (as the signal duration is T = 300 s,
the order N of the approximation is therefore N = 0.5 × 300 = 150). The number M of collocation
points is set to M = 4N + 1.

3 For the motion to be fully determined, another equation is necessary, for example in terms of y := x1 + x2, but this does not
have any influence in terms of power absorption.

4 The reader may have noted that this value is very different from those, which were found appropriate for the WECCCOMP
model. This is because, given the form of Equation (17), the appropriate value for κ depends on the typical magnitude of Pa:
in the RM3 case, which is a full-scale model, Pa takes much larger values than in the WECCCOMP case.

5 www.matlab.com.
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4.1. The WECCCOMP Model

Figure 2 shows control results obtained with the WECCCOMP numerical model (see Section 3.2),
in the six sea states of the competition, and values of μ between 1 and 0.5. In each sea state, power values
are normalised by P∗

id, the optimal power obtained with μ = 1. P∗
id essentially represents the optimal

absorbed mechanical power; it is a well-known theoretical limit in the wave energy literature [1],

which can be calculated as P∗
id =

∫ ∞
ω=0

−ω|ê(ω)|2
2�{z(ω)} dω. As per Equation (19), P†

e,κ |μ and P∗
e,κ |μ together

provide bounds to P∗
e |μ, the optimal power for the exact efficiency function.

Figure 2. Normalised mean electric power for the model Wavestar device in the six WECCCOMP sea
states, over a range of efficiency parameter values.

Also shown in Figure 2, the dotted lines labelled “μP∗
id” represent the upper bound of

Equation (20), i.e., a hypothetical scenario where P∗
id would “only” be affected by a factor of μ. Pmism.

is the actual electric power which would be obtained, if the solution x̂∗id to the ideal control problem
were followed by a WEC with imperfect PTO efficiency μ ≤ 1; in other words, Pmism. shows the
effect of a mismatch between the nominal efficiency (μ = 1) and the actual efficiency (1 > μ ≥ 0.5).
Finally, PBpto represents the power obtained using a simple linear PTO damping, with coefficient Bpto

optimised for each sea state.
The importance of taking into account the non-ideal PTO efficiency in control calculations is

evidenced by Pmism., which can even take negative values, similarly to the results of [13]. In contrast,
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the proposed spectral control approach, with approximate efficiency function, provides a solution
for which the mean electric power, P†

e,κ |μ, lies within a few percents of the true optimal power
value. Unlike other studies [11–14], the controller’s performance, optimised taking μ into account,
is reasonably close to the “best-case scenario” μP∗

id (in fact, almost identical in sea states 1 and 4).
Results also clearly evidence the interest of the proposed spectral control approach, with respect
to an optimised linear damper, even in sea states 1 and 4, where the waves are close to the WEC
resonant frequency.

Figure 3 shows the effect of a non-ideal PTO efficiency, upon the WEC optimal trajectory (in this
case, represented by the WEC angular velocity θ̇, see Section 3.2), control torque, and instantaneous
power, in Sea State 3. In the non-ideal case, μ is set to 0.7 as in the WECCCOMP.

Figure 3. Excitation torque, optimal angular velocity, control torque and instantaneous electric power,
with μ = 1 and μ = 0.7.
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Although the two optimal velocities and control inputs look qualitatively similar6, the optimal
electric power is fundamentally modified by the non-ideal PTO efficiency. As could be expected,
very little reactive power must be employed with μ = 0.7; furthermore, the peaks in instantaneous
electric power are reduced by a factor of at least 2 (while the average electric power still exceeds 60%
of the ideal one).

4.2. The RM3 Device

Results for the RM3 device (see Section 3.3) are illustrated in a way similar to those of Section 4.1,
in Figures 4 and 5. In Figure 4, the two bounds P∗

e,κ |μ and P†
e,κ |μ are close enough to indicate that the

solution obtained is nearly optimal.

Figure 4. Normalised mean electric power for the RM3 device in four JONSWAP sea states with γ = 3,
over a range of efficiency parameter values.

The RM3 resonant period of the device is of the order of 4.5s, which is shorter than typical waves
encountered at the device’s design location7. As a consequence, from Figure 4, it can be seen that
for shorter Tp, less reactive power is used to achieve optimal power absorption, thus making the
simple linear damper perform reasonably well with respect to the reactive control strategy. In contrast,
when waves are away from the WEC resonant frequencies, more reactive power must be employed,
and the control strategy is significantly affected by the non-ideal efficiency; see, in particular, Pe,mism..

However, the efficiency-aware spectral control strongly mitigates such adverse effects, bringing P†
e,κ

close to the hypothetical best-case scenario μP∗
id.

Finally, similarly to Figure 3, the effect of a non-ideal efficiency upon the control strategy is
examined more closely in Figure 5, for the JONSWAP sea state with Tp = 8 s. While the ideal PTO

6 In particular, in both cases the optimal velocity is in phase with the excitation torque, which is a classical WEC optimal
control result [1]

7 This is typically the case for heaving point absorbers: their dimensions give them a relatively short resonant period,
but reactive control can artificially make them resonate in longer wave periods.
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yields large reactive power flows, taking into account a non-ideal efficiency μ = 0.7 eliminates most
of the reactive power, and spectacularly reduces the peak power amplitude. With the non-ideal
PTO efficiency, the optimal relative heave velocity ẋ (see Section 3.3) and control force u exhibit
visible higher-frequency oscillations. Finally, note that the relative position constraint is successfully
implemented within the spectral control strategy, which would not be possible with a simpler control
approach, such as a PI controller.

Figure 5. Excitation force, optimal relative velocity, relative position, control force, and instantaneous
electric power, with μ = 1 and μ = 0.7, Tp = 8 s.

5. Conclusions

This work shows how the spectral control approach in [5] can be extended to handle more general
objective functions, of the form outlined in Equation (2). The efficiency of the proposed technique
allows optimal control results to be calculated at once in long wave signals, comprising more than
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20 wave periods. Such calculations permit a theoretical analysis of WEC optimal control results, under a
variety of modelling and control choices. Furthermore, as in [9], they can provide a robust point of
comparison to assess the performance of more practical control approaches, typically implemented in
a receding-horizon configuration. In fact, the authors have used the optimal spectral control approach
proposed in this work, to assess the receding-horizon MPC solution, proposed by their institution for
the WECCCOMP. This comparison will be the subject of a future paper.

A particularly important application of the proposed spectral method consists of WEC control
with non-ideal PTO efficiency. In this study, a discontinuous efficiency function, given in Equation (16),
is considered. A smooth, hyperbolic tangent approximation for the efficiency function allows the
calculation of a near-optimal solution, which also provides upper and lower bounds to the exact
optimal electric power.

In view of the results of Figures 2 and 4, concerning two different WECs representative of heaving
point absorbers (both devices have resonant periods shorter than their design waves), a non-ideal
PTO efficiency may not be as detrimental as suggested in previous studies [11,12,14,15], if the control
strategy is able to take the non-ideal efficiency into account, which is the case for the proposed optimal
spectral approach. In fact, with realistic efficiency values in the range of 0.7 ≤ μ ≤ 0.9 [11], it does not
seem unreasonable to approximate the optimal electric power achievable with μP∗

id, minus 5 to 15%
(reminding that μP∗

id is merely a theoretical limit, that no control strategy can exceed if the PTO has an
efficiency factor of μ).

The fact that a non-ideal PTO efficiency necessitates a control strategy with less reactive power,
already evidenced in previous studies [11,12], is clearly corroborated by the results of Figures 3
and 5. This is to be expected, irrespective to the WEC technology and the sea states considered.
However, the extent of power production degradation when a control strategy neglects the non-ideal
PTO characteristics will be, in general, system- and wave climate-dependent. Note, also, that the
results of this study depend, to some extent, on the specific model adopted for the PTO efficiency.
Other efficiency functions could be investigated, such as those in [10,13], which model the fact that the
PTO efficiency drops for small load factors.

The computational speed of the proposed spectral control technique is not a central aspect of
the present work; however, it was found that optimal solutions, for irregular wave signals with
more than 5 wave periods, could be obtained in less than 1 second, with a Matlab implementation
running on a 2.60 GHz, 4-core Intel® processor. A real-time, receding-horizon implementation could
be considered in future work, either by employing windowing functions to make the receding-horizon
control problem periodic, in the spirit of the works in [8,9], or through the use of non-periodic spectral
basis functions [6].
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Abstract: Currently, the techno-economic performance of Wave Energy Converters (WECs) is not
competitive with other renewable technologies. Size optimization could make a difference. However,
the impact of sizing on the techno-economic performance of WECs still remains unclear, especially
when sizing of the buoy and Power Take-Off (PTO) are considered collectively. In this paper, an
optimization method for the buoy and PTO sizing is proposed for a generic heaving point absorber
to reduce the Levelized Cost Of Energy (LCOE). Frequency domain modeling is used to calculate
the power absorption of WECs with different buoy and PTO sizes. Force constraints are used to
represent the effects of PTO sizing on the absorbed power, in which the passive and reactive control
strategy are considered, respectively. A preliminary economic model is established to calculate the
cost of WECs. The proposed method is implemented for three realistic sea sites, and the dependence
of the optimal size of WECs on wave resources and control strategies is analyzed. The results show
that PTO sizing has a limited effect on the buoy size determination, while it can reduce the LCOE by
24% to 31%. Besides, the higher mean wave power density of wave resources does not necessarily
correspond to the larger optimal buoy or PTO sizes, but it contributes to the lower LCOE. In addition,
the optimal PTO force limit converges at around 0.4 to 0.5 times the maximum required PTO force
for the corresponding sea sites. Compared with other methods, this proposed method shows a better
potential in sizing and reducing LCOE.

Keywords: WECs; size optimization; techno-economic performance; PTO sizing

1. Introduction

Wave energy has been highlighted as a renewable energy resource for decades. How-
ever, large scale utilization of wave energy is still far from commercialization [1,2]. An im-
portant obstacle in the development of Wave Energy Converters (WECs) is that their
techno-economic performance is not competitive with offshore wind and other renewable
technologies [3]. Another challenge is the wide variety of WEC types [4], which makes it
hard to converge the attention and investment. During the last 40 years, over 200 WEC
concepts have been proposed [1]. To select the promising WECs, it is necessary to compare
and evaluate their viability at different potential sea sites.

The feasibility of WECs has already been evaluated in existing literature. A set of
technical and economic indicators of various WEC concepts have been presented [5].
During the operation of WECs, power production relies not only on the wave resources
available but also on the operating principles of the particular device [4]. In Reference [5],
a benchmarking of 8 types of WECs was established considering 5 different representative
sea sites, and a series of cost-related metrics of different WECs was analyzed and compared.
In Reference [6], based on a cost estimation model, a techno-economic evaluation for 6
types of WECs was conducted for different devices. The sensitivity of the Levelized Cost
Of Energy (LCOE) to wave resources, array configurations, Capital Expenditure (CAPEX),
and Operational Expenditure (OPEX) was also discussed.

J. Mar. Sci. Eng. 2021, 9, 52. https://doi.org/10.3390/jmse9010052 https://www.mdpi.com/journal/jmse
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Apart from the variation of wave resources and types of WECs, the size determination
also has a significant impact on the techno-economic evaluation of WECs. Firstly, the power
performance of WECs depends strongly on their size [4]. Secondly, given the variation of
operating principles, the sensitivity of power performance to the size of WECs also varies
considerably [7]. Thirdly, the cost is highly related to the size of WECs [8]. Thus, the size
optimization of WECs is expected to make a difference in the evaluation results. However,
the optimization is not widely considered in evaluation studies even though the original
sizes of WECs are usually designed to suit only some specific sea sites.

Independently or integrated with evaluation studies, size optimization of WECs has
been discussed in existing literature. In Reference [9,10], the theoretical ratio of absorbed
power to the buoy volume was derived based on linear wave theory. It was concluded that
the smaller the volume of the floating WEC is, the higher this ratio is. In Reference [11],
a theoretical method for determining the suitable buoy size of WECs for different sea sites
was proposed based on Budal diagram. By means of that method, the volume of the buoy
could be selected to guarantee the required working time at full capacity of devices for
a certain sea site. In Reference [4,7,12], the optimal characteristic lengths of WECs were
demonstrated from the perspective of maximizing Capture Width Ratio (CWR), concluding
that the optimal characteristic length depends on sea sites. Furthermore, the effect of
sizing of WECs on their techno-economic performance has been investigated [8,13], and the
results showed that size optimization is able to reduce the LCOE dramatically. However,
above-mentioned literature regarding size optimization of WECs concentrated mainly on
buoy sizing without considering Power Take-Off (PTO) sizing. Mostly, the PTO size is
simply scaled with the same scaling factor used for the buoy.

As a core component, the PTO system is significantly influential to the techno-
economic performance of WECs [14]. On the one hand, its cost normally accounts for over
20% of the total CAPEX [15]. On the other hand, the PTO size is highly related to the rated
power and the force constraint, which can directly affect the absorbed power. The affect-
ing factors on PTO sizing have been investigated, as well. In Reference [16,17], a series
of studies on the influence of the generator rating and control strategies on the power
performance was conducted through simulations and experiments. In Reference [14,18],
the impact of the control strategies on the PTO sizing of point absorbers was investigated.
Although these studies made a profound contribution to presenting the impact of PTO
sizing on the absorbed power, buoy sizing was not taken into account collectively. Recently,
the influence of PTO sizes has started to be considered in a few of studies regarding buoy
geometry optimization. In Reference [19], the geometry optimization of a cylindrical WEC
with only a few of different force constraints was performed. The paper indicates that the
PTO force constraint has a notable influence on the optimization results, and this finding is
highly valuable for the design optimization of WECs. However, there are some limitations
in Reference [19]. Firstly, the force constraint is not treated as an optimization variable
and only a limited number of force constraints were included. Secondly, the optimization
is conducted to maximize the absorbed power for the specific sea states, which is not
necessarily beneficial for improving the techno-economic performance at realistic sea sites.

To the authors’ knowledge, there is a lack of studies considering both PTO and buoy
sizing of WECs. Thus, the aim of this paper was to investigate the collective influence of
PTO sizing and buoy sizing on the LCOE. To achieve this aim, four research questions
were addressed. Firstly, what are the optimal buoy sizes and PTO sizes for minimizing the
LCOE in different wave resources and control strategies? Secondly, how much reduction in
the LCOE can be gained by including PTO sizing? Thirdly, how does PTO sizing interact
with buoy sizing from the techno-economic perspective? Fourthly, how much difference
on the size determination and the optimized LCOE will there be when using different size
optimization methods?

It should be acknowledged that one of the important factors affecting the LCOE is
related to the system survivability and safety of WECs. Therefore, the techno-economic
performance in practice is strongly related to the recurrence of extreme conditions, such
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as the roughest sea state for 50 or 100 years in the deployment site. In this way, the total
LCOE could be significantly higher than the optimized value based on the current study,
which could mitigate the effects of sizing on the techno-economic performance. However,
a better understanding on the collective influence of buoy and PTO sizing of WECs can
clearly contribute to a more suitable WEC design. In addition, sizing of a single WEC
could make a difference in the total number of units selected for a wave farm or array,
where the operation and maintenance costs are directly influenced by the number of WECs.
For instance, a wave farm with a large number of small individual WECs is expected to
result in the increased number of operation and maintenance activities, leading to higher
operation and maintenance costs. On the other hand, larger WECs can reduce the number
of units in the wave farm, but their requirements for service operation vessels could be
higher [8]. Thus, as stated in Reference [20], estimating an accurate value for OPEX is a
difficult task since there is not enough available information in practical projects. For the
sake of simplicity this study will be limited to the analysis of a single device using general
values of OPEX costs derived from existing literature.

In this paper, a size optimization method considering both buoy and PTO sizing is
established, and it is applied to a generic heaving point absorber. The optimization is
performed based on an exhaustive search algorithm. Firstly, frequency domain modeling
is used to calculate the power performance of WECs with different buoy and PTO sizes.
The implementation of the PTO sizing using passive and reactive control is demonstrated,
respectively. In addition, a preliminary economic model is described to build a cost function
with the aim to minimize the LCOE. Next, based on the proposed method, size optimization
of WECs is carried out for three realistic sea sites. The interaction between buoy and PTO
sizing is analyzed, and the dependence of size determination on wave resources and
control strategies is presented. Furthermore, a comparison between this proposed size
optimization method and other methods is performed. Finally, conclusions are drawn
based on the obtained results.

2. Methodology

This section starts with the description of the heaving spherical WEC concept and
chosen sea sites. Next, the equations of motion and frequency domain modeling of WECs
are presented. Finally, the size optimization method is established, in which the approaches
to perform PTO sizing, buoy sizing, and the cost estimation of WECs are explained in detail.

2.1. WEC Concept Description

A generic heaving point absorber [21,22] is used in this study as WEC reference.
The diameter of the buoy in the original size is 5 m. The average density of the buoy in all
sizes is assumed to be identical and with a value of half of the water density (1025 kg/m3).
The schematics of the concept are shown in Figure 1. In practice, the amplitude of the
buoy motion has to be limited to protect the mechanical structure, and the displacement
limit of this WEC is set as 0.8 times the radius of the buoy. In addition, WECs have to be
stopped from operating at severe sea states. Thus, there must be a maximum operational
wave height for protection. A similar prototype to the WEC in this work is WaveStar,
which is a semi-spherical heaving point absorber [23]. The maximum operational wave
height of WaveStar is 6 m and the diameter of WaveStar is 5 m. Therefore, the maximum
operational wave height for the original WEC in this case is estimated as Hs = 5 m, in a
conservative way.
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Figure 1. Schematic of the heaving point absorber concept.

Three realistic sea sites are selected to investigate the techno-economic performance of
WECs. They are Yeu Island, in the oceanic territory of France, Biscay Marine Energy Park
(BIMEP) in Spain, and DK North Sea Point 2 (DK2) in Denmark. The scatter diagrams of
these sea sites are taken from Reference [8], which are shown in Tables 1–3. In these scatter
diagrams, Hs and Tz represent the significant wave height and the mean zero-crossing
wave period, respectively, and the time of the corresponding occurrence are depicted in
each cell as the number of occurrence hours in a year for that particular sea state. It should
be pointed out that Yeu, BIMEP, and DK2 are geographically far from each other and their
most frequent wave heights and periods differ significantly. Hence, these three sea sites are
chosen to be the representatives of European wave characteristics.

Table 1. Scatter diagram showing yearly hours of occurrence of sea states in the Yeu Island (Yeu), France.

Hours Tz (s) 2.14 2.86 3.57 4.29 5.00 5.71 6.43 7.14 7.89 8.57 9.29 10.00 10.71 11.43 12.14
Hs (m)

0.50 1.27 55.7079.75 67.09 64.56 62.03 37.98 12.66 1.27
1.00 56.97219.00 268.37 337.99 369.64 244.32 135.45 62.03 3.80 1.27 1.27
1.50 1.27 36.71 163.30 278.50 281.03 215.20 145.58 124.06 86.08 17.72 3.80 2.53
2.00 69.62 225.33 235.46 175.98 146.84 64.56 62.03 22.79 11.39 6.33
2.50 81.02 345.59 324.07 272.17 106.34 72.16 43.04 11.39 2.53
3.00 15.19 281.03 340.53 250.66 112.66 87.35 58.23 31.66 10.13
3.50 69.62 293.69 192.42 118.99 65.83 51.90 36.71 22.79 7.60 1.27
4.00 3.80 110.13 127.86 65.83 49.37 27.85 27.85 22.79 15.19 3.80
4.50 26.58 43.04 60.76 21.52 12.66 6.33 5.06 1.27
5.00 2.53 20.25 34.18 15.19 7.60 1.27
5.50 7.60 24.05 12.66 6.33
6.00 3.80 13.92 8.86 1.27
6.50 2.53 7.60 1.27

Table 2. Scatter diagram showing yearly hours of occurrence of sea states in Biscay Marine Energy
Park (BIMEP), Spain.

Hours Tz (s) 5.00 7.00 9.00 11.00 13.00 15.00 17.00
Hs (m)

0.75 148.92 219.00 78.84 17.52
1.50 858.48 2664.52 1445.40 508.08 78.84 8.76
2.50 744.60 560.64 324.12 157.68 35.04
3.50 87.60 262.80 61.32 52.56 35.04 8.76
4.50 105.12 35.04 8.76 8.76 8.76
5.50 8.76 26.28
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Table 3. Scatter diagram showing yearly hours of occurrence of sea states in DK North Sea Point 2
(DK2), Denmark.

Hours Tz (s) 2.50 3.50 4.50 5.50 6.50 7.50 8.50 9.50
Hs (m)

0.25 584.00 634.00 113.00 29.00 7.00 1.00
0.75 20.00 1552.00 610.00 153.00 56.00 16.00 6.00 2.00
1.25 188.00 1397.00 123.00 25.00 9.00 7.00 3.00
1.75 1.00 621.00 501.00 8.00 2.00 1.00 1.00
2.25 14.00 709.00 18.00 1.00
2.75 286.00 224.00 1.00
3.25 10.00 314.00 2.00
3.75 190.00 34.00
4.25 17.00 121.00
4.75 77.00 1.00
5.25 26.00 11.00
5.75 2.00 16.00
6.25 10.00
6.75 4.00 1.00
7.25 1.00

2.2. Frequency Domain Modeling

In this subsection, the frequency domain model of WECs is presented based on linear
wave theory. As the device in this paper is assumed to oscillate only in heave motion,
the frequency domain modeling of the WEC is only discussed for the heaving degree
of freedom. According to Newton’s law, the motion of the WEC as a rigid body can be
described through Equation (1).

ma(t) = Fhs(t) + Fe(t) + Fpto(t) + Fr(t), (1)

where textitm is the mass of the oscillating body, Fhs is the hydrostatic force, Fe is the
wave excitation force, Fr is the wave radiation force, Fpto is the PTO force, and a(t) is the
acceleration. If the body is assumed to perform harmonic motion and a linear PTO model
is used to simulate the behavior of the PTO system, (1) could be rewritten in the form of
complex amplitudes [10], as

F̂e(ω) = [Ri(ω) + Rpto]û + iωû[m + Mr(ω)] + iû[−Kpto

ω
− Swl

ω
], (2)

where Ri(ω) is the hydrodynamic damping coefficient, Rpto is the PTO damping coefficient,
ω is the wave frequency, m and Mr(ω) are the mass and the added mass of the WEC, û is
complex amplitude of the vertical velocity, Kpto is the PTO stiffness coefficient, and Swl is
the hydrostatic stiffness. The intrinsic impedance of the heaving buoy and PTO impedance
can be introduced as

Zi(ω) = Ri(ω) + iXi(ω), (3)

Xi(ω) = ω[m + Mr(ω)]− Swl
ω

, (4)

where Zi(ω) is the intrinsic impedance of the heaving buoy, and Xi(ω) is the intrinsic
reactance. Similarly, the impedance of PTO can be given as:

Zpto(ω) = Rpto(ω) + iXpto(ω), (5)

Xpto(ω) = −Kpto

ω
, (6)
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where Zpto(ω) is the PTO impendence, and Xpto(ω) is the PTO reactance. So, (2) is
rewritten as

F̂e(ω) = [Zi(ω) + Zpto(ω)]û. (7)

The hydrodynamic characteristics of WECs, including Mr(ω), Ri(ω), and Fe(ω),
are calculated using the Boundary Element Method through the open source software
Nemoh [24]. Then, by solving (7), the complex amplitude of velocity û could be obtained as

û =
F̂e

Zi + Zpto
. (8)

Then, the complex amplitude of the motion displacement is expressed as

ẑ =
F̂e

iω(Zi + Zpto)
. (9)

For regular wave conditions, the time averaged absorbed power can be obtained and
expressed as

Pave_re =
1
2

Rpto|û|2. (10)

The above analysis is based on the assumption of harmonic motion, but incoming
waves in real sea states are always irregular. In this work, the calculation of power
absorption in irregular waves is conducted based on the superposition of regular waves [25].
So, the power absorption in each sea state is calculated by integrating over frequency the
product of the spectrum density with the power absorption in regular waves which can be
expressed as

Pave_irr =
∫ ∞

0
Rpto(

|ẑ|
ζa

, ω)2Sζa(ω)dω, (11)

where ζa is the wave amplitude of the regular wave components, and Sζa(ω) is the spectral
density of the defined unidirectional wave spectrum. In this work, JONSWAP spectrum,
together with the peakedness factor of 3.3, is used to represent the irregular waves for the
North Sea [26].

It must be acknowledged that frequency domain modeling has limited applicability.
Firstly, it is restricted to the linear theory. The accuracy of this approach around the
resonance of WECs is limited where the motion amplitude is too high and the linear
assumption is violated [27]. However, the displacement limit is considered in this paper,
which could ease this problem [11]. Secondly, frequency domain modeling does not allow
the implementation of real-time control strategies by which PTO parameters can be adjusted
instantaneously with the PTO force saturation and buoy displacement constraints [19,28].
Although there are limitations in frequency domain modeling, it is considered reasonable
given the purpose of this paper to get insight into the influence of sizing on the techno-
economic performance. Frequency domain models are more computationally efficient
compared to time domain approaches, which makes it highly suitable in the optimization
studies that requires a large number of iterations. In addition, the energy production of
WECs in different buoy and PTO sizes is calculated based on the same frequency domain
model, which is fair for the size determination and techno-economic analysis.

2.3. Size Optimization Method

A proposed size optimization method for improving the techno-economic perfor-
mance of WECs is presented in the following part, and the methods to conduct PTO sizing
and buoy sizing are explained, respectively. An economic model is established to calculate
the corresponding costs. The flowchart of this size optimization method is shown in the
Figure 2. The cost function for the size optimization adopted in this paper is LCOE, which
is introduced in more detail in Section 2.3.3. An exhaustive search algorithm is used in
the optimization. The buoy scale factor λ and a normalized factor for PTO sizing, namely
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PTO sizing ratio, are treated as the optimization variables. Before defining the PTO sizing
ratio, it is necessary to introduce the unconstrained PTO force and the maximum required
PTO force. The unconstrained PTO force is defined based on the sea state, and it represents
the PTO forces required to maximize the power absorption without any force constraint
for the particular sea state. The maximum required PTO force is defined based on the sea
site and is the largest value of unconstrained PTO forces for all operational sea states in a
particular sea site. This largest value occurs at the operational sea state with largest wave
power density. Then, the PTO sizing ratio is equal to the PTO force limit divided by the
maximum required PTO force at the corresponding sea site, and the PTO force limit is
the force constraint for the PTO system with the particular size. The maximum required
PTO force varies with the wave resource, the buoy size, and the control strategy. So, in
each case, the maximum required PTO force is recalculated for each sea site and buoy
scale factor λ. The initial bounds of the buoy scale factor λ and PTO sizing ratio are set
as 0.3,2.0 and 0.1,1.0, respectively. If the the optimal solution is not found within these
ranges during iterations, the bounds would be automatically extended until a solution is
obtained. A discrete iteration step of 0.1 is used in the exhaustive searching algorithm for
both buoy scale factors λ and PTO sizing ratios. The proposed size optimization method
is also compatible with other optimization algorithms, which may provide more precise
solutions or save computational costs. However, it is beyond the scope of this paper to
discuss the relative impacts of optimization algorithms in detail.

Figure 2. Flowchart of the size optimization method of Wave Energy Converters (WECs).

2.3.1. PTO Sizing

Here, the PTO sizing implies the implementation of determining the optimal PTO
size for different sea sites. The PTO size is directly related to the rated power, PTO force
limits, displacement limits, and PTO peak power constraints of WECs [29]. In this work,
the PTO force limit is used to represent the PTO size. According to (5) and (8), the PTO
force amplitude can be expressed as

∣∣F̂pto
∣∣ = ∣∣ûZpto

∣∣ = ∣∣Zpto
∣∣∣∣Zi + Zpto
∣∣ ∣∣F̂e

∣∣ = ∣∣F̂e
∣∣

√
R2

pto + X2
pto√

(Rpto + Ri)2 + (Xi + Xpto)2
. (12)

181



J. Mar. Sci. Eng. 2021, 9, 52

As is shown in (12), the PTO force amplitude is a function of Rpto and Xpto. Therefore,
one approach to restrict the PTO force amplitude is to adjust PTO parameters. Reactive
control and passive control are typical control strategies in WECs. In the reactive control,
both the PTO reactance and the PTO damping coefficient could be varied to tune the device.
However, in the passive control, only the PTO resistance load (damping force) is provided.
Next, the methods to determine the PTO parameters for limiting the PTO force amplitude
in the passive control strategy and the reactive control strategy are explained, respectively.

• The determination of PTO parameters in passive control:
Here, the PTO force amplitude is constrained by means of adjusting the PTO param-
eters. Besides, the PTO parameters are also expected to be determined to limit the
stroke and maximize the absorbed power.
First, let us discuss the PTO force constraints. In the passive control strategy, only
PTO damping can be varied and the PTO reactance equals zero. Therefore, the PTO
force amplitude expressed in (12) can be simplified as

∣∣F̂pto
∣∣ = ∣∣F̂e

∣∣ Rpto√
(Rpto + Ri)2 + X2

i

. (13)

To reveal the relationship between |F̂pto| and Rpto, the derivation of (13) with respect
to Rpto is calculated and gives

d(|F̂pto|)
dRpto

=
∣∣F̂e
∣∣ RptoRi + X2

i + R2
pto[

(Rpto + Ri)2 + X2
i
] 3

2
. (14)

It can be deduced that (14) is always positive as Rpto and Ri are greater than 0, which
also implies that

∣∣F̂pto
∣∣ is a monotonic function of Rpto. In other words, limiting the

PTO damping can directly constrain the PTO force amplitude. During size optimiza-
tion, the PTO sizing ratio and buoy scale factor λ are used as optimization variables.
However, to determine PTO parameters with the force limit, the PTO force limit
should be derived to be explicit. According to the definition of the PTO sizing ratio,
the PTO force limit can be calculated by multiplying the given PTO sizing ratio with
the maximum required PTO force for the particular buoy scale factor and considered
sea site. Therefore, the PTO force limit is directly related to each set of optimization
variables. Here, the PTO force limit is represented by Fpto_limit, and the maximum
allowed PTO damping Rpto_ f orce can be obtained by solving (15), in which only the
positive solution should be retained.

∣∣F̂e
∣∣ Rpto_ f orce√

(Rpto_ f orce + Ri)2 + X2
i

= Fpto_limit. (15)

Therefore, for constraining the PTO force amplitude, Rpto should satisfy

Rpto ≤ Rpto_ f orce. (16)

Secondly, except PTO force constraints, the displacement limit should be considered
during the selection of PTO parameters. It can be deduced from (8) that the û decreases
with Rpto increasing. If the stroke constraint of the buoy, Sm, comes to play, the PTO
resistance should be increased to limit the velocity amplitude, which is shown as

|û| =
∣∣F̂e
∣∣∣∣Rpto + Zi
∣∣ ≤ |um|. (17)
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In this way, for constraining the stroke amplitude, Rpto should satisfy

Rpto ≥
√
(

F̂e

um
)2 − X2

i )− Ri = Rpto_stroke, (18)

where um is the velocity limit, which is equal to ωSm. Therefore, it can be seen from
(16) and (18) that the upper bound and the lower bound of the available PTO damping
are decided by the PTO force limit and the stoke limit, respectively, which could also
be expressed as

Rpto_stroke ≤ Rpto ≤ Rpto_ f orce. (19)

Thus, the PTO damping should be selected from the range expressed in (19) to satisfy
the constraints.
According to Reference [28], the optimal PTO damping for maximizing the absorbed
power without any constraint is expressed as

Rpto_opt = |Zi| =
√

R2
i + X2

i . (20)

To maximize the absorbed power of WECs, Rpto should be as close to Rpto_opt as
possible. So, the principle of PTO damping selection in PTO sizing can be presented as:

– If Rpto_stroke ≤ Rpto_opt ≤ Rpto_ f orce, the optimal Rpto should be selected as
Rpto_opt.

– If Rpto_opt < Rpto_stroke or Rpto_opt > Rpto_ f orce, the optimal Rpto should be selected
as the one of Rpto_stroke and Rpto_ f orce which is closer to Rpto_opt.

– In case Rpto_ f orce < Rpto_stroke, there is no feasible PTO damping coefficient
satisfying both of the constraints. This case would happen when the PTO force
limit is very low or the wave power is very high, which realistically means the
device has to be stopped from operation for protecting itself from frequently
violating the physical constraints.

• The determination of PTO parameters in reactive control:
Unlike PTO sizing in passive control, both Rpto and Xpto can be varied to meet the
requirement of motion and PTO force constraints. Given the complexity of the mul-
tivariable optimization with nonlinear constraints, a numerical optimization tool is
used to select the optimal combination of Rpto and Xpto, and it can be expressed in the
form as

maximize f = Pabsorbed(Rpto, Xpto)

subject to

⎧⎪⎪⎨
⎪⎪⎩
|F̂pto(Rpto, Xpto)| ≤ Fpto_limit

|û(Rpto, Xpto)| ≤ um
Rpto ≥ 0
Xpto ∈ R.

(21)

The optimization is performed based on the “interior point” algorithm in MATLAB
environment, and the tolerance of the function is set as 1e-4. To avoid the local optimal
solution, the ’MultiStart’ solver is adopted. In this solver, iterations start with multiple
random points, in which the global optimal solution is expected to be found [30].
In this work, the number of multiple starting points is set as 20, and the bounds of the
PTO damping and PTO reactance are set as [0,10 Ri(ω)] and [-10Xi(ω), 10Xi(ω)] for
each sea state. In case that no feasible solution is found in the optimization, the PTO
absorbed power would be treated as 0.

Based on the above method, PTO parameters for different PTO force constraints can
be obtained for each wave condition. Then, the corresponding power performance of
WECs can be calculated. Hence, this method takes into account the effects of PTO sizing
on the power performance of WECs. However, it has to be clarified that the above PTO
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sizing method is established based on regular wave conditions. To constrain the buoy
displacement and PTO force in irregular wave conditions, it is necessary to calculate
their instantaneous solutions, in which time domain modeling is required. However,
the inefficiency of time domain simulation would make the iteration process much more
time consuming, which is not preferable for the optimization problem. To simplify this
problem, in this paper PTO parameters are selected only to suit the typical characteristics
of irregular wave conditions, referring to Reference [18]. According to Reference [10],
the time-averaged power transport per unit length of wave front of incoming waves at
regular wave conditions and irregular wave conditions can be calculated as

Pwave_re =
1

32π
ρg2H2T, (22)

Pwave_irr =
1

64π
ρg2H2

s Te. (23)

By equaling (22) to (23) at the case of the same energy period, namely T equaling Te, the cor-
responding wave height in regular wave condition is solved as Hs/

√
2. To transfer the Tz

in scatter diagrams to Te, the wave period ratio between Te and Tz is selected as 1.18 given
the JONSWAP spectrum and the peakedness factor of 3.3 [31]. Then, PTO parameters for
irregular wave conditions can be selected to suit regular wave conditions whose period and
height correspond to Te and Hs/

√
2, respectively [18]. The purpose of the transfer between

irregular wave conditions and regular wave conditions is to simplify the determination of
PTO parameters for PTO sizing. However, the selected PTO parameters based on regular
wave condition cannot strictly guarantee that the PTO force and stroke constraints would
not be violated at the corresponding irregular wave conditions. Considering the purpose
of this paper to investigate the impacts of sizing on the techno-economic performance, it is
considered to be acceptable. In this paper, all the power absorption of WECs are calculated
based on irregular wave conditions, and the PTO parameters are optimized for each sea
state. As an example, the optimized PTO parameters of WEC in the original buoy size for
different sea states are shown in Figures 3 and 4.

Figure 3. Optimized Power Take-Off (PTO) damping of the WEC with passive control for various
sea states (λ = 1 and PTO force limit = 50 kN).
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(a) PTO damping (b) PTO reactance
Figure 4. Optimized PTO parameters of the WEC with reactive control for various sea states (λ = 1 and PTO force limit =
250 kN).

Therefore, as the PTO parameters are determined, the absorbed power of WECs at each sea
state can be obtained and the AEP (Annual Energy Production) at the specific sea site is
calculated as

AEP = A · η ·
x=n

∑
x=1

Pabsorbed(x) · T(x), (24)

where η is the overall conversion efficiency from the annual absorbed energy to the AEP
and is assumed 70% [32]; A is the availability of WECs to work, and it is set as 90%
due to the necessary operation and maintenance [23]; T represents the total hours of the
appearance of a certain sea state, which is presented in the scatter diagram in Tables 1–3; x
represents the sea state in scatter diagrams.

2.3.2. Buoy Sizing

During the iterations of the size optimization, the buoy size of WECs are scaled
following geometrical similarity. Therefore, the hydrodynamic coefficients of buoys in
different sizes can be obtained by means of Froude scaling law [33],

λ =
Ls

Lo
=

Hs

Ho

ωs = ωoλ−0.5

Fe_s = Fe_oλ3

Br_s = Br_oλ2.5

Mr_s = Mr_oλ3

, (25)

where λ is the buoy scale factor; L is the geometrical length of the buoy; ω is the wave
frequency; Fe, Br, and Mr are the excitation force, the radiation damping, and the added
mass coefficients, respectively; and the subscript s and o represent the “scaled device” and
the ”original device”, respectively. Hence, this allows the hydrodynamic coefficients of the
original buoy to be transferred to the scaled buoy instead of using BEM method to calculate
the hydrodynamic coefficients in each iteration. In this way, the computing efficiency can
be significantly improved. The density of the buoy structure in different sizes are assumed
to be same. The maximum operation wave height and the displacement limit of WECs are
scaled with the buoy scale factor λ.
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2.3.3. Economic Modeling for Cost Estimation

LCOE is an important techno-economic metric of WECs. For evaluating the LCOE, it
is essential to establish an economic model to estimate the CAPEX and OPEX of WECs.

Following Reference [34], the steel price is selected as 1.6 GBP (British Pounds)/kg
and the structure cost is calculated by assuming that all the structure cost comes from the
steel cost. Based on the inflation calculator tool [35], the cumulative inflation rate of GBP
from 2017 to 2020 is 5.89% and the exchange rate of Euros to GBP is set as 0.87. Referring
to Reference [34], the statistical percentages of CAPEX-related components in total LCOE
can be found. The percentage values are recalculated as the average percentage in total
CAPEX, shown in Table 4. According to Table 4, the cost of “Foundation and Mooring”
and “Installation” accounts for 19.1% and 10.2% averagely of CAPEX, respectively. Com-
paratively, the cost of the structure accounts for 38.2% of CAPEX in average. Therefore,
mass-related capital cost can be calculated as

CMass = CS + CF + CI = (
PF&M

PS
+

PI
PS

+ 1)CS, (26)

where CMass represents the Mass-related-capital-cost; CS, CF, and CI are the cost of the
structure, foundation, and the installation, respectively, and Ps, PF&M, and PI are their
corresponding percentages in the total LCOE . It can be seen from Table 4 that the cost of
“Connection” and “PTO” averagely accounts for 8.3% and 24.2% of CAPEX, respectively.
Similarly, power-related capital cost can be calculated as

CPower = CP + CC = (
PC
PP

+ 1)CPTO, (27)

where CPower represents the power-related capital cost; CP and CC are the cost of the PTO
and the connection, respectively; and PP and PC are their corresponding percentages in the
total LCOE. Therefore, the CAPEX is calculated as

CAPEX = CMass + CPower. (28)

Table 4. Percentages of Capital Expenditure (CAPEX)-related components of WECs in total CAPEX.

CAPEX Categories Average Percentage

Mass-related capital cost
Structure PS = 38.2%
Foundation and mooring PF&M = 19.1%
Installation PI = 10.2%

Power-related capital cost PTO component PP = 24.2%
Connection PC = 8.3%

In this paper, PTO is assumed to be a direct drive generator and all PTO costs come
from the generator. The generator cost is divided into the cost of active material and the
cost of manufacturing. The amount of active material required is approximately related
to the PTO force limit and the force density of generators. Referring to Reference [36],
the maximum force density in this work is assumed as 44 kN/m2, which generally ranges
from 30 to 60 kN/m2 depending on the design. The cost of active material of this generator
in series production is estimated as 12,000 Euros/m2 based on the currency value in
2006. The cumulative inflation rate from 2006 to 2020 is 22.1% [35]. Taking the inflation
into account, the active material of this generator in this paper is estimated as 14,655.31
Euros/m2. Regarding the manufacturing cost, it is approximately assumed as half of the
total cost of the generator [37]. So, the cost of PTO can be expressed as

CPTO = CostMaterial + CostManu f acturing. (29)
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In this paper, the annual OPEX is assumed as 8% of the CAPEX, and the discount rate
r is assumed as 8% with the lifespan of 20 years, referring to Reference [8]. Then, the LCOE
of WECs is calculated as

LCOE =
CAPEX + ∑n

t=1
OPEXt
(1+r)t

∑n
t=1

AEPt
(1+r)t

, (30)

where n represents the total years of the lifespan, and t represents the evaluated year.
It has to be clarified that it is a preliminary economic model, and the parameters in

the model differ from one to another project in practice. For instance, reactive control
is associated with negative power flow, which could lead to larger losses and related
wear. Therefore, control strategies in practice is able to affect the OPEX and conversion
efficiency. However, the specific effects are related to the PTO design and maintenance
strategy, which is outside the scope of this paper. Given the purpose of this paper to
identify the influence of sizing on the techno-economic performance, the assumption on
the constant OPEX percentage and conversion efficiency for both control strategies is
considered reasonable. Furthermore, survivability of WECs in practice is complex and
related to many affecting factors. For instance, the increase of the buoy size results in the
larger exerted force and input power flow, which could make the WEC more vulnerable.
However, it is also dependent on the mooring design, material and even control strategies
of WECs. For simplicity, the lifespan for WECs in all sizes is assumed to be constant.
Nevertheless, our aim based on the economic analysis is not to give a final judgement of
the optimal size of the WEC but to use the LCOE as an indication for providing an insight
about the effects of sizing on the techno-economic performance. Overall, the proposed
size optimization method has pure theoretical characteristics, and a more complex size
optimization study is required in practical applications.

3. Results and Discussion

This section starts with the discussion about the effects of buoy sizing and PTO
sizing on the performance of the WEC. Next, the size optimization results for the sea sites
are presented. The interaction between PTO sizing and buoy sizing and the benefits of
downsizing PTO size for decreasing LCOE are analyzed. Finally, a comparison between
this proposed method and other existing methods for size optimization is performed.

3.1. The Effects of Sizing on the Performance of the Wec

Taking one single sea state (Hs = 1.5 m, Tz = 5 s) as an example, the effects of PTO
sizing and buoy sizing on the performance of the WEC are investigated. In Figures 5 and 6,
the effects on the absorbed power, economic performance and PTO parameters of the
WEC with passive control and reactive control are presented, respectively. The horizontal
axis in Figures 5 and 6 is expressed as “PTO force limit/unconstrained PTO force”. Here,
the unconstrained PTO force corresponds to the PTO force required to maximize the power
absorption for the considered sea state (Hs = 1.5 m, Tz = 5 s). The PTO parameters corre-
sponding to each PTO size and buoy size were calculated following the method described
in Section 2.3.1. From Figures 5 and 6, it is noted that both the power performance and the
economic performance are highly related to the sizing of the WEC. In Figures 5a and 6a,
it can be seen that the absorbed power of the WEC increases with the PTO size and the
buoy size. In Figures 5b and 6b, the proportion of the power-related capital cost to the
total CAPEX increases with the PTO size, but it decreases with the rise of the buoy scale
factor λ. Therefore, at a certain PTO sizing ratio, the CAPEX would be more dominated
by the mass-related capital cost than power-related capital cost with the increase of the
buoy scale factor λ. Comparing Figures 5 and 6, it can be found that the effects of sizing
on the WEC are also related to the control strategy. Firstly, the absorbed power of the
WEC with reactive control is significantly higher than that in passive control. Secondly,
the proportion of power-related capital cost to the total CAPEX in the WEC with reactive
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control is much higher than that with passive control. This phenomenon can be explained
by that the reactive control strategy is associated with higher PTO force limits than the
passive control strategy. The higher PTO force then leads to the increase of the proportion.
Thirdly, the trends of PTO parameters changing with the force limit depend on the control
strategy. In Figure 5c, the PTO damping coefficient increases with the ratio “PTO force
limit/unconstrained PTO force” when the passive control strategy is used. This is logical as
the PTO force monotonically increases with the PTO damping, which has been explained
in (14). Comparatively, it can be seen from Figure 6c,d, with the increase of “PTO force
limit/unconstrained PTO force”, the PTO damping coefficient tends to decrease, while the
PTO reactance increases. The reason is that the PTO in reactive control would act more like
a pure damper to reduce its required force, when the force constraint becomes tighter.

(a) PTO absorbed power (b) Proportion of power-related cost to total cost

(c) Selected PTO damping

Figure 5. Performance of the WEC with passive control under different PTO sizes and buoy scale factor λ, at Hs = 1.5 m
and Tz = 5 s.
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(a) Absorbed power performance (b) Proportion of power-related cost to total cost.

(c) Selected PTO damping

(d) Selected PTO reactance

Figure 6. Performance of the WEC with reactive control under different PTO sizes and buoy scale factor λ, at Hs = 1.5 m
and Tz = 5 s.

3.2. Size Optimization for Typical Realistic Sea Sites
3.2.1. Results of Size Optimization

Based on the proposed method, the size optimization of the WEC for three sea sites
is performed. First, to define the PTO sizing ratio, it is necessary to obtain the maximum
required PTO forces corresponding to each buoy size. They are calculated by (12), and the
results are shown in Figure 7. Figure 7a shows the relation of unconstrained PTO forces
of the WEC in original buoy size to sea states, and the maximum required PTO forces
for different sea sites are picked. It can be found from Figure 7b that the maximum
required PTO force increases dramatically with the increase of the buoy size. In addition,
the maximum required PTO forces in the WEC with reactive control are much higher than
those with passive control. This is to be expected as PTO forces in reactive control consist
of PTO damping-induced forces and PTO reactance-induced forces, while there are only
PTO damping-induced forces in the case of passive control.
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(a) Unconstrained PTO force vs Tz (λ = 1)

(b) Maximum required PTO force vs buoy scale factor λ

Figure 7. Maximum required PTO forces for various sea sites and buoy scale scale factor λ.

The size optimization results of the WEC using passive and reactive control for the
three sea sites are depicted in Figures 8 and 9, respectively. It can be clearly seen from
these figures that both the LCOE and the AEP can be significantly influenced by sizing of
the WEC, no matter in which sea site or with what kind of control strategies. Therefore,
for improving the viability of the WEC, it is highly suggested to conduct size optimization
of the WEC for the considered wave resources. Next, it can be noted that upscaling buoy
size is able to improve the AEP, while it cannot necessarily reduce the LCOE of the WEC.
Similarly, the AEP is highly sensitive to the PTO sizing ratio, and the increase of the PTO
size can make a significant contribution to the improvement of the AEP. However, from the
techno-economic point of view, enlarging PTO size does not necessarily result in a lower
LCOE. In this case, it can be noted that downsizing the PTO size to a suitable level is
beneficial for reducing the LCOE. Hence, to improve the techno-economic performance, it
is significant to conduct PTO sizing for compromising the AEP and the cost.
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Figure 8. Size optimization of the WEC with passive control.

Figure 9. Size optimization of the WEC with reactive control.

In Figure 10, the dependence of size optimization of the WEC on wave resources and
control strategies is shown. From Figure 10a,d, it can be found that there is not a direct
relationship between the buoy size determination and the mean wave power density of
wave resources. In other words, the optimal buoy size cannot be indicated by the mean
wave power density. For instance, the mean wave power density in BIMEP is almost
twice as much as that in DK2, but DK2 corresponds to a higher optimal buoy scale factor
λ. As is seen in Figure 10a, control strategies do not have a notable influence on the
buoy size determination for a given sea site. The reason is that the trends of the AEP
changing with the buoy scale factor λ are comparable in both cases of reactive and passive
control. Though control strategies lead to an notable difference in the absolute values of the
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AEP. Regarding PTO sizing, it can be found from Figure 10b that the optimal PTO sizing
ratios in the WEC with the reactive control are slightly higher than those with passive
control in BIMEP and Yeu. The only exception occurs in DK2 where the reactive and the
passive control are associated with the same optimal PTO sizing ratio. In addition, it is
noteworthy that the optimal PTO sizing ratio is relatively independent of wave resources,
and it converges at around 0.4 to 0.5.

Different from the size determination, the optimized LCOE is highly related to wave
resources and control strategies. It can be found from Figure 10c that the LCOE of the WEC
with reactive control is much lower than the WEC with passive control, and the reduction
can reach at 35 % in average for these sea sites. The optimized LCOE of the WEC with
reactive control ranges around 0.2 to 0.35 Euros/kWh, while this value ranges around 0.35
to 0.55 Euros/kWh in the case of passive control. This is to be expected since the WEC
with reactive control produces much more power than the WEC with passive control at the
same sea state. From Figure 10c,d, it can be found that the higher the mean wave power
density, the lower the optimal LCOE.

(a) Optimal buoy size (b) Optimal PTO size

(c) Lowest LCOE (d) Mean wave power density

Figure 10. The dependence of size optimization on wave resources and control strategies.

After the optimal buoy and PTO size have been determined for each sea site, the opti-
mal cost proportion of the WEC can be obtained. The proportion of the PTO cost to the total
CAPEX at the optimal sizing condition is shown in Figure 11. It can be seen that this cost
proportion tends to be relatively independent of wave resources, while it is highly related to
the control strategy of the WEC. In this case, the PTO cost of the WEC with reactive control
accounts for 45% to 50% of the total CAPEX. Comparatively, for the WEC with passive
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control, this proportion decreases dramatically to around 30%. This can be explained by
that the required PTO forces in the WEC with reactive control are much higher than those
with passive control. It also implies that the PTO size in the WEC with reactive control
should be designed larger than that with passive control. Besides, it is noticed that the
optimized cost proportion of PTO is much higher than the statistic value of 24.2% depicted
in Table 4. The reason is that the WECs investigated in the literature [34] are generally in
large scales, and the costs of the structure are dominating. However, the optimized buoy
size of the WEC in this case is relatively small, with the diameter ranging around 2.5 m to
4 m (λ = 0.5 − 0.8). As a consequence, the PTO cost is more weighted compared with the
structure cost. This phenomenon has also been explained in Section 3.1 as the proportion
of power-related capital cost decreases with the buoy scale factor λ.

Figure 11. The proportion of cost on PTO to total CAPEX at the optimal buoy size and PTO size.

3.2.2. The Benefits of PTO Downsizing for the Techno-Economic Performance

The benefits of PTO sizing for reducing the LCOE of the WEC at the optimal buoy
sizes are presented in Figure 12. It can be seen that the LCOE can be significantly reduced
by downsizing the PTO size even though the buoy sizes have been optimized. In this case,
downsizing the PTO sizing ratio to around 0.4 to 0.5 is preferable to minimize the LCOE.
For the WEC with the passive control, downsizing the PTO size is able to reduce the LCOE
by 24% to 31%, and it could reduce the LCOE by 24% to 25% in the case of reactive control.
Hence, it is essential to take PTO size optimization into account when conducting sizing of
the WEC. It also indicates that the techno-economic performance of WECs are generally
underestimated due to the absence of PTO sizing in evaluation studies.

(a) The WEC with passive control (b) The WEC with reactive control

Figure 12. The effects of PTO downsizing on Levelized Cost Of Energy (LCOE) of the WEC at the optimal buoy size.
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3.2.3. The Interaction between PTO Sizing and Buoy Sizing

The interaction between PTO sizing and buoy sizing is shown in Figure 13. It can be
seen that the optimal buoy size generally declines with the corresponding PTO sizing ratio.
However, this effect is limited and the optimal buoy size tends to be constant as the PTO
sizing ratio is higher than 0.3 or 0.4. Hence, in this case, it can be noted that the buoy size
optimization can be influenced by PTO sizing, but only to a limited extent. However, it
should be pointed out that the interaction between PTO sizing and buoy sizing is related
to wave resources, WEC principles, and economic parameters. Therefore, for avoiding the
misestimate of the optimal buoy size, it is suggested to conduct PTO sizing simultaneously
with buoy sizing. Besides, comparing Figure 13a,b, it is observed that there is no notable
difference between the WEC with passive control and reactive control regarding the impact
of PTO sizing on the buoy size determination.

(a) The WEC with passive control (b) The WEC with reactive control

Figure 13. The interaction between PTO and buoy sizing.

3.3. The Proposed Method Versus Other Size Optimization Methods
3.3.1. Budal Diagram

Budal diagram is a useful tool to estimate the theoretical absorbed power of the WEC.
According to Budal diagram, there are two upper absorbed power bounds in regular wave
conditions, namely PA and PB. PA bound is related to the maximum amount of power
that could be extracted from incoming waves, while PB reflects the bound of power that
could be absorbed by the realistically sized WEC [9,11]. PA corresponds to the maximum
absorbed power at the high wave frequency limit and is expressed as

PA = J/k =
ρg3H2T3

128π3 ; (31)

here, ρ is the water density; g is the gravity acceleration; H is the wave height; ω is the wave
frequency of incoming waves; k is the wave number; and J is the wave-energy transport
per unit frontage of the incident wave and deep water condition. Another power bound
PB corresponds to the maximum absorbed power at the low wave frequency limit and is
expressed as

PB =
πρgHV

4T
, (32)

where V is the volume of the buoy. The size of the WEC should match the wave resource
to enable the WEC viable. Therefore, combined with the information of wave resources,
Budal diagram could be used to select the suitable size of the WEC [9,11]. However,
for calculating V in (32), the designed working condition (H and T) should be explicit. In
Reference [11], the WEC is assumed to be commercially viable if the amount of working
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time at full capacity exceeds one third of the annual time. Thus, the size of the WEC
should match “one third wave power threshold” of the wave resource. Based on the power
threshold, the wave height HD and wave period TD in the designed wave condition can be
calculated. The selection of suitable size of the WEC is conducted following these steps [9]:

1. calculate the wave power threshold JT(W/m) which is being exceeded one third of
the annual time in the concerned wave climate;

2. choose the most frequent wave period in scatter diagrams as the designed wave
period TD which corresponds to T in (31) and (32);

3. since TD and JT are already known from step 1 and 2, in harmonic waves, the wave
height HD can be calculated;

4. the suitable volume V can be calculated by solving PA = PB; and
5. finally, as the buoy volume is determined, the optimal PTO force limit is selected

as the value which is required to maximize the absorbed power of the WEC at the
designed wave condition (HD and TD).

Therefore, the suitable size of the WEC could be estimated by Budal diagram without
calculating the power performance of the WEC in different sizes. However, in this method,
the volume V depends on the assumption of viable conditions, such as “working at full
capacity over one third of the annual time” [11]. In addition, Budal diagram is derived as
the theoretical power bounds without considering the influence of PTO control strategies.
So, the dependence of buoy size determination on the control strategies of the WEC cannot
be reflected in this method. The size selection of the WEC is shown in Table 5.

Table 5. Size selection based on Budal diagram.

Sea Site Wave Power Density Threshold TD HD Buoy Volume
PTO Force Limit

Reactive Passive

Yeu Island 30.4 kW/m 7.8 s 2.00 m 224 m3 985 kN 216 kN
BIMEP 14.6 kW/m 8.4 s 1.33 m 206 m3 946 kN 145 kN

DK2 8.2 kW/m 5.4 s 1.24 m 33 m3 142 kN 36 kN

3.3.2. The Size Optimization without PTO Downsizing

As is introduced in Section 1, existing literature regarding size optimization of WECs
focused only on buoy sizing without considering PTO sizing. In those studies, the buoy size
was optimized for the chosen sea sites, but the PTO size was simply scaled with the buoy
scale factor λ [8,13]. This kind of buoy size optimization is conducted based on Froude
scaling. With the aim to compare different size optimization methods, the size optimization
without PTO sizing is conducted as a reference in this paper. The original buoy diameter
is still defined as 5 m, the original PTO size is selected to sustain the maximum required
force for the considered sea site, namely without PTO downsizing. Then, PTO force limits
of the WEC in other buoy scale factors λ are scaled following Froude law, as (33).

FPTO_limit_scaled = FPTO_limit_originalλ
3. (33)

The power performance and the cost of the WEC at each buoy size are calculated by
frequency domain modeling and the economic modeling, respectively. Therefore, the LCOE
of the WEC at each buoy scale factor λ can be obtained. The optimization results are shown
in Figure 14.
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(a) LCOE vs buoy scale factor λ, passive control (b) LCOE vs buoy scale factor λ, reactive control

Figure 14. The size optimization of the WEC without PTO sizing.

3.3.3. Comparison of Size Optimization Methods

As is explained above, there are several methods available to conduct the size optimiza-
tion for improving techno-economic performance of the WEC. A comparison among these
methods is performed and the results are shown in Figure 15. Firstly, from Figure 15a,b,
it can be observed that Budal diagram is not capable of determining the suitable sizes of
the WEC. The deviation of the selected size between Budal diagram and the proposed
method differs with wave resources, and this deviation tends to be random. For instance,
the selected buoy scale factor λ for BIMEP is three times as much as that estimated by
this proposed method, while the difference of selected sizes for DK2 is relatively small.
However, as a theoretical and efficient approach, Budal diagram can be used to narrow the
scope of size selection for potential sea sites. Secondly, compared with Budal diagram, size
optimization without PTO downsizing shows a better ability to estimate the suitable buoy
size of the WEC. Generally, without PTO sizing, the buoy size optimization can still acquire
the suitable buoy size. This phenomenon also verifies the finding in Section 3.2.3. Thirdly,
it can be seen from Figure 15c,d that the LCOE of the WEC optimized by this proposed
method is clearly lower than those by the other two methods, no matter which control
strategy is adopted. Hence, it can be concluded that this proposed method is able to result
in a further improvement on the techno-economic performance of the WEC.

(a) Buoy size determination, passive control (b) Buoy size determination, reactive control
Figure 15. Cont.
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(c) Lowest LCOE, passive control (d) Lowest LCOE, reactive control

Figure 15. Comparison among different size optimization methods.

4. Conclusions

In this paper, a size optimization method of the WEC is proposed for improving the
techno-economic performance and applied to a spherical heaving point absorber. Both
buoy sizing and PTO sizing are taken into account. A frequency domain model and
a preliminary economic model are established to calculate the power performance and
economic performance of the WEC in various sizes, respectively. Besides, PTO force
limits are used to represent different PTO sizes. For the determination of PTO parameters,
a theoretical method is derived to maximize the power absorption under certain force
constraints. The reactive control strategy and the passive control strategy are considered,
respectively. Based on the proposed method, the size optimization is carried out for three
typical sea sites. Furthermore, a comparison between the proposed method and other size
optimization methods is performed. The following conclusions are drawn:

Firstly, as expected, both buoy sizing and PTO sizing are able to affect the techno-
economic performance of the WEC. To improve the techno-economic performance, it
is highly suggested to perform the buoy size optimization and PTO size optimization
collectively.

Secondly, the optimal buoy size differs with wave resources, but it is not necessarily
proportional to the mean wave power density. In this case, the optimal buoy scale factor λ
ranges from 0.5 to 0.8. Besides, in most sea sites, the optimal PTO sizing ratios in the WEC
with reactive control are slightly higher than those with passive control. The optimal PTO
sizing ratios converge at around 0.4 to 0.5 for different sea sites. Furthermore, the higher
mean wave power density and reactive control can clearly contribute to the reduction of
the LCOE.

Thirdly, downsizing the PTO size would penalize the AEP, but it is beneficial for reduc-
ing the LCOE. In this case, the LCOE can be reduced by 24% to 31% through downsizing
the PTO sizing ratio from 1 to around 0.4 to 0.5.

Fourthly, the corresponding optimal buoy size tends to slightly decrease with the PTO
sizing ratio, but the influence of PTO sizing on the buoy size determination is limited.

Finally, Budal diagram is not able to estimate the suitable buoy size, but size opti-
mization without PTO sizing can make the approximate estimate. Compared with other
methods, a further reduction in the LCOE can be achieved by this proposed method.
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Abstract: Efforts by various researchers in recent years to design simple causal control laws that can
be applied to WEC devices suggest that these controllers can yield similar levels of energy output
as those of more complex non-causal controllers. However, most studies were established without
adequately considering device and power conversion system constraints which are relevant design
drivers from a cost and economic point of view. It is therefore imperative to understand the benefits of
MPC compared to causal control from a performance and constraint handling perspective. In this paper,
we compare linear MPC to a casual controller that incorporates constraint handling to benchmark
its performance on a one DoF heaving point absorber in a range of wave conditions. Our analysis
demonstrates that MPC provides significant performance advantages compared to an optimized causal
controller, particularly if significant constraints on device motion and/or forces are imposed. We
further demonstrate that distinct control performance regions can be established that correlate well
with classical point absorber and volumetric limits of the wave energy conversion device.

Keywords: causal control; Model Predictive Control; point absorber; wave-energy converter;
absorbed power

1. Introduction

As the field of wave energy conversion transitions from traditional passive control
techniques to advanced optimal control strategies for power maximization, it becomes in-
creasingly important to understand the requirements, capabilities, limitations, and benefits
of each method to choose the best optimization strategy for a given application.

The control system affects power capture, structural loads, and power-takeoff (PTO)
design. To achieve true economic optimality in a wave energy conversion system design,
the control system needs to be able to optimize performance given the constraints imposed
by the wave energy converter (WEC) system. This is due to the fact that economic out-
comes are optimized if a given component or sub-system is continually utilized at its rated
operational condition during a majority of its operational life. These rated operational
conditions provide constraints within which the device needs to operate, and the WEC
control system is responsible for enforcing these constraints because exceeding them will
result in mechanical breakdown. As such, the constraint handling of a controller is incredi-
bly important to maximize the economic competitiveness of a WEC device. Constrained
optimal control as offered by a Model Predictive Control (MPC) algorithm framework,
which is also referred to as non-causal control, is a key tool in this optimization process.

Control systems for wave energy conversion are broadly classified as either causal
or non-causal controllers. A causal controller uses information from sensors that monitor
the outputs of a dynamical system, in our case the WEC. The sensor information is used
as feedback by the controller to follow a desired command signal. Non-causal controllers
such as MPC leverage wave prediction to generate control commands in a feed-forward
manner rather than using feedback from sensors that measure system output variables.
Combination of non-causal (feed-forward) and causal (feedback) control is also possible in
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a hybrid manner and can be used to correct for modeling and/or wave prediction errors in
non-causal controllers.

Within the literature there are two well-published methods for implementing causal
control that incorporate constraint handling. The first approach tries to approximate
complex conjugate control (CCC) ([1–4]) with a causal feedback law [5]. This approach
does well in the unconstrained case where no motion limits are imposed. To allow for
constraints, these methods were subsequently augmented to incorporate an MPC con-
troller that works for the sole purpose of enforcing constraints [5]. Performance of the
CCC approximating causal control methods is sub-optimal when constraints are imposed,
because the impedance matching value obtained from the CCC approximation provides
in-sufficient damping for the constrained case.

The second approach for designing a causal controller comes from recognizing that
the causal WEC control problems fall into the Linear Quadratic Gaussian (LQG) paradigm
([6–8]). A non-standard LQG optimization problem is established with the objective of
maximizing power. The problem treats the input wave excitation force as a stationary
stochastic disturbance with a known spectrum. A wave-shaping filter is designed to model
the spectrum and this filter model is incorporated in the optimization along with the system
dynamics model of the WEC. The LQG optimal controller derived in this manner does
not rely on approximations to CCC and will therefore achieve optimality in a broader set
of sea states. Stroke protection techniques can be explicitly designed to protect against
end-stop violations [7,9]. The control parameters are optimized offline and implemented
using a gain schedule to adapt to changing wave conditions. A block-diagram of a casual
controller with non-linear stroke protection is shown in Figure 1.

Figure 1. Architecture of causal controller.

Non-causal performance optimization of WECs is typically implemented using a
receding horizon MPC framework. To guarantee optimality, MPC needs a forecast of
oncoming waves 20 to 30 s into the future to plan optimal control commands. Wave
forecasting can be conducted by placing probes up-wave, measuring the free-surface
elevation in the wave field [10], or using a wave-sensing radar [11,12] to characterize the
wave-field propagation. These up-wave measurements are marched forward in space
and time to predict the wave elevation at the target WEC location. The predicted wave
excitation force input, in addition to the states of a system dynamics model, are used to
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solve a quadratic optimization problem to find the optimal control trajectory. The states of
the device are marched forward in time and the optimization process is repeated at each
step with new prediction information. Figure 2 shows the basic MPC control architecture.

Figure 2. Architecture of Model Predictive Control.

Considerable research has been undertaken on expanding the capabilities of MPC
to meet the requirements of an entire range of device topologies and PTO configurations
([13–19]). Some of the common constraints that can be handled effectively within the MPC
optimization include: (1) PTO force constraints; (2) WEC position, velocity, and acceleration
constraints; (3) discrete (ON/OFF) control of PTO forces; and (4) power-flow constraints.
MPC can accommodate non-linear device dynamics, such as viscous drag and non-linear
models of powertrain losses, which need to be considered in the optimization problem to
guarantee optimality [14].

2. Glossary

Variable Description Units

g Acceleration due to gravity m/s2

ρ Density of sea water kg/m3

m Mass of the buoy kg

m∞ Infinite Added Mass kg

z Displacement of the buoy in heave m
.
z Velocity of the buoy in heave m/s
..
z Acceleration of the buoy in heave m/s2

FR Radiation damping force N

Fm PTO Force N

Fs Hydrostatic spring stiffness N

Fd Drag force related to viscous effects N

Fe Wave excitation force N

k Buoyancy stiffness coefficient N/m
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Variable Description Units

S Water plane area of the buoy m2

Bvis Viscous damping coefficient Ns/m

Cd Drag coefficient -

Ar A matrix of state space model of the radiation damping sub-system

Br B matrix of state space model of the radiation damping sub-system

Cr C matrix of state space model of the radiation damping sub-system

Dr D matrix of state space model of the radiation damping sub-system

Xr
State vector comprising of all states used to model the radiation
damping sub-system in state space form

.
Xr

Vector comprising of the derivatives of all states used to model the
radiation damping sub-system in state space form

nr
Number of states used to model the radiation damping sub-system.
This is equal to the length of the state vector Xr

0r Row vector of zeros with length nr

A A matrix of WEC state space model

B B matrix of WEC state space model

C C matrix of WEC state space model

D D matrix of WEC state space model

Th Prediction horizon s

H Wave height of a monochromatic wave m

T Wave period of a monochromatic wave s

Hs Significant wave height of a polychromatic wave m

Tp Peak period of a polychromatic wave s

λ Wavelength m

kw Wavenumber

Pa Average absorbed power W

v Buoy heave velocity m/s

hr Radiation impulse-response function Ns/m

he Excitation impulse-response function N/m

t Time instant s

u(t) Control input at time instant t N

fe(t) Wave excitation force at time instant t N

x(t)
State vector at time instant t comprising of all states used to model the
device dynamics

.
x(t)

Derivative of the state vector at time instant t that is used to model the
device dynamics

3. The Device Model

We consider a one degree-of-freedom heaving point absorber as an example for our
comparison study. A general schematic of the heaving buoy WEC is shown in Figure 3
and key dimensions are provided in Table 1. This device has well-established theoretical
limits on power absorption which can be used to identify the design trade-off space for
controls optimization.
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Figure 3. Schematic of the heaving wave-energy converter.

Table 1. Dimensions and physical parameters of the heaving wave energy converter.

Quantity Value Units

Buoy diameter 11 m

Buoy cylinder height 4 m

Reaction diameter 11 m

Buoy conical height 1.2 m

Motion limits ±2 m

Buoy mass 228,080 kg

Water Plane Area (S) 95 m2

Coefficient of Drag (Cd) 0.5

The device geometry was modeled using a commercially available Boundary Element
code called WAMIT [20]. The added mass, radiation damping, and excitation force kernels
were obtained as a function of frequency by post-processing the WAMIT outputs. Figure 4
shows the frequency dependent parameters plotted against the wave period.

Figure 4. Frequency-dependent parameters of the heaving buoy WEC obtained from WAMIT.
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Because this floating body is constrained to move in heave, the equation of motion in
the vertical direction is given by:

m
..
z(t) = FR(t) + Fe (t) + Fm(t) + Fs (t) + Fd(t) (1)

where z is the displacement,
.
z is the velocity, and

..
z is the acceleration of the buoy in heave.

m is the displaced mass of the buoy, FR is the radiation force, Fe is the wave-excitation force,
Fm is the PTO force, Fs is the hydrostatic restoring force given by Fs = −k z, where k is the
buoyancy stiffness, defined as k = ρgS, where ρ is the water density, g the gravitational
constant, and S the water-plane area. Fd is the drag force related to viscous effects in
real fluid. The viscous damping coefficient was assumed to be linear according to the
relationship Fd = −Bvis v, where Bvis = 0.5 CdρS. Cd is the drag coefficient and ρ is the
water density. The radiation force fR(t), can be expressed as:

FR(t) = −m∞
..
z(t)−

∫ t

−∞
hr(t − τ)

.
z(τ)dτ (2)

where m∞ is the infinite frequency added mass and hr(t) is the impulse response function
of the radiation force. The excitation force Fe(t) is expressed as:

Fe(t) =
∫ +∞

−∞
he(t − τ)η(τ)dτ (3)

where he(t) is the excitation force impulse response function and η(t) is the wave elevation
at the device location. The impulse response function relating the wave elevation to the
excitation force affecting the device is non-causal. The main reason is that the chosen input,
i.e., the wave elevation at the device location, is not the direct cause of the output, i.e., the
interaction force between the wavefield and the device.

To recast the system dynamics into state-space form, the radiation term can be mod-
elled as an embedded sub-system through the following state-space realization:

.
Xr(t) = ArXr(t) + Br

.
z(t) (4)

fr(t) = CrXr(t) + Dr
.
z(t) (5)

This leads to the following state-space model:

.
x(t) = Ax(t) + Bu(t) + B fe(t)

y(t) = Cx(t) + Du(t)
(6)

with

A =

⎡
⎢⎢⎣

Ar 0 Br

0 0 1

− Cr
m+m∞

− k
m+m∞

− Bvis+Dr
m+m∞

⎤
⎥⎥⎦, B =

⎡
⎢⎢⎣

0

0
1

m+m∞

⎤
⎥⎥⎦C =

[
0r 1 0

0r 0 1

]
, D =

[
0

0

]
(7)

4. Control Methods

4.1. Model Predictive Control (MPC)

A wave energy converter with a linearized device dynamics model can be optimized
using a linear MPC framework. In this type of problem, the non-linearities such as viscous
drag are approximated using linear relationships. Under the assumption of no loss in the
power generation process, optimizing the device average power absorbed Pa at a given
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instant t0 over a defined control horizon Th can be achieved by determining the optimal
control trajectory u∗(t) that maximizes the following cost function:

Pa = − 1
Th

∫ t0+Th

t0

v(t)u(t)dt (8)

where v(t) is the instantaneous device velocity. The minus sign is due to the convention
of considering absorbed energy with a negative sign. Assuming a fixed time step, we
discretize the integral and set up the optimization problem as a minimization by changing
the sign in Equation (9). The new optimization objective, therefore, is given by:

J =
1
N

N−1

∑
k=0

xT
k+1ST

v uk (9)

where N is the number of time intervals over the control horizon Th and Sv is a linear
operator extracting the WEC velocity from the state-space vector. The control force and
state vector, however, are not independent variables, and are constrained by the system
dynamics equation of the WEC, which in discrete time is defined as:

xk+1 = Adxk + Bduk + Bd fek , k = 0, . . . , N − 1 (10)

with initial condition x0 = x0.
To preserve mechanical and structural integrity, motion constraints and force limits

are imposed. These constraints limit the maximum actuation force and the WEC device
velocity and vertical displacement, i.e.,

umin ≤ uk ≤ umax, k = 0, . . . , N − 1 (11)

pmin ≤ Spxk ≤ pmax, k = 0, . . . , N (12)

vmin ≤ Svxk ≤ vmax, k = 0, . . . , N (13)

where Sp is a linear operator extracting the WEC displacement from the state vector.
The cost function, together with the constraints, represents a linear MPC problem in its
standard formulation.

Let us define the following consolidated vectors based on the sequence of states and
control commands. This will help in simplifying the notation and problem setup:

X =
[

xT
1 xT

2 . . . xT
N
]T (14)

U =
[

uT
1 uT

2 . . . uT
N
]T (15)

Let us define Λv, Λp as block diagonal matrices having the velocity extraction matrix
Sv and the position extraction matrix Λp, repeated N times respectively on the main block
diagonal. Furthermore, let I be the N × N identity matrix and let ξ be a N × 1 vector of
ones. In this manner, the cost function can then be expressed as follows:

J =
1
N

XTΛT
v U (16)

The inequality constraints can be reformulated using this vector notation as follows:

DuU ≤ du (17)

DxX ≤ dx (18)

where

Du =

[
I
−I

]
du =

[
umax ∗ ξ
−umin ∗ ξ

]
(19)

207



J. Mar. Sci. Eng. 2021, 9, 805

Dx =

⎡
⎢⎢⎣

Λp
−Λp
Λv
−Λv

⎤
⎥⎥⎦dx =

⎡
⎢⎢⎣

pmax ∗ ξ
−pmin ∗ ξ
vmax ∗ ξ
−vmin ∗ ξ

⎤
⎥⎥⎦ (20)

By recursively applying the discrete-time dynamics equations, it is possible to express
X as a function of the control vector U, the excitation force vector Fe, and the initial
condition x0:

X = Ydx0 + ΓdU + ΓdFe (21)

where

Yd =

⎡
⎢⎢⎢⎣

Ad
A2

d
...

AN
d

⎤
⎥⎥⎥⎦ (22)

Γd =

⎡
⎢⎢⎢⎣

Bd 0 0 0
AdBd Bd 0 0

...
...

. . . 0
AN−1

d Bd AN−2
d Bd . . . Bd

⎤
⎥⎥⎥⎦ (23)

Fe =
[

f T
e0

f T
e1

. . . f T
eN−1

]T
(24)

This allows us to rewrite the MPC problem as the following cost function and con-
straint equations:

min
U

UTΓT
d ΛT

v U + (ΛvYdx0 + ΛvΓdFe)
TU (25)[

Du
DxΓd

]
U ≤

[
du

dx − DxYdx0 − DxΓdFe

]
(26)

The maximization of absorbed power requires the solution of a constrained convex
optimization problem, for which well-consolidated routines, such as interior-point-convex
or active-set methods, are available in literature [21,22]. Positive definiteness of the Hessian
is, in general, guaranteed for the optimization of a point absorber device, unless the time
step chosen for the conversion of the continuous time model into discrete time is too large
to represent the actual behavior of the WEC device. At each timestep, an MPC problem
needs to be solved, and the first value of the optimal solution vector U∗ is applied to the
system. The system is marched forward in time by integrating the system dynamics using
a standard Runge–Kutta (RK) scheme. The above MPC formulation also assumes that a
perfect excitation force prediction is available 20 to 30 s into the future using up-wave
measurement probes.

4.2. Causal Feedback Control

The first step in optimal causal feedback control design is to determine an analytically
tractable stochastic disturbance model to represent the incident wave force fe(t). This step is
nontrivial for two reasons. Firstly, the power spectral density typically used to characterize
the free surface elevation η(t), denoted Sη(ω), does not constitute a rational spectrum (i.e.,
it is not a ratio of rational polynomials of frequency ω). Secondly, the transfer function
from the free surface elevation to the incident wave force, equal to

He(s) =
∫ ∞

−∞
e−sthe(t)dt
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involves the solution to a partial differential equation (due to fluid–structure interaction),
and consequently it also does not evaluate to a rational transfer function. Consequently,
the resultant power spectral density of the incident wave force, denoted as

Se(ω) = Sη(ω)|He(jω)|2

is an irrational function of frequency. To make the causal control design problem tractable,
this spectrum must be approximated, as

Se(ω) ≈ |G(jω)|2

where the transfer function G(s) is a stable, minimum-phase, strictly-proper, rational
transfer function. Equivalently, we seek to find matrices Ae, Be, and Ce such that in the
above equation,

G(s) = Ce[sI − Ae]
−1Be

With such a formulation for G(s), we may equivalently represent the incident wave
force as filtered white noise; i.e.,

.
xe(t) = Aexe(t) + Bew(t)

fe(t) = Cexe(t)

where w(t) is a white noise process with unit spectral intensity.
There are a number of ways to find appropriate matrices Ae, Be, and Ce for the

noise filter model described above. Here, we make use of the subspace-based spectral
factorization approach. Because this approach is applied exactly as described in [23], we
will forgo the details here in the interest of brevity.

With the accomplishment of the finite-dimensional approximation of the incident
wave force, we then append the internal states xe(t) to the state x(t) of the physical system;
i.e., we define xa(t) =

[
xT(t) xT

e (t)
]T to arrive at an augmented state space model:

.
xa(t) = Aaxa(t) + Bau(t) + Eaw(t)

y(t) = Caxa(t) + Dau(t)

where matrices Aa, Ba, Ea, Ca, and Da are appropriately defined. Our objective is to design
a causal feedback law that maps y into u, to maximize the objective

Pa = −E
{

vu + Ru2
}

where E{.} denotes the expectation in stationarity, and R is a nonnegative parameter. For
the case in which R = 0, the above expression is simply the mean power absorption. In
design, R is typically chosen to be greater than zero, for two reasons. Firstly, it can be used
to (approximately) quantify the power dissipation in the power train of the WEC, thus
changing the performance objective from absorbed power to generated power. Secondly, it
can be used as a tuning parameter to balance the power generation objective against the
need to keep the mean-square control force magnitude below a desired threshold.

If there were no constraints on the response of the WEC, the above problem could be
solved in closed form. More specifically, it distills to a sign-indefinite Linear Quadratic
Gaussian (LQG) control problem, which is guaranteed to have a unique, stabilizing solution
assuming that the open-loop mapping from u to

.
z is passive [6]. However, for the WEC

under consideration here, there are constraints on both the displacement z and the control
force u. In the presence of these constraints, the closed-form LQG control solution cannot
be used without modification. To address these constraints, in this paper we implement
the methodology outlined in detail in [9]. Because the methodology used here is identical
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to that one, we only provide an overview here of the basic steps in the nonlinear control
design procedure.

The first step is to design a linear feedback controller of the form

.
ξ = Acξ + Bcy

u = Ccξ

in which Ac, Bc, and Cc are optimized to maximize Pa, subject to two constraints. The first
of these constraints is a relaxed version of the WEC displacement constraint, in which we
require only that the mean-square displacement be below a bound related to pmax, i.e.,

E
{

z2
}
≤ σp2

max

where σ < 1 is a design parameter, chosen here to be 0.25. The second constraint is the
restriction that the open-loop controller must be stable; i.e., that Ac be a Hurwitz matrix.
Convex techniques for accomplishing this constrained optimization are covered extensively
in [9]. The resultant linear controller is guaranteed to result in positive power generation,
be robust to saturations in the input u, and maintain mean-square displacements below
p2

max. However, it does not guarantee that the displacement limit is satisfied at all times.
The second step is to augment the above linear control design with a nonlinear stroke-

protection feedback loop that ensures that the displacement limit is satisfied at all times
(rather than just in the mean-square sense). This stroke protection loop, and its relationship
to the linear control design, is illustrated in Figure 1. It accepts as inputs the position and
velocity, and outputs a supplemental nonlinear force q. This quantity q is sent back to the
linear controller through an augmented input matrix, i.e., via the equations:

.
ξ = Acξ + Bcy + Ecq

u = Ccξ + q

where Ec is a matrix of design parameters. The design of the feedback function that maps{
z,

.
z
}

into q, and the design of Ec, are described in fully in [9]. Here it suffices to say that
q can be viewed as being similar to the restoring force of a “virtual hardening spring,”
providing no force when the displacement is far from its limit, but increasing to infinity
when the displacement approaches its limit. The participation of velocity

.
z in the function

can be thought of as providing damping. Meanwhile, the matrix Ec is designed such that
the open-loop transfer function from q to

.
z is passive, which guarantees unconditional

stability of the closed-loop system.
The controller resulting from the above design framework is guaranteed to protect the

displacement from reaching its limit for the case in which the force u is unbounded. When
saturation limits are imposed on u, of the form

u =

⎧⎪⎨
⎪⎩

umin : Ccξ + q < umin

Ccξ + q : umin ≤ Ccξ + q ≤ umax

umax : Ccξ + q > umax

then the displacement protection is not strictly guaranteed. Indeed, when both the force
and displacement are constrained, there may not exist a controller that can honor both.
However, proper tuning of the various design parameters in the control design can be
undertaken to assure that displacement constraints are satisfied in all but extremely rare
cases in stationary response.
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5. Theoretical Limits on the Average Absorbed Power

5.1. Point Absorber Limit

Consider a heaving axisymmetric body oscillating without constraints in resonance
with an incoming regular wave of period T (s) and height H (m). Let JE (W/m) denote the
wave power level, kw(1/m) denote the wavenumber, and λ (m) the wavelength. In this
case, the point absorber effect in wave-energy extraction [24] imposes a fundamental limit on
the average absorbed power Pa. As described in [24,25], this limit can be derived from the
relationship between absorption width da = Pa/JE(m) and wavelength λ, as shown below:

da ≤ 1
kw

=
λ

2π
(27)

Or equivalently:

Pa ≤ 1
k

JE =
ρ

128

( g
π

)3
T3H2 (28)

The last equality in Equation (28) is valid for deep water conditions. This is referred to
as the Point Absorber Limit. The theoretical limit may be reached if the average absorbed
power equals half the average excitation power, which happens when the radiated power
is equal to the absorbed power. Furthermore, it is known that the Point Absorber Limit
can only be reached up to a certain wave period and height. This depends on the motion
amplitude constraints on the absorber. Beyond, only a lower relative power absorption can
be realized, as defined by a device’s volumetric limit.

5.2. Volumetric Limit

The heaving body sweeps a finite volume during its oscillation cycle based on physical
limits. This volumetric constraint imposes a limit on the average power absorbed from
each oscillation cycle. As shown in [25], the average power Pa in the motion-constrained
case is limited by the expression:

Pa < (πρgHV/4T) (29)

This is referred to as the volumetric limit. With advanced control, we expect to achieve
the active theoretical limit based on the device’s operational region.

5.3. Controller Design Trade-Off Space

The controller design trade-off space for a WEC is defined by the Point Absorber and
Volumetric Limit. For any given wave period, we will call the lesser of the two the “active
theoretical limit” or the “theoretical limit” for simplicity. The controller performance cannot
exceed the theoretical limit, and this defines the design trade-off space for controller optimiza-
tion. As shown in Figure 5, the Point Absorber Limit is “active” for shorter wave periods. We
will call this set of wave periods Region I. The Volumetric Limit is “active” for longer wave
periods and we will call this set of wave periods Region II. The cross-over period, where the
Point Absorber and Volumetric Limits are equal, demarcates the two regions.

Equations (28) and (29) show that both upper limits are wave height dependent and
describe the WEC device performance in sinusoidal waves. To understand theoretical
upper limits for an irregular wave train, we compute the wave height for a sinusoidal
wave with the equivalent average power density of the irregular wave train as follows.
The power in a monochromatic wave of height H and period T is given by:

Pmono = H2T (30)

The equivalent wave height (H) of a monochromatic wave with the same power as
the polychromatic wave can be found by equating the two. Assuming the period of the
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monochromatic wave to be the same as the peak period of the polychromatic sea state, we
obtain the wave height of the equivalent sinusoidal wave as:

H = 0.64 Hs (31)

This approach allows us to classify regions in the scatter diagram based on point
absorber theory, and to draw meaningful conclusions regarding the importance of MPC-
based control. For this purpose, we divided the entire set of input wave conditions into
three distinct regions based on theoretical limits. Figure 6 illustrates the partitioning of sea
states, where Region I corresponds to wave conditions where performance is dominated by
the Point Absorber Limit. Region II corresponds to wave conditions where performance is
dominated by the Volumetric Limit. Finally, Region III is associated with large waves where
controllers are expected to maintain rated power production and minimize structural loads
on the system. Region III is not important from a performance optimization perspective,
but it is important that a control law active in this region will continue to produce power at
the rated capacity, while minimizing structural loads. Although slightly counter-intuitive,
structural loads in Region III can be smaller than those in Regions I and II because we are
effectively de-tuning the system to the incident wave conditions.

Figure 5. Controller design trade-off space based on theoretical limits for sinusoidal wave inputs of
height H = 1 m.

Applying the above region-based approach to a small and a large heaving point
absorber provides the following regions. To understand their significance in context, we
simply superimposed the regions onto the frequency distribution of the DoE’s reference
resource in Humboldt Bay, California. As shown in Figure 7, the reference geometry used
for this paper has only a few sea states, where causal control has the potential to provide
similar performance as that of the MPC-based controller. This is in stark contrast to the
SANDIA Wavebot, which has a much larger volumetric displacement and as a result
performs well in most sea-states using causal control (see Figure 8).
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Figure 6. Partitioning of sea states based on fundamental limits.

Figure 7. % of Total Occurrences at DOE reference site overlaid on Operating Region for the
Heaving Buoy.

Figure 8. Percentage of total occurrences overlaid on operating region-SANDIA WaveBot.

The comparison in Table 2 shows a buoy with a much larger volumetric displacement,
similar to that tested by SANDIA [26]. It shows that fewer regions are present where
volumetric limits dominate and, therefore, MPC becomes less important.
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Table 2. Percentage of total sea state occurrence in Regions I and II for the heaving buoy and SANDIA
WaveBot.

% of Total Occurrence
Heaving Buoy
(Swept Volume = 380 m3)

SANDIA WaveBot
(Swept Volume = 4303 m3)

Region I 32% 94%

Region II 68% 6%

6. Results

6.1. Benchmarking Performance of Causal Control Design Methods

To provide a fundamental understanding of the unconstrained controls’ performance,
we compared Optimal Causal Control, which is based on the LQG paradigm [7], with SAN-
DIA’s causal controller designed based on the CCC approximation principle–Proportional
Integral (PI) and Feedback Resonator (MPC-FBR). A set of MATLAB and Simulink files
containing methods for implementing PI and FBR controllers is available online through
the Marine Hydro-Kinetic Data Repository [26]. Both controllers were simulated to com-
pare performance in different wave conditions using no wave prediction information. MPC
was also simulated with the same inputs to serve as an upper limit for benchmarking
performance of the two causal controller design methods.

The results of this initial trade-off study demonstrated that the algorithm provided by
SANDIA provided significantly lower power capture across all sea states, but especially in
longer-period waves, where the impedance-matching condition of the underlying controls law
is physically impossible due to the device’s volumetric constraints. Because we found the LQG
method outperformed the CCC controller, the remainder of comparisons in this paper were
carried out between the LQG causal control method and a linear MPC controller. Time-domain
simulations were carried out using Optimal Causal Control using the LQG method outlined
in [9] and linear Model Predictive Control for a complete set of wave conditions. A discrete
time-step of 0.01 s and a simulation length of 3600 s was utilized. A Pierson–Moskowitz (PM)
wave spectrum with the following formulation was chosen to generate the wave train using
the WAFO Toolbox [27]. A plot of the input PM spectrum is shown in Figure 9

S(ω) =
5H2

m0

ωpω5
n

e−
5
4 ω−4

n (32)

where ωp = 2π
Tp

and ωn = ω
ωp

.

Figure 9. Spectral density computed using a PM spectrum for Hm0 = 1 m, Tp = 12 s.
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6.2. Controller Performance with Unconstrained PTO Force

First, let us look at the unconstrained case where no PTO force limits are imposed
on the controller. Motion constraints are still enforced because the displacement of the
device relative to the equilibrium is limited to ±2 m. Figure 10 shows a plot of the ratio of
average absorbed power using causal control normalized to the average absorbed power
using MPC. For short period waves, the ratio of causal controller response closely follows
that of MPC and the performance ratio is within 90%. This corresponds to Region I, where
power absorption is dominated by the Point Absorber Limit. In long-period waves, the
performance ratio starts to deteriorate for wave periods >10 s. This corresponds to Region
II, where power absorption is dominated by the volumetric constraint. The results show
that, unlike in the case of MPC, the stroke-limited power absorption capability of causal
controllers is sub-optimal.

Figure 10. Avg. power (causal control)/avg. power (MPC) for a set of power-producing sea states.

Figures 11–14 show the time domain comparison of the device response with MPC
and causal control for a significant wave height of 1.0 m and Tp = 15 s. The comparison is
shown for a wave input in Region II where the volumetric constraint is active. Note that
the MPC motion profile often covers the full stroke as opposed to causal control (Figure 13).
MPC’s “latching” behavior can also be seen in the velocity response profile.

Figure 11. Comparison of average power using causal control vs. MPC for an input wave with
Hs = 1.0 m, Tp = 15 s.

215



J. Mar. Sci. Eng. 2021, 9, 805

Figure 12. Comparison of PTO force using causal control vs. MPC for an input wave with
Hs = 1.0 m, Tp = 15 s.

Figure 13. Comparison of position response using causal control vs. MPC for an input wave with
Hs = 1.0 m, Tp = 15 s.

216



J. Mar. Sci. Eng. 2021, 9, 805

Figure 14. Comparison of velocity response using causal control vs. MPC for an input wave with
Hs = 1.0 m, Tp = 15 s.

6.3. Comparison of Annual Average Energy Capture for Reference Site

A simulation study was carried out to benchmark performance of the two control
approaches by calculating the overall annual average energy capture for a deep-water
reference site. The heaving buoy WEC was simulated for all of the wave conditions in
the scatter diagram shown in Figure 7 for the reference site at Humboldt Bay, CA. Both
controllers were simulated with a stroke limit of ±2 m, and no limits on the peak PTO force
were imposed.

Assuming a plant capacity factor of 30%, we obtained rated power of 473 kW using
MPC and 375 kW with causal control (see Table 3). At this site, the causal controller
captures only 79% of the MPC-based controller.

Table 3. Performance comparison of MPC and causal control for the DoE reference site at Humboldt
Bay, CA, USA.

MPC Causal Control

Rated Power (kW) 473 375

Average Power (kW) 142 113

Capacity Factor 30% 30%

% Annual Energy
Captured

Region I 19% 18%

Region II 81% 82%

Figure 10 shows the ratio of average absorbed power between causal control and MPC
at each sea state. Note that in the regions which are point absorber limited (Region I), the
two controllers perform equally well. For long-period waves where performance is upper
bound by the Volumetric Limit (Region II), as expected, MPC outperforms causal control.
Overall, we note that the percentage of sea state occurrences in Region II is 67.8% and is
responsible for close to 81% of the respective annual energy captured from all sea states.
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6.4. Controller Performance with Constrained PTO Force

Controllers must often operate with limits imposed on the maximum PTO force due
to hardware limitations. Therefore, it is important to determine how well the two control
approaches handle force constraints. In this situation, the controller must attempt to
maximize power absorption while simultaneously limiting the maximum forces used on
the PTO. Not all controllers can achieve this dual objective effectively, which typically
results in sub-optimal performance for causal controllers. Figure 15 shows a plot of average
power capture vs. force constraint for both control approaches. Note that for the same
choice of PTO force limit, the average power capture with MPC significantly exceeds causal
control. Another way of interpreting these results is that MPC requires less PTO force to
achieve the same power capture performance as that of causal control. Figures 16–19 show
time domain comparison of the device response with causal control and MPC when the
PTO force is limited to 0.5 MN.

Figure 15. Average absorbed power vs. PTO force limit for wave input with Hs = 1 m, Tp = 16 s.

Figure 16. Time domain response comparison for absorbed power with PTO force limit = 0.5 MN.
Significant wave height Hs = 1.0 m, peak period Tp = 16 s.
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Figure 17. Time domain response comparison of PTO force with force limit = 0.5 MN. Significant
wave height Hs = 1.0 m, peak period Tp = 16 s.

Figure 18. Time domain response comparison of WEC position with PTO force limit = 0.5 MN.
Significant wave height Hs = 1.0 m, peak period Tp = 16 s.
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Figure 19. Time domain response comparison of WEC velocity with PTO force limit = 0.5 MN.
Significant wave height Hs = 1.0 m, peak period Tp = 16 s.

In addition to the control commands issued by the linear causal controller, the causal
controller also has a non-linear stroke protection block which adds to the requirements of
the PTO machinery force. Causal controllers require careful tuning of the non-linear control
parameters to reduce spikes in PTO machinery force. Tuning the stroke protection parameters
helps to smooth the PTO force response but it comes at the cost of sacrificing the amount
of power that is absorbed. Figure 17 shows a comparison of the PTO force response with
causal control and MPC. Note that MPC is able to limit the PTO force effectively, and does
not violate the force limit. In contrast, causal control occasionally violates the force limit.

7. Conclusions

In this paper, we presented results of a performance comparison study between
causal and non-causal methods in a design trade-off space formed by theoretical upper
limits on power absorption. While exploring this design trade-off space, we show that
identification of operating regions based on device displaced volume and site-specific
annual spectrum data are key drivers in identifying suitable control methods for a given
WEC application. MPC and causal control performance is similar for Region I, where
performance is constrained by Point Absorber Limits and assuming that the PTO is capable
of full four-quadrant control. For operating Region II, where performance is limited by
Volumetric Limits, MPC shows a significant performance advantage compared to the causal
control method.

It should be noted that the cost of most in-ocean systems is directly proportional to
their displaced volume. This means that the ratio of average power to volume (P/V) is a key
indicator of structural efficiency of a WEC device. Small point absorbers tend to have better
P/V ratios, which drives economically viable solutions towards smaller devices. As shown
in this study, these smaller point absorbers will produce power predominantly in Region
II, where volumetric constraints dominate and MPC provides significant performance
advantages. Furthermore, constrained optimal control offered by MPC provides benefits
beyond pure performance gains. The ability to directly handle a wide range of constraints as
part of the optimization problem ensures constraints can be gently applied, thus reducing
transient loads that are harmful to the PTO and device structural components, while
maximizing power production.

220



J. Mar. Sci. Eng. 2021, 9, 805

Author Contributions: Conceptualization, M.P. and A.K.; methodology, M.P., A.K., J.S.; software,
A.K., J.S., M.P.; validation, M.P., A.K. and J.S.; formal analysis, M.P., A.K. and J.S.; investigation, M.P.,
A.K. and J.S.; writing—original draft preparation, M.P., A.K. and J.S.; writing—review and editing,
M.P.; visualization, M.P., A.K. and J.S.; project administration, M.P.; funding acquisition, M.P. All
authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the US Department of Energy, grant number DE-EE0007173.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Acknowledgments: This work was supported by the U.S. Department of Energy under Award
No. DE-EE0007173.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Nebel, P. Maximizing the Efficiency of Wave-Energy Plant Using Complex-Conjugate Control. J. Syst. Control Eng. 1992, 206,
225–236. [CrossRef]

2. Budal, K.; Falnes, J. Interacting Point Absorbers with Controlled Motion. In Power from Sea Waves; Count, B., Ed.; Academic:
London, UK, 1980; pp. 381–399.

3. Evans, D.V. A theory for wave-power absorption by oscillating bodies. J. Fluid Mech. 1976, 77, 1–25. [CrossRef]
4. Falnes, J.; Kurniawan, A. Ocean. Waves and Oscillating Systems: Linear Interactions Including Wave Energy Extraction; Cambridge

University Press: Cambridge, UK, 2002.
5. Coe, R.; Bacelli, G.; Nevarez, V.; Cho, H.; Wilches-Bernal, F. A Comparative Study on Wave Prediction for WECs. SANDIA REPORT

SAND2018-8602; Sandia National Lab.(SNL-NM): Albuquerque, NM, USA, 2018.
6. Scruggs, J.; Lattanzio, S.; Taflanidis, A.; Cassidy, I. Optimal causal control of a wave energy converter in a random sea. Appl.

Ocean Res. 2013, 42, 1–15. [CrossRef]
7. Scruggs, J. Causal control design for wave energy converters with finite stroke. IFAC-PapersOnLine 2017, 50, 15678–15685.

[CrossRef]
8. Nie, R.; Scruggs, J.; Chertok, A.; Clabby, D.; Previsic, M.; Karthikeyan, A. Optimal causal control of wave energy converters in

stochastic waves—Accommodating nonlinear dynamic and loss models. Int. J. Mar. Energy 2016, 15, 41–55. [CrossRef]
9. Lao, Y.; Scruggs, J.; Karthikeyan, A.; Previsic, M. Discrete-time causal control of WECs with finite stroke in stochastic waves. In

Proceedings of the 13th European Wave and Tidal Energy Conference, Napoli, Italy, 1–6 September 2019.
10. Blondel, E.; Bonnefoy, F.; Ferrant, P. Deterministic non-linear wave prediction using probe data. Ocean Eng. 2010, 37, 913–926.

[CrossRef]
11. Lyzenga, D.; Nwogu, O.; Trizna, D.; Hathaway, K. Ocean wave field measurements using X-band Doppler radars at low grazing

angles. In Proceedings of the 2010 IEEE International Geoscience and Remote Sensing Symposium, Honolulu, HI, USA, 25–30
July 2010.

12. Lyzenga, D.R.; Walker, D.T. A Simple Model for Marine Radar Images of the Ocean Surface. IEEE Geosci. Remote Sens. Lett. 2015,
12, 2389–2392. [CrossRef]

13. Gieske, P. Model Predictive Control of a Wave Energy Converter: Archimedes Wave Swing. Master’s Thesis, Delft University of
Technology, Delft, The Netherlands, 2007.

14. Karthikeyan, A.; Previsic, M.; Scruggs, J.; Chertok, A. Non-linear Model Predictive Control of Wave Energy Converters with
Realistic Power Take-off Configurations and Loss Model. In Proceedings of the 2019 IEEE Conference on Control Technology and
Applications (CCTA), Hong Kong, China, 19–21 August 2019.

15. Eriksson, C. Model Predictive Control of CorPower Ocean Wave Energy Converter. Ph.D. Thesis, KTH, Stockholm, Sweden, 2016.
16. Cretel, J.; Lewis, A.; Lightbody, G.; Thomas, G. An application of model predictive control to a wave energy point absorber. In

Proceedings of the IFAC Conference on Control Methodologies and Technology for Energy Efficiency, Vilamoura, Portugal, 29–31
March 2010.

17. Nathan, T.; Yeoung, R. Nonlinear model predicitve control applied to a generic ocean-wave energy extractor. J. Offshore Mech.
Arct. Eng. 2014, 135, 41901.

18. Richter, M.; Magana, M.E.; Sawodny, O.; Brekken, T.K.A. Nonlinear Model Predictive Control of a Point Absorber Wave Energy
Converter. IEEE Trans. Sustain. Energy 2013, 4, 118–126. [CrossRef]

19. Faedo, N.; Olaya, S.; Ringwood, J.V. Optimal control, MPC and MPC-like algorithms for wave energy systems: An overview.
IFAC J. Syst. Control 2017, 1, 37–56. [CrossRef]

20. WAMIT. Available online: https://www.wamit.com/ (accessed on 20 June 2020).
21. Coleman, T.F.; Li, Y. A Reflective Newton Method for Minimizing a Quadratic Function Subject to Bounds on Some of the

Variables. SIAM J. Optim. 1996, 6, 1040–1058. [CrossRef]
22. Gill, P.E.; Murray, W.; Wright, M.H. Practical Optimization; Academic Press: London, UK, 1981.

221



J. Mar. Sci. Eng. 2021, 9, 805

23. Lao, Y.; Scruggs, J.T. A Modified Technique for Spectral Factorization of Infinite-Dimensional Systems Using Subspace Techniques.
In Proceedings of the 2019 IEEE 58th Conference on Decision and Control (CDC), Nice, France, 11–13 December 2019.

24. Budal, K.; Falnes, J. A Resonant Point Absorber of Ocean Waves. Nature 1975, 256, 478–479.
25. Hals, J.; Falnes, J.; Moan, T. Constrained Optimal Control of a Heaving Buoy Wave-Energy Converter. J. Offshore Mech. Arct. Eng.

2010, 133, 011401. [CrossRef]
26. Laboratories, S.N. MASK3 for Advanced WEC Dynamics and Controls [Data Set]. Available online: https://dx.doi.org/10.15473

/1581762 (accessed on 20 May 2020).
27. WAFO-Group. WAFO—A Matlab Toolbox for Analysis of Random Waves and Loads—A Tutorial; Center for Mathematical Sciences,

Lund University: Lund, Sweden, 2000.

222



Journal of

Marine Science 
and Engineering

Article

Real-Time Nonlinear Model Predictive Controller for Multiple
Degrees of Freedom Wave Energy Converters with Non-Ideal
Power Take-Off

Ali S. Haider 1,*, Ted K. A. Brekken 1 and Alan McCall 2

��������	
�������

Citation: Haider, A.S.; Brekken,

T.K.A.; McCall, A. Real-Time

Nonlinear Model Predictive

Controller for Multiple Degrees of

Freedom Wave Energy Converters

with Non-Ideal Power Take-Off. J.

Mar. Sci. Eng. 2021, 9, 890. https://

doi.org/10.3390/jmse9080890

Academic Editor: Constantine

Michailides

Received: 3 August 2021

Accepted: 16 August 2021

Published: 18 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Electrical Engineering and Computer Science, Oregon State University, Corvallis, OR 97331, USA;
brekken@eecs.oregonstate.edu

2 Dehlsen Associates, LLC., Santa Barbara, CA 93101, USA; amccall@ecomerittech.com
* Correspondence: haidera@oregonstate.edu

Abstract: An increase in wave energy converter (WEC) efficiency requires not only consideration
of the nonlinear effects in the WEC dynamics and the power take-off (PTO) mechanisms, but
also more integrated treatment of the whole system, i.e., the buoy dynamics, the PTO system,
and the control strategy. It results in an optimization formulation that has a nonquadratic and
nonstandard cost functional. This article presents the application of real-time nonlinear model
predictive controller (NMPC) to two degrees of freedom point absorber type WEC with highly
nonlinear PTO characteristics. The nonlinear effects, such as the fluid viscous drag, are also included
in the plant dynamics. The controller is implemented on a real-time target machine, and the WEC
device is emulated in real-time using the WECSIM toolbox. The results for the successful performance
of the design are presented for irregular waves under linear and nonlinear hydrodynamic conditions.

Keywords: nonlinear model predictive control; two degrees of freedom wave energy converter;
nonlinear hydrodynamics; nonlinear power take-off

1. Introduction

Renewable energy technologies present a viable and sustainable contribution to the
world’s growing energy demands, and the ocean provides potential for an enormous
untapped energy resource for the world’s energy portfolio [1,2]. The prospect of ocean
wave energy has triggered research in optimal power capture techniques for wave energy
converters, including non-ideal operating conditions, such as the non-ideal PTO system
constraints [3] and nonlinear sea conditions. Achieving optimal power capture by a
WEC in practice is a multifaceted objective. It depends on various factors, such as the
physical design of the WEC, the design of the PTO system, the ocean conditions, and the
control techniques.

Model predictive control (MPC) is a promising control approach for wave energy
converters’ relatively slow plant dynamics because it maximizes energy capture while
respecting the system’s mechanical limits. MPC is a look-ahead control strategy that pre-
dicts future system behavior to solve a constrained optimization problem and determines
the best control action to maximize the output power of WEC. MPC and other optimal
control schemes, such as pseudospectral methods and MPC-like algorithms, have been
comprehensively studied in the literature for a single WEC device and an array of wave
energy converters [4–9]. An MPC algorithm uses an internal model of the plant to predict
the system’s future states [10]. Nonlinear control algorithms can consider the non-ideal
operating conditions and nonlinear effects, including but not limited to non-ideal power
take-off mechanism [11], nonlinear viscous drag terms [12,13], and nonlinear mooring
dynamics [2]. The non-ideality of PTO systems in most literature is limited to the efficiency
of the PTO mechanism [13–16]. One of the motivations for this research is to consider
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higher-order nonlinear PTO characteristics as an optimization objective for the NMPC prob-
lem. The economic MPC techniques consider a general economic cost function directly in
real time [17–19]. However, we have deployed a real-time iterative (RTI) algorithm [20,21]
to optimize a more general class of non-ideal PTO mechanisms using pseudo-quadratic
formulations [3]; this method also supports nonlinearities in the plant dynamics, such
as mooring and fluid viscous drag. Another motivation for this work is investigating
nonlinear multiple degrees of freedom WEC coupled to non-ideal PTO.

Lots of work has been focused on studying multiple degrees of freedom WEC devices
that prove a significant improvement of power capture by the WEC device. Multi-resonant
feedback control of a three degree of freedom WEC is presented [22], where a linear
hydrodynamic model is considered, and multi-resonant proportional-derivative control
law is proposed where the focus is linear plant dynamics under unconstrained control.
An analysis of a multi-degree-of-freedom point absorber WEC in the surge, heave, and
pitch directions is presented in [23], and frequency and time-domain formulations are
presented for the linear plant dynamics. A time-domain model for a point absorber WEC
in six degrees of freedom is developed in [24] with an optimal resistive loading. The three
degrees of a freedom model of a WEC is presented in [25], where the capture performance
of various PTO systems is investigated for a linear plant model. An active control strategy
based on the optimal velocity trajectory tracking for a multi-DoF submerged point absorber
WEC is presented in [26], where a linearized dynamic system model is considered along
with an ideal PTO mechanism. A nonlinear MPC design and implementation based on
differential flatness parameterization has been proposed in [27]. Given that most of the
work focused on linear plant dynamics for multiple degrees of freedom WEC or ideal
PTO mechanisms, and the lack of application of NMPC for such class or problems, we
have investigated the application of NMPC to nonlinear multiple DoF WEC plant with
a non-ideal PTO mechanism, and focus on the real-time implementation of the control
algorithm on a real-time target machine.

This research presents the maximization of power extraction by a 2-DoF WEC device,
a WECSIM [28] model of the full-scale version of the Dehlsen Associates, LLC multi-pod
CENTIPOD [29]. Although the CENTIPOD device is an array device, the cross-coupling
between pods is ignored for this study, which is negligible for the sea conditions of interest
in this work and will be investigated in the future. The goal is to optimize the power
extracted by the heave and pitch PTOs subject to actuation and velocity constraints. The
objective function is a nonstandard and nonquadratic functional of PTO force and velocity,
resulting from a practical PTO generator power loss characteristic. The WEC model
includes nonlinear viscous drag terms; hence, the resulting plant model is a nonlinear
dynamic system. We have implemented an NMPC for the problem. To tackle a free-formed
objective function subjected to nonlinear system dynamics, we have used the extended
version of the NMPC design from [30], based on pseudo-quadratization using an ACADO
toolkit [21]. No prior knowledge of wave excitation is assumed. The WEC model is
simulated on a real-time emulator machine, while control is deployed on a Speedgoat
real-time performance machine [31], which is interfaced with the WEC emulator machine
through an ethernet port. The simulation results for real-time NMPC are presented for the
linear and nonlinear hydrodynamics conditions simulated in WECSIM.

2. Time Domain Model of a Multiple Degree of Freedom WEC

The WEC device is a full-scale version of the Dehlsen Associates, LLC multi-pod
CENTIPOD [29,32]. A 1:35-scale version of the device is shown in Figure 1. This CENTIPOD
device has three floating pods and three spars fixed to a backbone structure. The backbone
is anchored using mooring lines, as shown in Figure 2. In its 2-DoF version, each pod
is attached to a PTO mechanism in the heave and pitch degrees of freedom. All pods in
Figure 2 are assumed identical, and since the CENTIPOD device is an array device, the
array effect [33] could become prominent as the significant height of the waves increases
and the incident angle of the waves is not parallel to the x-axis in Figure 2. For this study,
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incident waves are assumed parallel to the x-axis, and for the sea state of interest in this
work, the cross-coupling between the pods is very small and is neglected, although it will
be investigated in future work.

 

Figure 1. Image of the Dehlsen Associates, LLC, 1:35-scale CENTIPOD WEC.

 
 

(a) (b) 

Figure 2. Degrees of freedom for dynamic modeling of CENTIPOD WEC: (a) baseline configuration;
(b) model with mooring lines.
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We will follow the subscript notation of the WEC-Sim toolbox [28] for the degrees of
freedom for WEC, in which the integers from 1, 2, . . . 6 correspond to surge, sway, heave,
roll, pitch, and yaw, respectively. Some other notations and symbols for WEC modeling are
given in Table 1.

Table 1. Notations and symbols for WEC modeling.

Variable Description

vi Velocity (Linear or Angular) in ith DoF
xi Displacement (Linear or Angular) in ith DoF
ξi Intermediate State variables for radiation force State-Space approximation

Fr,pq Radiation force in pth DoF due to velocity in qth DoF
Fhs,i Hydrostatic force in ith DoF
Fv,i Viscous drag force in ith DoF
Fe,i Wave excitation force in ith DoF
Fp,i PTO force in ith DoF
m Mass of the float

Apq(∞) Added mass at the infinite frequency in pth DoF due to acceleration in qth DoF
Ci The hydrostatic restoring coefficient in ith DoF

Cvd,i Viscous drag coefficient in ith DoF
Aqp Frequency-dependent added mass in pth DoF due to acceleration in qth DoF
Bqp Frequency-dependent damping in pth DoF due to velocity in qth DoF
Kpq Radiation force impulse response without infinite frequency added mass
Zqp WEC Intrinsic impedance response in pth DoF due to velocity in qth DoF
ai Polynomial coefficients
ci,j Polynomial coefficients for cost functional
Ip,i ith PTO current

ηConv PTO converter efficiency
KCu PTO generator copper loss constant
RΩ PTO generator winding resistance

2.1. Surge-Pitch-Heave Model of WEC Modeling in State-Space Form

Each pod in Figure 2 is modeling as a wave point absorber device. The Cummins
equation for the coupled surge and pitch dynamics for a point absorber pod (assuming a
local reference frame) is given by,

(m + A11(∞))
.
v1 + A15(∞)

.
v5 = −Fr,11(t)− Fr,15(t)− Fv,1(t) + Fe,1(t), (1)

(m + A55(∞))
.
v5 + A51(∞)

.
v1 = −Fr,55(t)− Fr,51(t)− Fv,5(t)− Fhs,5(t)− Fp,5(t) + Fe,5(t). (2)

The Cummins equation for the heave dynamics of a point absorber pod is given by,

(m + A33(∞))
.
v3(t) = −Fr,33(t)− Fhs,3(t)− Fv,3(t)− Fp,3(t) + Fe,3(t), (3)

The hydrostatic, viscous damping, and radiation force terms in (1) through (3) are
given by,

Fr,ij(t) =
∫ t

−∞
Kij(t − τ)vjdτ, (4)

Fhs,i(t) = Cixi, (5)

Fv,i(t) = Cd,ivi|vi|. (6)

A transfer function expression can approximate the convolution integral term in (4),

Fr,pq(t) =
∫ t

−∞
Kpq(t − τ)vqdτ ⇔ Fr,pq(jω) = Zpq(jω)Vq(jω), (7)
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Using the device data from WAMIT [34], we can approximate the intrinsic impedance
Zpq(jω) in (7) by a second order transfer function using system identification techniques,

Zpq(jω) =
[
jω
(

Apq(jω)− Apq(∞)
)
+ Bqp(jω)

] ≈ αpq,1s + αpq,0

s2 + βpq,1s + βpq,0

∣∣∣∣∣
s=jω

, (8)

Using (8) in (7) enables us to express the radiation force as a second-order transfer
function,

Fr,pq(s) ≈
αpq,1s + αpq,0

s2 + βpq,1s + βpq,0
Vq(s), (9)

The transfer function expression in (9) can be converted to the state-space expressions
in the observer canonical forms for each of the radiation force terms,[ .

ξk(t).
ξk+1(t)

]
=

[
0 1
ak ak+1

][
ξk(t)

ξk+1(t)

]
+

[
bk

bk+1

]
vq(t), (10)

ypq(t) =
[

1 0
][ ξk(t)

ξk+1(t)

]
≈ Fr,pq(t). (11)

By the comparison of (9)–(11), we have, αpq,1 = bk, βpq,1 = −ak+1, βpq,0 = −ak, and
αpq,0 = bk+1 − bkak+1. Making a change of variables in (1),

Mii = (m + Aii(∞)), (12)

F1,net = −Fr,11(t)− Fr,15(t)− Fv,1(t) + Fe,1(t), (13)

F5,net = −Fr,55(t)− Fr,51(t)− C5x5 − Fv,5(t)− Fp,5(t) + Fe,5(t). (14)

Using (12)–(14) in (1), we get the pitch-surge coupled model of a pod as,

[ .
v1.
v5

]
=

[
M11 A15(∞)

A51(∞) M55

]−1[ F1,net
F5,net

]
(15)

The viscous drag force term vi|vi| in (6) is a hard nonlinearity that may lead to conver-
gence issues for the optimization solvers. One solution is to approximate this term with a
soft nonlinearity by replacing it with a smooth higher-order polynomial. A third-order poly-
nomial approximation for vi|vi| is used in the surge and heave direction, where the range
of interest of velocity is vi ∈ (−1.5, 1.5) m/sec, and a fifth-order polynomial approximation
is used for pitch direction, where the range of interest of velocity is vi ∈ (−0.5, 0.5) rad/sec.
With, pi,j being the jth polynomial coefficient for ith degree polynomial curve fit

Fv,i = Cd,ivi|vi| ≈ Cd,i

(
p3,3v3

i + p3,1vi

)
, i = 1, 3, (16)

Fv,5 = Cd,5v5|v5| ≈ Cd,5

(
p5,5v5

5 + p5,3v3
5 + p5,1v5

)
. (17)

The curve fits (16) and (17) are shown in Figure 3a,b, respectively. Using (15) and (3),
we get a Surge-Heave-Pitch model of a pod as,

.
X = AX + BpFp + BvFv + BeFe, (18)

where,
Fp =

[
Fp,5 Fp,3

]T , (19)

Fv =
[

Fv,1 Fv,5 Fv,3
]T , (20)

Fe =
[

Fe,1 Fe,5 Fe,3
]T , (21)
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X =
[

v1 v5 x5 ξ3 ξ4 ξ5 ξ6 ξ7 ξ8 ξ9 ξ10 v3 x3 ξ1 ξ2
]T . (22)

and the radiation force terms are approximated by following state variables using (10),

Fr,11 = ξ3, Fr,15 = ξ5, Fr,51 = ξ7, Fr,55 = ξ9, Fr,33 = ξ1. (23)

and,

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 −m15C5 −m11 0 −m11 0 −m15 0 −m15 0
0 0 −m55C5 −m51 0 −m51 0 −m55 0 −m55 0
0 1 0 0 0 0 0 0 0 0 0
b3 0 0 0 1 0 0 0 0 0 0
b4 0 0 a3 a4 0 0 0 0 0 0
0 b5 0 0 0 0 1 0 0 0 0
0 b6 0 0 0 a5 a6 0 0 0 0
0 b7 0 0 0 0 0 0 1 0 0
0 b8 0 0 0 0 0 a7 a8 0 0
b9 0 0 0 0 0 0 0 0 0 1
b10 0 0 0 0 0 0 0 0 a9 a10

011×4

04×11

0 −C3
M33

−1
M33

0
1 0 0 0
b1 0 0 1
b2 0 a1 a2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (24)

Bp =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−m15 0
−m55 0

0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 −1

M33
0 0
0 0
0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Bv =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−m11 −m15 0
−m51 −m55 0

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 −1

M33
0 0 0
0 0 0
0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Be =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

m11 m15 0
m51 m55 0

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 1

M33
0 0 0
0 0 0
0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (25)

Putting (16) and (17) in (18) gives us a 2-DoF (heave and pitch) WEC nonlinear plant
model, where the surge is coupled with the pitch and heave is a decoupled DoF. We can
use this plant model as a prediction model in NMPC.

2.2. Nonquadratic WEC-PTO Model

The electrical power output from the PTO mechanism of the WEC is the difference
between the mechanical power input from the waves and the losses in the PTO system. For
a given PTO generator, the electrical PTO power cost functional to be maximized, including
the electrical losses, is given by,

max
Fp,i

PE,i = ηConv( PMechanical,i − PLoss,i) = ηConv

(
Fp,ivi − KCu

[
Ip,i
(

Fp,i
)]2RΩ

)
, (26)

The case study scenario is taken from McCleer Power’s Linear PTO generator [3]
with the PTO force–current characteristics given by Figure 4. We can approximate the
experimental data in Figure 4 with a mathematical relation, such as a piecewise linear
function or a nonlinear function. We have used polynomial approximation which is a
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smooth function. This relation is described by a third-order curve fit between the PTO
current and the PTO force,

Ip,i
(

Fp,i
)
= a3,iF3

p,i + a2,iF2
p,i + a1,iFp,i + a0,i, (27)

Putting (27) in (16), we get,

PE,i = c0,iFp,ivi − ( c1,iF6
p,i + c2,iF5

p,i + c3,iF4
p,i + c4,iF3

p,i + c5,iF2
p,i + c6,iFp,i + c7,i) , (28)

The PTO cost functional surface in (28) is plotted in the PTO velocity–force plane, as
shown in Figure 5. The surface plot of the mechanical PTO power, PMechanical,i = Fp,ivi
is non-convex, as shown in Figure 5. However, the electrical PTO power surface, PE,i in
(26) has a quadratic power loss term, and it gives convexity to the electrical power surface
along the PTO force axis in Figure 5.

Figure 3. Polynomial approximations of the quadratic drag term vi|vi|: (a) 3rd order curve fit for heave and surge axes;
(b) 5th order curve fit for pitch axis.

Figure 4. Polynomial curve fitting to the PTO force-current experimental data for a PTO generator.
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Figure 5. Mechanical and electrical PTO power surface plot in PTO velocity-force plane.

3. Implementation of NMPC for 2-DoF Heave-Pitch WEC

The optimal control problem of a WEC involves manipulating the PTO force/torque
to maximize the power capture while respecting some system constraints. Various optimal
control approaches have been developed, and a comprehensive review can be found in [34].
MPC is a model-based online optimal control solution, and a given NMPC problem opti-
mizes a manipulated variable u(t) to maximize some cost functional P(·) while respecting
the system constraints. A special class of NMPC problems has been formulated in [30], in
which the cost functional takes on a nonlinear piecewise polynomial form. Considering
the case of finite horizon optimization control, we can mathematically describe the NMPC
problem of such a class as,

maximize
u(t)

P
[
t,

.
X(t), X(t), U(t), p(t)

]
(29)

Where : P(·) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

P1(·) + ρN,1(·), qk(t) < R1
P2(·) + ρN,2(·), R1 ≤ qk(t) ≤ R2

...
Pj(·) + ρN,j(·),

...
Rj−1 ≤ qk(t) ≤ Rj

, (30)

subject to,

Dynamic Constraints : 0 = g
(

t,
.
X(t), X(t), U(t), d(t), p(t), N

)
, (31)

Boundary Constraint Function : 0 = r(N, X(0), U(0), X(N), U(N), p), (32)

Path Constraints Function : 0 ≥ s(t, X(t), U(t), p(t)). (33)

The description of various variables and constants in (298) through (33) is given in
Table 2. The wave excitation force Fe acting on the hull is considered an unmeasured
system disturbance, and based on the available measurements, the controller internally
estimates Fe.
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Table 2. Symbols and notations for NMPC formulation.

Variable Description

N Prediction horizon
X State vector

ρN,i Finite horizon terminal cost penalty or Mayer terms
Pi(·) Some Nonlinear functions or Lagrange terms

p A column vector of time-varying parameters
U PTO Force manipulated variable vector, Fp(N)
d Excitation force disturbance vector, Fe (N)

qk(t) Cost functional scheduling variable
Ri Some real numbers, such that Rk+1 > Rk

For the 2-DoF (heave-pitch) WEC problem, the objective function to be maximized
in (28) will be the sum of electrical PTO power output in the heave and pitch DoFs for
each pod,

PE = PE,3 + PE,5 , (34)

Using the technique developed in [30], we can put (34) into the pseudo-quadratic form
by defining a suitable hi vector for heave and pitch as,

hi =
[

F3
p,i F2

p,i Fp,i vi 1
]T

, i = 3, 5 (35)

with,

h =

[
h3

h5

]
, (36)

we can reformulate (34) as,

PE =
1
2

hT

(
2
[

W3 0

0 W5

])
h =

1
2

hT(2W)h, (37)

By using (28) in (34), the weighting matrix W can be obtained by polynomial decom-
position of (34) by the vector h in (36) as the basis vector,

Wi =
1
2

⎡
⎢⎢⎢⎢⎣

−2c1,i −c2,i 0 0 0
−c2,i −2c3,i −c4,i 0 0

0 −c4,i −2c5,i c0,i −c6,i
0 0 c0,i 0 0
0 0 −c6,i 0 −2c7,i

⎤
⎥⎥⎥⎥⎦, i = 3, 5 (38)

The controller is implemented using an ACADO toolkit [21] following the approach
developed in [3].

4. Results

The schematic diagram of the test setup is shown in Figure 6. The corresponding
hardware setup is shown in Figure 7. NMPC is designed in the host machine, which
generated code and deployed the controller to the Speedgoat performance real-time target
machine [31], model-109100 with Intel Core i3 3.3 GHz, two cores, and 2048 MB DDR3 RAM.
The Speedgoat machine is interfaced with a real-time WEC emulator machine through an
Ethernet universal data port (UDP) channel. The three WEC pods in Figure 1 are assumed
identical, and the same controller is implemented for each pod as shown in Figure 8, while
the cross-coupling between pods is ignored for this work. The physical velocity and force
constraints of the PTO mechanisms imposed as |v3| ≤ 2 m/sec , |v5| ≤ 0.5 rad/sec and∣∣Fp,i

∣∣ ≤ 400 kN. The emulated WEC-Sim model of CENTIPOD device is shown in Figure 9.
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Figure 6. Schematic diagram of the test setup.

Figure 7. Hardware test setup.

Figure 8. NMPC controller for 2-DoF 3-pod CENTIPOD WEC.
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Figure 9. WEC-Sim model of Dehlsen’s 2-DoF CENTIPOD device with heave and pitch PTOs for each pod.

Since the WEC pods are assumed identical with no cross-coupling, results are pre-
sented only for a single pod. The sea state of interest for WEC-Sim is given in Table 3. This
particular sea state’s selection is based on the future testing site of interest for the WEC
device, although the hardware testing and a more elaborated study involving other sea
states are planned for the future. A step time of 0.1 sec is used for MPC formulation, close
to one-tenth of the peak wave period. The performance of NMPC is compared against the
linear MPC, and the analysis is performed for the linear and nonlinear hydrodynamics
sea conditions.

Table 3. Sea states for WEC-Sim simulation.

WEC-Sim Simulation Parameter Value

Significant Wave Height [m] 2.5
Peak Period [s] 8

Wave Spectrum Type Pierson Moskowitz (PM)
Wave Class Irregular
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The average electrical power output results for the heave and pitch PTOs for 2-DoF
pod-1 are shown in Figures 10a and 10b, respectively, for linear MPC and NMPC subjected
to linear hydrodynamic conditions. Here, we consider the exponentially weighted moving
average (EWMA) with the forgetting factor set to unity. The instantaneous electrical power
output results corresponding to Figure 10 are shown in Figure 11. The PTO force and
wave excitation force profiles for 2-DoF Pod-1 with linear and nonlinear MPC under linear
hydrodynamic conditions are shown in Figure 12. The PTO velocity and displacement plots
for 2-DoF Pod-1 with linear and nonlinear MPC under linear hydrodynamic conditions are
shown in Figure 13.

(a) (b) 
Figure 10. Average electrical PTO power output for 2-DoF Pod-1 with linear and nonlinear MPC under linear hydrodynamic
conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.

Figure 11. Instantaneous electrical PTO power output for 2-DoF Pod-1 with linear and nonlinear MPC under linear
hydrodynamic conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.
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Figure 12. The PTO force and wave excitation force profiles for 2-DoF Pod-1 with linear and nonlinear MPC under linear
hydrodynamic conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.

Figure 13. The PTO velocity and displacement plots for 2-DoF Pod-1 with linear and nonlinear MPC under linear
hydrodynamic conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.

The average and instantaneous electrical power output results under nonlinear hydro-
dynamics for 2-DoF Pod-1 with linear and nonlinear MPC are shown in Figures 14 and 15,
respectively. The comparison of average electrical PTO power output with NMPC for
1-DoF and 2-DoF Pod-1 is shown in Figure 16 under nonlinear hydrodynamic conditions.
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Figure 14. Average electrical PTO power output for 2-DoF Pod-1 with linear and nonlinear MPC under Nonlinear
hydrodynamic conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.

Figure 15. Instantaneous electrical PTO power output for 2-DoF Pod-1 with linear and nonlinear MPC under nonlinear
hydrodynamic conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.

Figure 16. Average electrical PTO power output for 1-DoF and 2-DoF Pod-1 with nonlinear MPC under nonlinear
hydrodynamic conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.
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5. Discussion

The average electrical power output results in Figures 10 and 14 are summarized in
Table 4. NMPC shows a better performance in terms of increased power output when
compared to linear MPC. This increase in the output power becomes more prominent
under nonlinear hydrodynamic conditions, which are not accounted for by the linear MPC.
An overall 5% increase in power by NMPC compared to linear MPC is obtained under
linear hydrodynamic conditions. NMPC obtains an overall 5% increase in total power
output by pod-1 than linear MPC under linear hydrodynamic conditions and 10.6% under
nonlinear hydrodynamic conditions. The corresponding task execution time (TET) stats for
the real-time implementations of linear MPC and NMPC in a Speedgoat real-time machine
are given in Table 5. Given the controller step time of 0.1 sec, the increase in TET for NMPC
compared to linear MPC is not very significant.

Table 4. Average electrical power output per PTO for 2-DoF Pod1 with linear MPC and NMPC.

Average Electrical Power [kW]

Control Algorithm
Linear Hydrodynamic Conditions Nonlinear Hydrodynamic Conditions

Heave Pitch Total Heave Pitch Total

Linear MPC 57 35 92 70 52 122
Nonlinear MPC 60 37 97 79 56 135

Table 5. Real-time timings stats for Linear MPC vs. Nonlinear MPC.

Task Execution Time (TET) [sec]

Control Algorithm 1-DoF Heave 1-DoF Pitch 2-DoF Heave and Pitch

Linear MPC 2.12 × 10−4 2.67 × 10−4 5.21 × 10−4

Nonlinear MPC 3.05 × 10−4 3.21 × 10−4 6.14 × 10−4

The average electrical power output results per PTO for 1-DoF and 2-DoF Pod1 with
NMPC from Figure 16 are summarized in Table 6. In moving from 1-DoF WEC to 2-DoF
WEC, a 35% increase in output power is obtained compared to heave only, and 129%
increase compared to pitch only.

Table 6. Average electrical power output per PTO for 1-DoF and 2-DoF Pod1 with NMPC.

Average Electrical Power [kW]

1-DoF WEC 2-DoF WEC
Axis Heave Pitch Heave and Pitch

Heave 98 0 78
Pitch 0 58 55

Net Power 98 58 133

The locus of electrical PTO power for linear MPC and NMPC under nonlinear hydro-
dynamic conditions in WEC-Sim, along with the electrical power cost functional surface
from Figure 5, are shown in Figure 17.

The locus of electrical PTO power in Figure 17 traverses a trajectory on the cost
manifolds and satisfies the cost objective. The cost index formulation in (15) includes a
convexifying quadratic term of PTO current, making the resultant electrical PTO surface
convex in Figure 5, and with a smooth PTO current profile, the close loop system tends to
maintain a stable operation. If the QP problem formulated at a given sample interval is
infeasible, the controller will not find a solution. This issue can be handled by monitoring
the status of the QP solver during each sampling interval and selecting a suboptimal
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solution when the QP solver fails. An average of 35% processor load was observed per
sampling interval during testing.

Figure 17. The locus of electrical PTO power on the electrical power cost functional surface for linear MPC and NMPC
under nonlinear hydrodynamic conditions in WEC-Sim and

∣∣Fpto
∣∣ ≤ 400 kN: (a) Pod-1 Heave PTO; (b) Pod-1 Pitch PTO.

6. Conclusions

This article presents a real-time implementation of NMPC for a nonlinear 2-DoF WEC
based on Dehlsen Associates’ CENTIPOD multi-pod WEC device, with non-ideal PTOs
in the heave and pitch axes. The three pods of the WEC device are assumed identical,
and a nonlinear state-space model of a single pod is developed. An NMPC controller is
implemented for a 2-DoF WEC device with the cost functional based on a PTO model case
study with a highly nonlinear PTO current–force characteristic. The results of the linear
MPC are compared with NMPC for the sea states of interest (irregular waves with Pierson
Moskowitz spectrum) under linear and nonlinear hydrodynamic conditions in WEC-Sim.
The proposed methodology successfully maintained an overall feasible operation of the
real-time NMPC problem in simulation as indicated by the status port of the NMPC
QP-solver.

An average of 35% processor load was observed per sampling interval during testing.
An overall 5% increase in total power output by a single pod is obtained by NMPC
compared to linear MPC under linear hydrodynamic conditions and 10.6% under nonlinear
hydrodynamic conditions. Moreover, a 35% increase in net output power is obtained by
the 2-DoF WEC device compared to the 1-DoF heave only, and a 129% increase compared
to the 1-DoF pitch only. While the result reflects only a single sea state, the improvement
is likely to be reflected similarly in annual energy production (AEP). The AEP would
have a substantive impact on the levelized cost of energy (LCOE). The present work
did not consider the cross-coupling between the three pods of the CENTIPOD device.
The cross-coupling would be investigated in future work with anticipation of a further
increase in the captured power for the sea conditions where the cross-coupling effect is no
longer negligible.
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Abstract: The most accurate wave energy converter models for heaving point absorbers include
nonlinearities, which increase as resonance is achieved to maximize the energy capture. Over
the power production spectrum and within the physical limits of the devices, the efficiency of
wave energy converters can be enhanced by employing a control scheme that accounts for these
nonlinearities. This paper proposes a sliding mode control for a heaving point absorber that includes
the nonlinear effects of the dynamic and static Froude-Krylov forces. The sliding mode controller
tracks a reference velocity that matches the phase of the excitation force to ensure higher energy
absorption. This control algorithm is tested in regular linear waves and is compared to a complex-
conjugate control and a nonlinear variation of the complex-conjugate control. The results show
that the sliding mode control successfully tracks the reference and keeps the device displacement
bounded while absorbing more energy than the other control strategies. Furthermore, due to the
robustness of the control law, it can also accommodate disturbances and uncertainties in the dynamic
model of the wave energy converter.

Keywords: wave energy; nonlinear model; Froude-Krylov force; sliding mode control

1. Introduction

Recently, the generation of electricity from ocean waves has gained special attention.
Studies of the potential global market for wave power showed that the world’s wave power
resource is estimated to be two TW [1]. Additionally, waves have a very high power density,
requiring smaller devices to capture the energy carried by the incoming waves. Wave
energy can also improve energy security by complementing the output of other renewable
energy sources, thus reducing the storage needs. However, although phased development
has helped reduce risks, the wave energy sector is still in its infancy, with recent prototype
wave energy converters (WECs) having a Levelized Cost of Energy (LCoE) in the range
of $120–$470/MWh [2]. Hence, technological advances are required to reduce the LCoE
50–75% to enable the industry to leap from government-funded research to sustainable
industrial competition within the energy market. Optimizing the control of WECs has been
identified as one of the critical areas with the highest potential to improve the viability of
wave energy [3], as the latest control methods can enhance power absorption by up to 20%
while reducing structural loads.

Researchers have used well-established control methods in WECs that include
Complex-Conjugate Control (CCC), Latching, and Model Predictive Control (MPC) [4].
In complex-conjugate control, optimal energy absorption is sought by tuning the power
take-off (PTO) resistance and reactance to cancel the system’s inherent hydrodynamic
resistance and reactance [5]. This control strategy is conceptually simple and presents a
low computational cost; however, it leads to excessive motions and loads of the WEC.
This can be avoided by implementing alternative suboptimal control schemes that include
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physical constraints on the motions and power of the device. Latching control is based
on locking the device through dedicated mechanisms during a certain period of time of
the wave oscillation cycle to achieve resonance of the WEC [6,7]. Resonance is achieved
when the system is being excited at its natural frequency. While latching control solves the
PTO limitation problem of CCC, it is prone to failure of the mechanical clamping pieces
generating extra costs and reducing its reliability. MPC strategies maximize the energy
absorbed by applying the optimal control force to achieve resonance at each time step over
a future time horizon [8]. However, a prediction of the wave motion is required, and its
complexity of implementation in real-time demands high computational requirements.

Most of these control techniques use the linear model developed by Cummins [9]
with hydrodynamic parameters obtained from boundary element methods (BEM) due to
their simplicity and high computational efficiency. Although linear models are effective for
most ocean engineering applications where the aim is typically to stabilize the structure,
linear models are inadequate for WEC control, where the primary objective is to amplify
the device’s motions to maximize the power absorption [10]. As a result, control strategies
based on linear models are often suboptimal and lead to higher LCoE.

Nonlinear models often include the quadratic term of the pressure from the incident
flow, the integration of the pressure forces over the instantaneous wetted surface of the
device called Froude-Krylov (FK) forces, and the nonlinear incident flow potential [11].
Each of these nonlinearities adds an extra level of complexity and computational load.
However, it is understood that nonlinear models are more accurate than linear models,
particularly for buoy geometries with varying cross-sectional areas. A previous study [12]
that compared different modeling options showed that the dominant sources of nonlin-
earities are likely to be the nonlinear Froude-Krylov forces for devices with a varying
cross-sectional area.

While, in linear modeling, the FK forces are calculated over a constant wetted area of
the device, in nonlinear models, the pressure is integrated over the instantaneous wetted
surface area. This is generally done by implementing a very fine mesh or a remeshing
routine of the surface, which requires more computational effort. As a result, the nonlinear
model is more accurate but is very computationally expensive. However, in Reference [13],
Giorgi et al. developed a computationally efficient analytical method to compute the
nonlinear dynamic and static Froude-Krylov forces based on the instantaneous wetted
surface area of the buoy. This analytical method presents only a 2% error compared to the
more computationally expensive methods. Therefore, in this study, the nonlinear FK forces
are incorporated using a variation of the algebraic solution proposed by Giorgi et al.

This paper proposes a second-order Sliding Mode Control (SMC) strategy that in-
corporates the nonlinear Froude-Krylov forces to reduce the discrepancies between the
mathematical model and the actual system. In addition, this SMC is designed to track
the desired reference signals using low computational efforts and rejecting disturbances
encountered by the WEC or parametric errors presented in the model. The controller will
be investigated in a simulation environment using a standard spherical WEC and regular
waves.

Many researchers have studied SMC in oscillating water columns (OWC). A popular
SMC for a nonlinear OWC is the super-twisting algorithm presented in [14]. This control
strategy has been used in different configurations of OWCs, where it noticeably improved
the electric power conversion compared to other strategies [15]. Sliding mode control
has also been used to track underwater vehicles’ positions [16] due to its robustness
characteristics that allow for model uncertainties or environmental disturbances. In this
paper, SMC is applied to a heaving point absorber. An SMC strategy for heaving WECs
was proposed in Reference [17], where it was shown to provide a viable solution to increase
energy extraction. The SMC was designed to track a reference velocity without violating the
physical constraints of the device. The results showed that the SMC successfully tracked
the reference signal even when system perturbations were present. However, this work
was done using a linear approximation of the WEC’s dynamic model. This study aims to
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improve the energy extraction performance of WECs where its SMC can exploit the WEC’s
nonlinear model terms.

The main contributions of this study consist of first, the derivation of algebraic non-
linear Froude-Krylov forces based on the work of Giorgi et al., second, the application
of an SMC to the nonlinear WEC model; and third, the design of a nonlinear variant of
complex-conjugate control.

This paper is organized into six sections. First, the following section describes the
general dynamics of a heaving WEC and the derivation of the nonlinear algebraic Froude-
Krylov forces showing the first contribution mentioned above. Then, the second and
third contributions are in Section 3, where the SMC strategy is designed and compared
to a complex-conjugate control and a nonlinear variant of complex-conjugate control. In
Section 4, the simulation used to evaluate closed-loop performance is described. Section 5
shows the results, and Section 6 provides conclusions and area for further study.

2. Model Description

Mathematical models for WECs are essential for the design of model-based control.
These models are typically linear because of their low computational requirements, in
which they assume small motions. However, there are situations in which the movement
is not small while still producing power, and the nonlinearities of the device become
significant.

The incoming waves are classified as linear and nonlinear depending on the wave
steepness S, which is the ratio between the wave height h and the wavelength λ [18].
Waves are also classified as regular and irregular, where regular waves are characterized
by a specific amplitude A, frequency ω0, and wavelength, whereas irregular waves are
composed of multiple frequency waves. In this paper, linear and regular waves are used,
representing the wave free surface elevation η(t) as a function of time only:

η(t) = Acos(ω0t) (1)

A floating single degree of freedom (SDOF) buoy is shown in Figure 1, where the
lower part of the sphere is attached to a linear generator for power take-off (PTO), which is
fixed to the seabed. The PTO subsystem converts the wave energy into electrical energy and
energizes the system to track the reference profile. The excitation force is shown as Fexc (t),
and is composed of the hydrodynamic Froude-Krylov force and the diffraction force, the
buoy’s displacement from its equilibrium position is denoted z (t), and the control force
implemented by the PTO system is Fc (t).

Figure 1. Heaving buoy with power take-off (PTO) fixed to the sea bed.

The general heaving WEC hydrodynamic model used in this paper is described as:

m
..
z(t) = FFK + Fd + FR − Fc (2)
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where:
m: Mass of the buoy in the air
FFK: Froude-Krylov Forces
Fd: Diffraction Force
FR: Radiation Force
Fc: Control Force

2.1. Diffraction Force

The diffraction force is the force the incoming waves apply on the buoy as it is held
fixed in the water [5]. It can be is represented as the convolution of the product of the wave
free surface elevation and the diffraction impulse response function (IRF):

Fd =
∫ +∞

−∞
KdIRF (t − τ) η(t) dτ (3)

where KdIRF is the diffraction IRF.
When the buoy diameter is much smaller than the wavelength, the disturbance field

generated by the body is small enough to be ignored [19]. Therefore, the diffraction
force is neglected in the simulation of this paper. This force could also be accounted as a
disturbance to the system.

2.2. Radiation Force

The radiation force can be interpreted as the force that the body experiences when
it oscillates in calm water. It is common to divide this force into two parts: the added
mass force, proportional to the body’s acceleration

..
z(t), and the wave damping force,

proportional to the body velocity
.
z(t) [20]. Thus, the radiation force can be represented as:

FR(t) = −
∫ +∞

−∞
KrIRF (t − τ)

.
z(t) dτ − ma(ω∞)

..
z(t) (4)

where:
KrIRF : Radiation IRF
ma(ω∞) : Added mass
Evaluating the convolution integral in the radiation force is very expensive to compute

at every time step of the simulation, and it is not possible on a real-time application. How-
ever, when the buoy is exposed to only harmonic waves of frequency ω0, the convolution
in Equation (4) can be represented as:

FR = c(ω0)
.
z(t)− ma(ω∞)

..
z(t) (5)

where c(ω0) is the linear damping constant.

2.3. Froude-Krylov Forces

The Froude-Krylov forces FFK are the hydrostatic force FFKst and the hydrodynamic
force FFKdy . The hydrostatic force is the difference between the gravity force Fg and the
force caused by the hydrostatic pressure over the wetted surface of the buoy, and the
hydrodynamic force is the integral of the unsteady pressure field over the wetted surface
of the floating buoy caused by the incident waves.

FFK = Fg −
�

P(t) ndS (6)

In linear models, the integration is done over the constant mean wetted surface, while
in the nonlinear approach, the instantaneous wetted surface of the body is considered.
This approach typically requires significant computational effort. However, Giorgi et al.
proposed an algebraic solution that significantly reduces the computational effort for
heaving axisymmetric geometries. The algebraic solution is found by defining the pressure
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P(t), the infinitesimal element of the surface n dS, and the limits of integration. The total
pressure for deep water waves can be found using Airy’s wave theory.

P(t) = ρgeχz Acos(ωt)− ρgz(t) (7)

where:
ρ: Density of water
g: Gravity acceleration constant
χ: Wavenumber
In Giorgi et al.’s work, the surface of the geometry of the buoy was defined in para-

metric cylindrical coordinates as:⎧⎨
⎩

x(σ, θ) = f (σ) cos(θ)
y(σ, θ) = f (σ) sin(θ),
z(σ, θ) = σ

θ ∈ [0, 2π) ∧ σ ∈ [σ1, σ2] (8)

where f (σ) is the profile of revolution of the point absorber. Using the radial eσ and tangent
eθ vectors canonical basis, and only the vertical component for heave motion restriction,
the infinitesimal surface element, and the pressure becomes:

eσ × eθ dS = n‖eσ × eθ‖ dσdθ = n f (σ)
√

f ′(σ)2 + 1 dσdθ

Pz(t) = P(t)·〈n, k〉 = P(t)· f ′(σ)√
f ′(σ)2 + 1

(9)

Combining these equations, the Froude-Krylov forces are:

FFK = Fg −
�

P(t) f ′(σ) f (σ)dσdθ (10)

The paper continues defining the limits of integration based on the free surface
elevation and the draft of the buoy h0 at equilibrium as:{

σ1 = zd(t)− h0
σ2 = η(t)

(11)

where zd(t) is the vertical displacement of the buoy from equilibrium. For a spherical point

absorber, the profile of revolution derived in Giorgi et al. paper is f (σ) =
√

R2 − (σ − zd)
2,

where R is the radius of the buoy.
In this paper, the limits of integration and the profile of revolution have been redefined

using calculus to derive the instantaneous wetted surface area of the sphere. Considering
the bottom of the sphere as the lower limit of integration, the profile of revolution of

the sphere at still water level (SWL) shown in Figure 2a is f (σ) =
√

R2 − (−R + h0 + σ)2,
where the SWL was used as a reference and the instantaneous wetted surface area is shaded
in blue. In this case, the lower limit of integration is −h0 and the upper limit is 0. When
the buoy is displaced by zd(t), and the free surface elevation η(t) is not zero as shown in
Figure 2b the profile of revolution of the sphere becomes:

f (σ) =
√

R2 − (−R + h0 − zd(t) + η(t) + σ)2 (12)
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Figure 2. Heaving spherical point absorber at the still water level (SWL) on the left (a); to the right (b) is shown the
displacement from resting position zd(t) and the wave elevation η(t).

The limits of integration are: 0 for the upper limit, and lb = −h0 + zd(t)− η(t) for the
lower limit. Combining Equations (8)–(12), the integral of the Froude-Krylov forces of a
heaving spherical buoy can be expressed as:

FFKz = Fg − 2πρg
0∫

lb

(eχz Acos(ωt)− σ)(−R + h0 − zd(t) + η(t) + σ) dσ (13)

Solving the integral and separating the Froude-Krylov forces, the resulting nonlinear
hydrostatic, and hydrodynamic forces of the system are:

FFKst = Fg +
πρg

3
(η(t) + h0 − zd(t))

2(3R − η(t)− h0 + zd(t)) (14)

FFKdy =
2πρgη(t)

χ2

(
e−χ(η(t)+h0−zd(t)) + χ

(
−R + η(t) + h0 − zd(t) + Re−χ(η(t)+h0−zd(t))

)
− 1
)

(15)

The complete nonlinear model of a single degree of freedom WEC in heave mode can
then be described as:

M
..
z(t) = Fd + FFKst + FFKdy − c(ω0)

.
z(t)− Fc (16)

where M = (m + ma(ω∞)).
For the subsequent control design, it will be convenient to write Equation (16) as:

..
z(t) = ft

(
z(t),

.
z(t), η(t)

)− Fc (17)

where ft is the true model of the system, and Fc = Fc M−1
t where Mt is the true mass. In

contrast, the model used for control design is approximated as:

..
z(t) = f

(
z(t),

.
z(t), η(t)

)− F̂c (18)

f
(
z(t),

.
z(t), η(t)

)
=
[

Fd + FFKst + FFKdy − c(ω0)
.
z(t)

]
M−1

F̂c = Fc M−1

The calculation of the absorbed energy is [21]:

W =
∫ t

o
Fc

.
z(t) dt (19)
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3. Control Design

This section presents a sliding mode control (SMC) design, illustrated in Figure 3,
for a heaving WEC based on the nonlinear differential equation model of Equation (16).
Motivated by linear, complex conjugate control, the SMC reference trajectory is selected to
match the frequency and phase of the excitation force. Since the WEC model is not linear,
as assumed by complex conjugate control, it is recognized that this reference trajectory will
not be optimal. Creating a real-time, energy extraction optimal reference trajectory is an
open topic and well-suited for MPC applications. The reference velocity is then integrated
to produce the reference displacement profile zr(t).

Figure 3. Configuration of proposed control schemes.

The sliding mode control is derived by first defining the sliding surface as:

s(z; t) =
.
e(t) + w e(t) (20)

where z is the state vector, z =
[
z;

.
z
]

and w is a real-positive value that sets the rate at
which the system converges to the sliding surface. The problem of tracking a given profile
becomes equivalent to maintaining the stationarity conditions:

.
s(t) =

..
e(t) + w

.
e(t) =

..
zr(t)− ..

z(t) + w
.
e(t) = 0 (21)

Substituting Equation (18) into Equation (21), and solving for F̂c gives the control law:

F̂c = f
(
z(t),

.
z(t), η(t)

)− ( ..
zr(t) + w

.
e(t)

)
(22)

This control law will only work if the assumed form of the model is perfect and there
are no disturbances. To account for these inevitable situations, Lyapunov’s Direct method
is used to augment the control law of Equation (22) to ensure stability.

The Lyapunov candidate function is selected as:

V(t) =
1
2

s2(t) (23)

For stability,
.

V = s(t)
.
s(t) = s(t)

( ..
zr(t)− ..

z(t) + w
.
e(t)

)
< 0 (24)

Substituting the true model, Equation (17) into Equation (24) gives:

.
V = s(t)

(..
zr(t)− ft

(
z(t),

.
z(t), η(t)

)
+ Fc + w

.
e(t)

)
< 0 (25)

Next, substitute a modified version of the control law of Equation (22) where we
have added a new term, Acsgn(s(t)), that does not affect the stationary condition imposed
earlier:

F̂c = − ..
zr(t) + f

(
z(t),

.
z(t), η(t)

)− w
.
e(t)− Acsgn(s(t)) (26)
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Furthermore, note that F̂c �= Fc are related by Fc = M
Mt

F̂c. The time-dependency
notation will be omitted for the following equations for brevity. We now have the stability
condition:

.
V = s

(
..
zr − ft

(
z,

.
z, η
)
+

M
Mt

(− ..
zr + f

(
z,

.
z, η
)− w

.
e − Acsgn(s)

)
+ w

.
e
)
< 0 (27)

or
Ac|s| > ..

zr − f
(
z,

.
z, η
)− w

.
e +

Mt

M
(− ..

zr + ft
(
z,

.
z, η
)− w

.
e
)

(28)

As long as Ac is sufficiently large to dominate the uncertainties on the right side of
Equation (28), the system will be stable.

The discontinuous terms in the control of Equation (26) Ac sgn(s(t)) can cause chat-
tering. This is eliminated by replacing the signum function with a hyperbolic tangent [22].
Then, the control law is interpolated by replacing tanh(s(t)) function by s(t)/Φ as:

Fc = Fd + FFK − c(ω0)
.
z(t)− (..

zr(t) + w
.
e(t)

)
M + Ac tanh(s(t)/Φ) (29)

where Φ is the boundary layer thickness.
The reference signal generator outputs the desired velocity profile of the WEC plant

that is then integrated to obtain the desired displacement profile zr. The control law takes
as inputs the formed error signals, the desired acceleration profile

..
zr, the FK forces and

the actual buoy displacement as in Equation (29). The control parameters Ac and Φ were
chosen during the simulation process. As aforementioned, the reference velocity profile
is designed to match the frequency and phase of the excitation force. As described in
Reference [5], the optimum velocity condition requires:

.
zr(t) =

Fexc(ω0)

2 c(ω0)
(30)

To achieve this condition, phase control is needed so that the oscillation velocity
.
z(t)

is in phase with the excitation force and amplitude control to get a velocity amplitude of∣∣ .
zr(t)

∣∣ = |Fexc|/2c(ω0). However, this optimal condition leads to excessive motions of the
device that would be infeasible in real-world applications. Therefore, the reference velocity
profile is defined to be in phase with the excitation force with a suboptimal amplitude
that varies for each sea state condition. Even though the WEC plant is nonlinear, in this
study, the calculation of the reference velocity profile is based on the linear excitation force
obtained from WAMIT [23].

To compare the results of the SMC, an approximate CCC [24] is used. Referring to the
impedance matching principle [25], the optimal control force may be written as:

Fopt
C (ω) = −Zopt

c (ω)
.
z(ω) = −Z∗

i (ω)
.
z(ω) (31)

where the optimal control impedance Zopt
c (ω) must equal the complex-conjugate of the

intrinsic impedance Zi = Ri(ω) + iX(ω) composed by the intrinsic resistance Ri(ω) and
the intrinsic reactance Xi(ω). For monochromatic incident waves, this optimal force may
be written in the time-domain as:

Fopt
C (t) = −Mc

..
z(t) + cc(ω0)

.
z(t)− kc z(t) (32)

For the optimal control, the controller values must equal the intrinsic values
Mc = M, cc(ω0) = c(ω0), kc = k, where k is the linear approximation of the static
Froude-Krylov force. By cancellation, this control force gives the optimal response velocity
shown in Equation (30) when the WEC model is assumed to be linear, and k is used instead
of the nonlinear hydrostatic FK force. Since in this paper the WEC model is nonlinear, the
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optimal control force using CCC was modified to obtain a perfect cancellation of the FFKst

as:
Fopt

C (t) = −M
..
z(t) + c(ω0)

.
z(t) + FFKst (33)

This control strategy used for comparison will be referred to as nonlinear complex-
conjugate control (NL − CCC) from this point on. The configuration of this control scheme
is similar to that of the SMC shown in Figure 3. However, this control law only takes as
inputs z(t),

.
z(t),

..
z(t), and, η(t).

4. Simulation

As shown in previous studies [11], the significance of the Froude-Krylov nonlinear
forces for a spherical body is great due to its varying cross-sectional area. The buoy
parameters used in this simulation are listed in Table 1 and were chosen to resemble the
parameters of a real device such as the WAVESTAR [26] device. The density of the body
was chosen to be 500 kg/m3 to make the draft of the buoy h0 coincident with the center of
gravity of the sphere, and the frequency-dependent hydrodynamic parameters were found
by solving the radiation problem in WAMIT.

Table 1. Simulation parameters.

Parameter Values

Buoy radius R 2.5 m
Buoy mass m 32,725 kg
Buoy draft hd 2.5 m

Added mass ma(ω∞) 14,019 kg
Radiation damping c(ω0) 11,208 N/(m/s)

Water density ρ 1000 kg/m3

Gravity constant g 9.81 m/s2

Wave amplitude A(ω0) 0.5 m
Wave frequency ω0 1.05 rad/s
Wavenumber χ(ω0) 0.112

SMC convergence rate w 8
SMC coefficient φ 1000

SMC coefficient Ac 10 kN

The results showed in the following section correspond to the wave period of T = 6 s
and ω0 = 1.05 rad/s. Therefore, the frequency-dependent parameters shown in Table 1 are
based on this wave frequency.

Under the deep water assumption, the simulation was run for different monochro-
matic wave periods ranging from 3 to 9 s. In addition, the steepness of the wave S was
kept constant at 0.018, which is the highest wave steepness under the linear waves assump-
tion [18]. To maintain the wave steepness constant, the amplitude of the wave is related to
the wavelength as S = 2A/λ = 0.018.

Table 2 shows the range of wave periods and their corresponding wavelength and
wave amplitude.

Table 2. Wave characteristics and control parameters.

Wave Period (s) 3 4 5 6 7 8 9

Wavelength (m) 15 25 39 56 77 100 127
Wave Amplitude (m) 0.13 0.22 0.35 0.50 0.69 0.90 1.14

SMC Reference
Amplitude (m) 0.6 1.1 1.8 2.19 2.14 2.05 1.9

The reference velocity profile in Equation (30) has been proven to be the optimum
velocity [5] when using a linear approximation of the WEC, enabling maximum energy
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absorption for a given buoy shape. However, this is not the case for this nonlinear WEC
model where the FFKdy is dependent on the incident wave elevation and the buoy displace-
ment. Additionally, it is well-known that CCC magnifies the buoy’s motion, driving the
device to be either fully submerged or completely out of the water for certain wave periods.
This undesirable behavior can be eliminated with the SMC by keeping the amplitude of
the desired displacement bounded:

h0 + S f R − 2R > zr > h0 − S f R (34)

where S f is a safety factor used to determine the maximum and minimum buoy height cov-
ered by water, as shown in Figure 4. Therefore, the amplitude of the desired displacement
of the device was chosen to be a value within those limits. The SMC reference amplitude
for each wave period is listed in Table 2.

Figure 4. Spherical buoy limits of displacement.

5. Results

As aforementioned in Section 3, this paper compares the performance of the SMC
against a complex-conjugate control (CCC) and a complex-conjugate control that includes
the nonlinear static FK force in the control law (NL-CCC). The reference velocity used for the
SMC is a cosine wave of the same frequency and phase as the linear hydrodynamic Froude-
Krylov force obtained from WAMIT. To reduce the risk of driving the buoy completely out
of the water or completely submerged into the water, a safety factor of S f = 10% was used
in the simulation, leaving 25 cm of clearance at the top and bottom of the spherical body.

The case shown in the results corresponds to a case where the CCC leads to a stable
steady-state solution within the physical limits of the buoy. For higher wave periods, the
solution with CCC would not reach steady-state. The maximum wave period at which the
WEC controlled with the complex-conjugate control reached a steady-state solution within
the physical limits of the buoy was at T = 6s. Therefore, that is the case that is shown in
this paper. Figure 5 shows the relative displacement zd(t)− η(t) of the system using the
different control strategies and the displacement limits to keep the buoy safe.

The relative displacement is kept within limits for the three control strategies used.
The relative displacement when SMC is implemented is very well-behaved, and it takes
advantage of the full range of motion available for the WEC. When CCC is implemented,
there is a transient part for the first 15 s due to a 20-s ramp used to attenuate the overshoot
caused by the control force. The relative displacement then reaches steady-state within
the allowable range of motion. Note that the relative displacement with CCC is not in
phase with the SMC. If the WEC plant were linear, the CCC and SMC would be in the
phase. However, since the plant is nonlinear and the controller is a linear approximation,
there is no perfect cancellation of the static FK force leading to a mismatch in relative
displacements. Once the nonlinear static FK force is added to the CCC to form the NL-CCC,
the relative displacement is in phase with the SMC. However, the amplitude of the relative
displacement does not cover the full range of motion available since the minimum point at
steady-state is already very close to the lower limit.
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Figure 5. Relative displacement zd(t) − η(t) of the WEC when implementing SMC, CCC, and
NL−CCC at T = 6 s.

The energy absorbed by the system when using the three control strategies and the
control force used is shown in Figure 6. From this figure, it can be observed that the CCC
performance is very poor compared to the SMC and the NL-CCC performance. This low
energy absorption is caused by the very limited control force needed to maintain the WECs
motion bounded. On the contrary, the energy absorbed when using SMC and NL-CCC
are similar, with the SMC being slightly higher. However, the NL-CCC required a higher
magnitude control force than the SMC to achieve slightly less energy absorption.

Figure 6. Absorbed energy (a) and control force (b) when implementing SMC, NL−CCC and CCC at T = 6 s.

Additionally, the SMC control force is a continuous function that does not need to be
clipped in order to keep the WEC safe. On the other hand, the control force of CCC and
NL-CCC are both saturated, causing discontinuities in the force. Furthermore, in order
to maintain the WEC bounded in the safe range of motion, the control force of CCC and
NL-CCC has to be limited at a different value for each sea state. While, for the SMC, this is
not necessary, since the motion of the WEC is determined by the reference signals.

Although, in this case, the difference between the energy absorbed by the SMC and
NL-CCC is very close, that is not the case for higher wave periods. The power absorbed
by the WEC when using the three control strategies at different wave periods is shown
in Figure 7. As the wave period increases, because the wave steepness is kept constant,
the wave height increases. With increasing the wave amplitudes, the WECs displacement
is significantly different from the wave elevation. Therefore, the mean wetted surface
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is significantly different from the instantaneous wetted surface used in this nonlinear
approach, making the nonlinear Froude-Krylov forces very significant. Hence, when
using a linear control strategy such as the CCC for higher wave periods, the control force
must be highly limited in order to keep the WEC safe, reducing the power absorption
significantly. Similarly, when using the NL-CCC, even though the nonlinear static FK
force is incorporated in the controller, the nonlinear dynamic FK becomes very relevant;
therefore, the control force must be limited to keep the WEC bounded. The hydrodynamic
parameters used for the wave periods shown in this figure are shown in Appendix A.

Figure 7. Absorbed Power for the different control strategies with varying wave periods and constant
steepness of regular waves.

The difference in power absorption between the three strategies is very small in the
shorter wave periods range, particularly between the SMC and the NL-CCC. Except for
the WECs natural frequency of ωn = 2.43 rad

s , where, again, the CCC and NL-CCC control
strategies need to be very limited to avoid extreme excursions of the WEC. Due to the
SMC’s ability to track the reference signal and assuming that there are no constraints in the
control force for the longer wave periods, the power absorption outperforms that of CCC
and NL-CCC.

The sliding mode controller is additionally very robust against modeling uncertainties
or disturbances experienced by the system. From the parameters in Equation (29), a
source of uncertainty could be the terms in the radiation force (ma(ω∞), c(ω0)), and the
wavenumber χ(ω0) in the dynamic Froude-Krylov force. These parameters can vary due
to an error in the system identification, or the device is biofouled, the system is disturbed,
etc.

The exact model assumes 100% certainty of the three parameters mentioned above
and the perturbed model assumes 50% uncertainty of the three parameters simultaneously.
In Figure 8 is shown a line with slope −w in blue, and the sliding surface s(t) in red for
the perturbed model. In Figure 8a, the SMC coefficient Ac of the term Actan h(s/φ) in
Equation (29) was kept the same as the value used in the exact model 10 kN. However,
as seen from the figure, the initial loop starts at (0;0) due to matching initial conditions
between the system states and the reference states, then the sliding surface keeps looping
around the blue line, increasing in magnitude. This indicates that the error is not bounded,
and therefore, the system could go unstable. Therefore, Ac was increased to 100 MN
to handle the uncertainty errors. The sliding surface shown in red in Figure 8b forms a
closed contour and loops around it, meaning that the error is controlled and will not go
unbounded. Hence, when the model is not exact, the Ac needs to be increased. For different
wave periods, and depending on the modeling error or disturbances, the SMC coefficient
Ac might have to be adjusted to ensure the WEC is tracking the reference signals without
much deviation.
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Figure 8. Phase−plane plot of sliding surface s(t) with SMC coefficient of Ac = 10 kN on the left (a), and Ac = 100 MN on
the right (b).

Figure 9a shows the error between the reference displacement and the WEC displace-
ment for the exact and perturbed model with Ac = 100 MN. The error for the exact model
is close to 0, while, for the perturbed model, it oscillates between ±7.7610−2 m which
is approximately a 3.5% error. To keep this error between a 5% error margin, the SMC
coefficient Ac had to be increased. As mentioned in Section 3, the higher the magnitude
of this coefficient, the more robust the SMC is. However, as seen from the control force in
Figure 9b, the increase in its magnitude barely affected the control force. This behavior is
because the term Actan h(s(t)) of the control law offsets the difference in the terms with
uncertainties between the exact and perturbed model.

Figure 9. (a) Displacement error between reference and WEC displacement, (b) Control Force, and
(c) Energy Absorption of the Exact Model and the Perturbed Model.
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The energy absorption shown in Figure 9c does not seem to be influenced by the
slight error in the WEC’s displacement and the control force. Both the exact and perturbed
models needed almost the same control force to deliver equivalent energy absorption.
Therefore, the SMC has proven to work very well in systems prone to modeling errors and
environmental disturbances such as wave energy converters.

6. Conclusions

Three different control strategies have been presented and applied to a spherical
heaving point absorber wave energy converter. These control strategies have shown
promising results when used in linear models of WECs. However, it has been shown
that linear model approximations lead to inaccurate models when there is a significant
difference between WEC displacement and wave elevation. Therefore, this paper presented
a sliding mode controller applied to a nonlinear WEC model. This plant incorporates the
algebraic nonlinear static and dynamic Froude-Krylov forces.

The SMC was compared to a complex-conjugate control, and a variation of this
complex-conjugate control with a nonlinear static FK force term. The controllers aimed to
obtain the higher power possible of all control strategies tested while maintaining the WEC
within a safe range of motion. The simulation was done using linear and regular waves at
a constant wave steepness of 0.018.

It was found that the proposed SMC successfully tracked the reference signals given
at all of the wave periods tested. This was achieved by a continuous control force without
constraints in magnitude, which would reduce the chance of failure in real-world applica-
tions by making the device more reliable. Furthermore, it was shown that the control force
does not need to be limited at different values for each sea-state in order to keep the WEC
in the safe range of motion, as long as the reference signals fall within those safe bounds.

The sliding mode controller allowed the maximum energy absorption between the
control strategies tested at all of the wave periods. At lower wave periods, this was done
by requiring less control force than the NL-CCC, and at higher wave periods, where the
nonlinearities become very significant, the energy absorbed when using SMC proved to be
substantially greater than when using CCC and NL-CCC. In addition, the sliding mode
controller allows for the use of any desired reference signal, meaning that if there already
exists a path that would deliver the optimal absorbed energy, it could just be used as a
reference in the SMC and achieve optimal performance.

Furthermore, the SMC was simulated with modeling errors of 50% in the radiation
force, and 50% error in the wavenumber used to calculate the nonlinear dynamic FK
force. Despite these uncertainties, the SMC kept the wave energy converter in the tracking
reference while using a continuous control force and delivering the same energy absorbed
as the exact system. This robustness characteristic of sliding mode controllers is ideal for
marine devices where the system parameters may vary over time due to aging, biofouling,
corrosion, etc.

Future work includes extending the proposed sliding mode controller to work in
irregular waves to test for more real-world scenarios. In addition, the designed controller
can be experimentally validated by using a scaled-down point absorber hardware in the
wave tank.

This paper used purely heaving point absorbers due to the computationally efficient
algebraic nonlinear Froude-Krylov forces derived from Giorgi et al.’s work. However, this
could be extended to more degrees of freedom in the future, where numerical approaches
need to be used to solve the Froude-Krylov integrals, as explained in Reference [13].
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Appendix A

The hydrodynamic parameters used in the simulation for each wave period shown in
Figure 7 are listed in Table A1. These parameters were obtained from WAMIT [23] for the
spherical body with parameters listed in Table 1.

In addition, the amplitude of the SMC displacement reference used for each wave
period is shown in Table 2. The energy absorbed by the WEC shown in Figure 7 was
obtained using all of these parameters.

Table A1. Hydrodynamic parameters for different wave periods.

Wave Period (s) 3 4 5 6 7 8 9

Wave frequency ω0
(rad/s) 2 1.57 1.26 1.05 0.89 0.78 0.7

Wavenumber χ(ω0) 0.42 0.25 0.16 0.11 0.082 0.063 0.05
Radiation damping
c(ω0) (N/(m/s))

16.19 16.81 14.35 11.21 8.51 6.64 5.02
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