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A B S T R A C T   

Tritium self-sufficiency presents a critical engineering challenge for DEMO, requiring efficient breeding and 
extraction systems, as well as minimizing tritium losses to the surrounding systems, such as plasma-facing 
components, vacuum vessel, cooling system, etc. Structural and plasma-facing components will act as a 
tritium sink, as tritium will be accumulated in the bulk of these components due to energetic particle 
bombardment and may permeate out of the vacuum system. The design of the plasma-facing components will 
consequently directly influence the plant lifetime, operational safety and cost of any future power plant. 
Therefore, modeling of tritium retention and permeation in these components is required for the engineering 
designs of the tritium breeding and safety systems. In this work, the diffusion-transport code TESSIM-X is 
benchmarked against the well-established TMAP7 code and a comparison with a simplified DEMO-relevant test 
case is performed. The use of either code for modeling of DEMO conditions is discussed. Following this, TESSIM- 
X is used to provide a preliminary assessment of tritium permeation and retention in the DEMO first wall, based 
on the current WCLL (Water Cooled Lithium Lead) and HCPB (Helium Cooled Pebble Bed) breeding blanket 
designs.   

1. Introduction 

A key design requirement for the future demonstration power plant 
DEMO will be tritium (T) self-sufficiency, i.e. the production of enough 
tritium during operation to offset tritium burn in the fusion reaction, as 
well as tritium losses. Additional T must also be bred to provide an initial 
start-up T inventory for future fusion reactors and to act as a safety 
margin in the event of unforeseen T losses during maintenance or off- 
normal events [1]. 

Therefore, the study of possible T losses is critical for the design of 
DEMO [2]. While T losses from the breeding blanket (BB) into the 
coolant are an active field of research, e.g. [3–5], T losses from the 
plasma side into the First Wall (FW) coolant have not been studied in as 
much detail, and are required for future design activities related to the 
DEMO breeding blanket and fuel cycle. 

This work presents preliminary estimates of T retention and 
permeation in the DEMO BB FW due to T ion or charge-exchange neutral 
bombardment and T gas, based on simulations performed with the 
diffusion-transport code TESSIM-X [6–8]. For this purpose, the code has 
been benchmarked with the TMAP7 code [9] using a suitable DEMO- 

relevant optimized comparison scenario (Section 2). In Section 3, the 
modeling assumptions and simulation cases for DEMO are discussed, 
and the main results are listed in Table 3. The potential effects of a 
recombination-limited surface boundary regime is discussed in Section 
4. The possible impact of T retention in the DEMO first wall on the fuel 
cycle is briefly discussed in Section 5, while Section 6 constitutes a 
summary of the main results and limitations of this work. 

2. TMAP7 and TESSIM-X code comparison 

The Tritium Migration Analysis Program version 7 (TMAP7) [9] has 
been widely used in the past for modeling of T diffusion, reaction and 
trapping, e.g. [10,11]. TMAP7 is capable of simulating diffusion of up to 
10 species though arbitrary volumes and enclosures, separated by e.g. 
solution- or rate-dependent boundary conditions. One key feature of 
TMAP7 over its predecessor, TMAP4, is the ability to compute up to 3 
traps for diffusion through solid structures. 

TESSIM-X [6,8] is a diffusion-trapping code capable of modeling 
hydrogen isotope diffusion through multiple solid enclosures, with an 
arbitrary number of trap energies and profiles, as well as modeling of 
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fill-level dependent trapping [7]. 
Two main concepts are considered for the DEMO breeding blanket 

first wall. These are the Water-Cooled Lithium Lead [12] (WCLL) and 
Helium-Cooled Pebble Bed [13] (HCPB) concepts. They differ in the type 
of coolant (water at 155 bar and temperature between 295 and 328 ⁰C or 
helium at 80 bar and temperatures between 300 and 520 ⁰C, respec
tively) as well as for the kind of breeder (eutectic alloy of PbLi or 
orthosilicate), neutron multiplier (e.g. Pb or beryllide, respectively) and 
T-carrier (e.g. PbLi itself or He purge-gas, respectively). From the point 
of view of the plasma-facing first wall, both concepts envision a 2 mm W- 
containing cladding, followed by a EUROFER structure fitted with 
cooling channels. However, the difference in cooling medium (water 
and helium, respectively) leads to a difference in temperature profiles, 
with the HCPB concept expecting W surface temperatures roughly 120 
◦C higher than those for the WCLL concept. As a consequence of these 
higher temperatures, the EUROFER wall thickness is also smaller in the 
HCPB concept (2 mm vs. 3 mm for the WCLL concept). 

A code comparison was performed utilizing the TMAP7 and TESSIM- 
X codes for both the WCLL and HCPB first wall temperature profiles and 
geometries. The W cladding was assumed to behave as pure W, with 
solubility and diffusion data taken from [14], while the data from [15] 
were used for EUROFER. It should be noted that a discrepancy is present 
in the physical properties of EUROFER as listed in [15]: While the sol
ubility pre-factor Ks,l0 is listed as 1.02 × 10− 3 mol m− 3 Pa− 1/2, dividing 
the permeability by the diffusivity yields a pre-factor of 1.02 × 10− 1 mol 
m− 3 Pa− 1/2. In this work, the latter value is assumed, as it is the one 
listed in [16] and shows better agreement with other values in the 
literature [17]. Based on [12,13], a temperature gradient of 673 K to 
663 K for W and 663 K to 613 K for EUROFER was assumed for the WCLL 
scenario, whereas for the HCPB scenario temperature gradients of 793 K 
to 783 K for W and 783 K to 683 K for EUROFER were assumed. 

Dirichlet boundary conditions were employed at the inlet and outlet 
sides by applying Sieverts’ law thus assuming equilibrium with the 
ambient gas pressure. A T partial pressure of 1 Pa was assumed on the 
plasma side, while on the coolant side the T partial pressure was set to 0 
Pa which is equivalent to a diffusion limited boundary. Continuity at the 
W/EUROFER interface was maintained by applying mass conservation 
(equal diffusion fluxes) and equilibrium of the chemical potentials on 
each side of the material interface. 

The chemical potential of H isotopes in a metal X with heat of so
lution EX

SOL, non configurational entropy ΔSX and number of tetrahedral 
sites per atom γ as function of Temperature T is calculated is in eq. (1). 

μHinMat.X

(
CX

SOL,E
X
SOL

)
= EX

SOL − TΔSX − KBTln
(

γ
CX

SOL

)

(1) 

To determine the parameters in eq. (1), the chemical potential in the 
metal is set to be equal to the chemical potential of the ideal gas and this 
equation is then solved for CX

SOL yielding eq. (2). 
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Comparing this result with Sieverts’ law CX
SOL = Ks,l0e

− EX
SOL

KBT allows to 
obtain ΔSX and EX

SOL. This procedure yields the paramteres in Table 1 for 

W [14] and EUROFER [15] for given values of γ = 8 for both W and 
EUROFER. 

The influx of T due to energetic particle bombardment was modeled 
as a source term with a Gaussian profile. The mean implantation depth 
and standard deviation were taken as 3.8 nm and 2 nm, respectively, 
based on static SDTrimSP [18,19] simulations of 100 eV T bombardment 
on W. The impinging flux was set to 8 × 1019 T m− 2s− 1, but due to the 
reflection coefficient of 0.64 from the SDTrimSP simulations, it was 
reduced to 2.88 × 1019 T m− 2s− 1. The impinging particle fluxes and 
energies are within the assumed ranges given in [20]. 

While trap concentrations and energies do not affect the steady-state 
permeation flux, they do impact the onset of permeation and transient 
permeation behavior, as well as the total retained amount of T. One trap 
energy was included in the model system for each layer. For W, this 
energy was 1.4 eV, while for EUROFER it was 0.6 eV. The trap con
centration was in all cases 5 × 10− 5 for each trap type. These values are 
consistent with literature data for trap site concentrations in the bulk of 
unirradiated W and EUROFER, e.g. [15,21]. 

Fig. 1 shows the T permeation flux density (a) and retained T amount 
(b) as a function of time (in full-power days) for the WCLL (blue) and 
HCPB (red) scenarios modeled with TMAP (dashed lines) and TESSIM 
(solid lines). A second ordinate axis is included in these two plots, 
assuming a first wall surface area of 1400 m2 [22]. The solute (c) and 
trapped (d) T concentration profiles are also shown at the final time step. 
For the WCLL scenario, this time was 10 million seconds (roughly 120 
full-power days). In the case of the HCPB scenario, as steady-state 
behavior is reached much sooner, the total simulated time was 5 
million seconds (60 full-power days). The different exponents at the top 
of the ordinate axis should be noted, particularly when comparing (c) 
and (d), which show that trapping in W drives retention, while retention 
in EUROFER and the retained amounts in the solute are negligible. As a 
consequence of the lower temperatures, more traps are filled with T in 
the WCLL scenario than in the HCPB scenario. This also has the effect of 
delaying the onset of permeation and the point when the steady-state 
permeation flux is reached in the WCLL case relative to the HCPB case. 

As is seen in Fig. 1, there is good agreement between TMAP7 and 
TESSIM-X in all cases. However, as mentioned above, the trap energies 
and concentrations employed in the code comparison reflect values in 
unirradiated materials. When taking into account neutron irradiation, 
higher trap energies and trap concentrations are expected [23,24]. Trap 
concentrations in W may be increased further in the event of simulta
neous hydrogen isotope loading during damaging, as may be the case for 
DEMO, reaching the sub-% range [24]. When modeling these increased 
trap concentrations with TMAP7, severe computational performance 
issues arise. For instance, one WCLL simulation with trap concentrations 
of 0.1% may take over 100 days to complete, while it may be accom
plished with TESSIM-X within 2–4 h. In addition to drawbacks in per
formance, limitations in the TMAP7 code hamper its use for modeling of 
irradiated W. In [24], irradiated W is modeled with a total of 5 trap 
energies, ranging from 1.35 eV to 2.1 eV. These trap energies cannot be 
implemented in TMAP7, as the code can compute a maximum of 3 trap 
types. Given these issues with TMAP7, and that good agreement be
tween TMAP7 and TESSIM-X has been shown for the DEMO-relevant 
optimized scenario, the following assessments of T permeation and 
retention in the DEMO first wall are all performed with TESSIM-X. 
Where feasible, TMAP7 simulations have also been performed, main
taining good agreement with the TESSIM-X simulations, but have been 
omitted from the following figures in the interest of clarity. 

3. T permeation and retention in the DEMO first wall 

The following DEMO assessments pertain exclusively to the first 
wall, and do not account for possible permeation nor retention in the 
divertor or baffle regions. The previously used WCLL and HCPB geom
etries, thermal profiles, boundary conditions, solubilities and diffusiv
ities were maintained. However, the impinging particle fluxes and 

Table 1 
Chemical potential parameters for W [14] and 
EUROFER [15] used in this work.  

Parameter Value 

EW
SOL  1.14 eV  

EEUROFER
SOL  0.238 eV  

e
ΔSW

KB  

3.42× 10− 3  

e
ΔSEUROFER

KB  

1.53× 10− 6   
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energies, as well as the trap concentrations and energies, were modified 
to more closely model the conditions expected for DEMO, as is discussed 
in more detail below. 

The impinging particle fluxes and energies used for the DEMO assess
ments were based on SOLPS-ITER simulations [25] of deuterium plasmas 
with the current DEMO geometry, which includes limiters. The impinging T 
particle energy was set to 500 eV, resulting in an average implanted depth in 
W of 9.8 nm with an ion range straggle of 5.4 nm and a reflection yield of 
0.56, based on static calculations with SDTrimSP [18,19]. Large variations 
in the impinging particle fluxes are present in the SOLPS-ITER simulations, 
depending on e.g. assumptions in the plasma fueling model. To account for 
these variations, all simulations were performed with impinging T particle 
flux densities of 1018, 1019 and 1020 T m− 2s− 1. 

As previously stated, all simulations were performed for T. However 
DEMO will operate with a mixture of deuterium and tritium. If the 
impinging flux is assumed to consist of 50% D and 50% T, and the slight 
differences in e.g. reflection and implantation depth are ignored, then it can 
be assumed that the steady state T permeation rate and T retention would 

also be 50% of the values obtained from the simulations with only T. 
As shown in [24], trap concentrations in W are a function of tem

perature and increase with the level of damaging, with higher trap 
concentrations being reached in the event of simultaneous hydrogen 
isotope loading. There is evidence that, in the temperature range be
tween 600 K and 800 K, at a damage level of 0.35 dpa (displacements per 
atom), saturation is reached [23,24]. Based on this data, it was decided 
to investigate four distinct damaging scenarios: the “no dpa” scenario 
features low trap concentrations and no high-energy traps are present 
(2.1 eV for W, 1.35 eV for EUROFER). The “low dpa” scenario aims to 
reproduce trap concentrations at 1/10th of the saturation dpa, i.e. 0.035 
dpa. The remaining two scenarios, “high dpa” and “high dpa + high D/ 
T” represent trap concentrations at the saturation damaging value of 
0.35 dpa, with and without the effect of damage stabilization [24] by 
simultaneous hydrogen isotope loading. 

Table 2 lists the trap concentrations for W for the four investigated 
damaging scenarios at the WCLL and HCPB relevant temperatures, as 
obtained from [24]. The trap concentrations listed for defect type 1 are 

Fig. 1. (a) T Permeation flux density and (b) total retained T as a function of time, in full-power days, for the WCLL and HCPB scenarios modeled with TMAP7 and 
TESSIM-X. An additional ordinate axis assuming a 1400 m2 first wall is included for clarity. The solute (c) and trapped (d) T concentration profiles are plotted at the 
last time-step of 5 × 106 s for the HCPB scenario and 107 s for the WCLL scenario, i.e. roughly 60 full-power days and 120 full-power days, respectively. The ex
ponents at the top of the ordinate should be noted. 

Table 2 
Trap concentrations in W assumed for the four investigated damaging scenarios and FW concept, based on [24]. Defect 1 corresponds to detrapping energies of 1.35 eV 
and 1.46 eV, defect 2 to 1.68 eV and 1.86 eV, while defect 3 corresponds to a detrapping energy of 2.1 eV. The right-most column represents the estimated time 
required to reach the corresponding damaging regime, in full-power days [22].  

DPA Wall concept Defect 1 [%] Defect 2 [%] Defect 3 [%] Time [days] 

No dpa 
WCLL 0.01 0 0 

0 HCPB 0.01 0 0 

0.035 
WCLL 0.1 0.1 0.025 

3 
HCPB 0.05 0.07 0.025 

0.35 
Low D/T WCLL 0.14 0.14 0.05 

26 HCPB 0.07 0.1 0.05 

High D/T 
WCLL 0.4 0.2 0.05 
HCPB 0.1 0.1 0.05  
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divided equally among two single occupancy traps with detrapping 
energies of 1.35 eV and 1.46 eV. Defect type 2 also corresponds to two 
traps with detrapping energies of 1.68 eV and 1.86 eV, while the defect 
type 3 traps correspond to a single detrapping energy of 2.1 eV. The 
right-most column represents the estimated maximum time in full- 
power days required to reach the corresponding damage level in W, 
assuming a damage rate of 5 dpa/fpy (full-power year) [22] 

For EUROFER, two trap energies of 0.65 eV and 1.35 eV are included 
in the model, based on data from [23,26,27]. The trap concentrations 
were varied between 5 × 10− 5 and 2 × 10− 3, following the same scaling 
as for W. While there is no conclusive evidence of increased trap con
centrations due to simultaneous hydrogen isotope loading for EURO
FER, this was assumed in the “high dpa + high D/T” case as a 
conservative estimate. Nevertheless, due to the lower detrapping en
ergies, the overall effect of the EUROFER traps is negligible relative to 
that of the W traps. 

Fig. 2 shows the T permeation rate in full-power days and total 
retained T amount in the WCLL (blue) and HCPB (red) DEMO FW as a 
function of time, also in full-power days, for the “no dpa” scenario, 
assuming an impinging T content of 50%. Simulations performed with 
impinging particle fluences of 1018, 1019 and 1020 T m− 2s− 1 are plotted 
with dotted, dashed and solid lines, respectively. Due to the larger trap 
energies and concentrations in this scenario than in the simplified model 
shown in Fig. 1, the onset of permeation is delayed and the amount of 
retained T is increased in this scenario relative to the simplified model 
system discussed in Section 2. 

Under these conditions permeation is foreseen in all cases in DEMO 
within the first 600 days. As ion driven permeation in a diffusion-limited 
regime is temperature independent [28], the expected steady state 
permeation flux is the same for the WCLL and HCPB concepts (the dif
ference in the EUROFER thickness is negligible). Due to the lower 
temperature, retention is larger for the WCLL concept than for the HCPB 
concept for the same impinging flux. This value lies just under 17.5 g for 
the highest flux assumption at the end of the simulated time for WCLL, 
while for HCPB it is roughly 0.5 g. However, as was listed in Table 2, the 
“no dpa” scenario should only be valid for, at most, 3 full-power days. 
Thus, no permeation should be foreseen for the “no dpa” scenario within 
the time-frame where this scenario is valid. 

If a higher damage level is assumed, the onset of permeation is delayed 
for all scenarios beyond the simulated 600 full-power days. The higher trap 
concentrations also lead to a significant increase in retention, as is shown in 
Fig. 3 for the 0.035 dpa (i.e., “low dpa”) and 0.35 dpa (“high dpa”) with 
simultaneous hydrogen isotope loading scenarios. In this last scenario, T 
retention after 600 full-power days can reach 350 g for the WCLL concept 
and 200 g for the HCPB concept. For reference, the in-vessel T inventory 
limit for ITER is set to 1 kg [10], while the values considered for safety 
assessments for DEMO may be substantially higher [29]. 

Up to now, both FW concepts have been modelled assuming that the 
2 mm W-containing cladding has the properties of pure W. However, to 
reduce thermal stresses, the current reference design for this cladding 
consists of a 0.8 mm pure W layer followed by a series of W/EUROFER 
functionally-graded material (FGM) interlayers with a total thickness of 

Fig. 2. T permeation rate, in full-power days, and total retained T as a function of time, also in full-power days, under the “no dpa” damaging scenario for the WCLL 
(blue) and HCPB (red) concepts. Dotted lines indicate an impinging particle flux of 1018 T m− 2s− 1. Dashed lines correspond to a flux of 1019 T m− 2s− 1, and solid lines 
indicate a flux of 1020 T m− 2s− 1. The results are scaled assuming half of the impinging particle flux is T and half is D. (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.) 

Fig. 3. T retention as a function of time under the “low dpa” and “high dpa + high D/T” damaging scenarios, for the WCLL (blue) and HCPB (red) concepts. The line 
style codifies the assumed impinging particle flux with a T content of 50%. (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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1.2 mm [30–32]. Sound modeling of these FGM layers is currently 
infeasible, as key data such as their hydrogen diffusivity and solubility, 
trap concentrations and interface properties are currently unknown. 
Therefore, an alternative to modeling the FGM layers as W would be to 
model them with the properties of EUROFER, thereby hoping to provide 
upper and lower bounds to the actual permeation and retention behavior 
for DEMO. Indeed, this alternative approach could prove to be the more 
realistic assumption. Given the lower enthalpy of solution of hydrogen 
in EUROFER [15] compared with that of hydrogen in W [14], it would 
be reasonable to assume that hydrogen isotopes in W would preferen
tially enter the EUROFER phase, and that diffusion through EUROFER 
grains would provide the most favorable pathway for permeation. The 
temperature gradient for the WCLL scenario was set to 673 K to 669 K for 
W and 669 K to 613 K for EUROFER. For the HCPB scenario, these 
gradients were 793 K to 789 K for W and 789 K to 683 K for EUROFER. 
Fig. 4 is the analogue of Fig. 2, showing the T permeation and retention 
behavior in the “no dpa” scenario, assuming a 0.8 mm pure W cladding 
and modeling the 1.2 mm of FGM layers like EUROFER. Due to the 
smaller thickness of the W layer, permeation is increased significantly. 
Retention, on the other hand, is roughly the same, as the trap concen
trations in the W and EUROFER are comparable in the “no dpa” scenario. 
The slight increase in retention in the highest flux WCLL case is attrib
uted to the slightly different temperature gradient in the EUROFER 
layer, which was necessary to ensure the same temperatures at the W 
and EUROFER surfaces. 

Despite the reduced breakthrough time when assuming this new wall 
geometry, permeation still does not occur within the first 3 full-power 
days of operation, when the “no dpa” scenario is valid. In the “low 
dpa” scenario, the onset of permeation is further delayed, beyond the 
time-window where the “low dpa” scenario is valid. Fig. 5 shows T 
retention under the 0.35 dpa (“high dpa”) damage scenarios, with 
(right) and without (left) H isotope loading, when assuming a 0.8 mm 
pure W cladding. In order to study the long-term trend of retention, 
these simulations were performed up to time scales larger than 10 fpy. 
This is in excess of the actual projected lifetimes of the DEMO breeding 
blankets, which are currently around 2 fpy for the 1st BB and 5 fpy for 
the 2nd BB [22]. These simulations show that, even with a reduced W 
cladding of 0.8 mm, permeation within the lifetime of the breeding 
blankets only happens under the highest flux assumptions. Permeation 
in the WCLL scenario only occurs if no increased trap concentrations due 
to simultaneous hydrogen isotope loading are assumed. In these time 
scales, T decay will play a significant role on the actual T inventory. 
However, T decay has not been implemented into the simulations. 
Therefore, the values for retention shown in Fig. 5 should be viewed at T 
losses, assuming the wall acts as a sink for T, and not as actual T 
inventories. 

A third wall scenario was investigated for DEMO, consisting of a pure 
EUROFER wall. This could be the case either if the W-containing clad
ding were removed e.g. due to erosion, or if a bare EUROFER wall were 
installed as plasma-facing material in recessed areas of DEMO [33,34]. 

Fig. 4. T permeation rate and retention for the WCLL (blue) and HCPB (red) concepts under the “no dpa” scenario as a function of time, assuming a 0.8 mm W 
cladding, and the remaining 1.2 mm of W-containing FGM layers behaving like EUROFER. Time is plotted in full-power days. The line style indicates the impinging 
particle flux density, assuming 50% is T. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 5. T lost due to retention in the DEMO FW as a function of time, in full-power years, assuming a 0.8 mm W cladding. Damage scenarios of 0.35 dpa without 
hydrogen isotope loading (left) and with hydrogen isotope loading (right) were used. T decay is not considered in these simulations. The color and line style 
convention is the same as in the previous figures. 
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For this scenario, the thickness of the pure EUROFER layer was main
tained, and the 2 mm of W-containing cladding was removed, i.e., the 
wall thickness is 3 mm for the WCLL concept and 2 mm for the HCPB 
concept. Due to the fast T permeation through EUROFER at DEMO- 
relevant temperatures and the relatively low trap energies, in this sce
nario the onset of permeation is quickly reached regardless of damage 
level, but retention is quite modest compared to the W-containing sce
narios. Fig. 6 shows the T permeation rate and T retention in the 
EUROFER-only case with the highest trap concentrations, i.e. the “high 
dpa” scenario with simultaneous hydrogen isotope loading. A T content 
of 50% in the impinging particle flux was assumed. Due to the higher 
solubility of T in EUROFER compared with that of T in W, with a bare 
EUROFER wall, gas-driven T loading dominates permeation and reten
tion, as represented by cyan and orange dotted lines in Fig. 6 for the 
WCLL and HCPB concepts, respectively. Permeation is particularly large 
at the higher temperatures of the HCPB concept. 

T permeation occurs almost immediately for the HCPB concept 
regardless of the impinging particle flux, while in the WCLL concept 
there is still a breakthrough time of roughly 25 full-power days. 
Retention in the HCPB concept is low (13 g), while in the WCLL concept 
it is higher (up to 93 g), but still modest compared with the W-con
taining scenarios. 

As conservative (worst-case) estimates of T permeation and retention 
in DEMO, the values for the highest flux assumption (1020 D/T m− 2s− 1) 
for all investigated wall geometries and concepts are listed in Table 3 for 
the 0.35 dpa damaging scenarios, with and without simultaneous H 
isotope loading. The data is evaluated at the end of life of the 2nd BB  
(5 fpy) and assumes 50% of the impinging flux is T. 

4. Implication of possible surface limits on permeation and 
retention 

The diffusion trapping calculations presented above were performed 
by assuming an ideal surface, i.e. the release of T from the surface being 
only limited by diffusion to the surface. However experimental data on 
surface limited release for W exists and its implication on the above 
results needs to be discussed. A surface limit on the outlet side would 
decrease the permeation rate but would not affect retention since all 
traps are already filled once permeation breakthrough occurs regardless 
of whether or not a recombination limit is present. Therefore, the outlet 
side would not affect the upper limit estimates with regard to perme
ation and retention. However, a recombination limit on the inlet side 
could increase the subsurface solute concentration CS0 for plasma 
loading. For pure gas loading (dominant for the EUROFER-only sce
narios) Sieverts’ law sets the surface concentration which in steady state 
is not affected by a surface limit. Therefore, only for plasma loading an 
increase in CS0 would increase the gradient into the bulk and thus in
crease both the rate at which the traps are filled and the permeation flux 
once all traps are filled, i.e. after breakthrough of the permeation front. 
Thus, a permeation limit on the inlet side might lead to a larger trapped 
amount at times prior to breakthrough, a shorter time to breakthrough 
and to a larger permeation flux after breakthrough. Naturally, after 
breakthrough the trapped amounts are the same as without a surface 
limit. 

The use of recombination rate coefficients has recently been 
reviewed in [35]. It was shown that for implantation sources from 
plasmas or ion beams the standard Waelbroeck-type recombination limit 
is insufficient to explain the possible limits at the surface. Using the more 
complete model by Pick & Sonnenberg [36], the measurement of the 

Fig. 6. T permeation and retention as a function of time (in full-power days) when assuming a EUROFER-only wall under the highest damaging scenario (0.35 dpa 
and simultaneous hydrogen isotope loading). The color and line style convention is the same as in the previous figures, with the addition of the cyan and orange 
dotted lines. These represent T permeation and retention with only T gas loading at a pressure of 1 Pa and no ion loading. (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.) 

Table 3 
T permeation rate and T retention losses at the end of life of the 2nd BB for all investigated scenarios for a damage level of 0.35 dpa, with and without simultaneous H 
isotope loading, assuming the impinging particle flux of 1020 D/T m− 2s− 1 is 50% T.  

Wall geometries Wall concept H isotope concentration Permeation [mg T day− 1] Retention losses [g T] 

2 mm W cladding WCLL Low 0 488 
High 0 615 

HCPB Low 0 347 
High 0 347 

0.8 mm W cladding WCLL Low 161 407 
High 0 615 

HCPB Low 161 189 
High 161 189 

EUROFER only WCLL Low 1625 30 
High 1625 93 

HCPB Low 6593 5 
High 6593 13  
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recombination limit for W by Anderl [21] was investigated and appro
priate surface parameters were extracted. Using these parameters in the 
implementation of the Pick & Sonnenberg model in TESSIM-X, the 
calculation for 0.8 mm W on EUROFER case for the HCPB concept under 
the 0.35 dpa trapping scenario was repeated at the highest plasma flux 
of 1020 T m− 2 s− 1. This high flux case should be most affected by a 
surface limit. The calculation with surface limit resulted in an increase of 
the boundary concentration at the surface from 5 × 10− 12 (solubility in 
W at 1 Pa and 793 K) to 3 × 10− 10 T/W. However, as can be seen in 
Fig. 7, the gradient into depth is pivoted deeper in the sample approx
imately at the mean projected range of the ions. There the same increase 
occurs but the relative change is much smaller, from 2.6 × 10− 9 to 2.9 ×
10− 9, i.e. only an 11% increase. Since the gradient in depth is approxi
mately directly proportional to this concentration, the same increase can 
also be expected for the permeating flux. Therefore a diffusion limited 
boundary condition may underestimate the permeation flux by ~ 10%. 
This can be considered within the uncertainties of the other input 
parameters. 

5. Impact of retention on the T fuel cycle 

Tritium sequestered in the first wall of DEMO may potentially 
constitute an issue for the T fuel cycle, as the temperatures required to 
desorb the retained T (>550 ◦C) are not easily achievable in DEMO 
without compromising the structural integrity of EUROFER [37]. 
Consequently, retained T might only be effectively desorbed at the end 
of life of the breeding blanket, which may prove problematic due to the 

activation of the BB segments and loss of T inventory through radioac
tive decay. 

In [38], a simplified equation system is proposed to establish a 
particle balance model. This model is used to identify an upper limit for 
T loss probability in the plasma-facing components, i.e. the likelihood 
that a T atom reaching the wall is trapped. Implicit in the model is the 
assumption that all T pumped in the divertor region, extracted from the 
breeding modules or permeating into the coolant is recovered with 
perfect efficiency. Thus, the model only calculates the additional tritium 
required to compensate T burn and T lost due to trapping in the plasma- 
facing components. First, a particle balance is established: 

Ṁinject = Ṁburn +(1 − R)Ṁwall (3)  

where Ṁinject, Ṁburn and Ṁwall represent the injected, burnt and wall mass 
flow rates of T, respectively, and R is the recycling coefficient, encom
passing both reflected and thermally effusing T particles. The burnt T 
rate is defined as a fraction of the injected T: 

Ṁburn = pburnηpelletṀinject (4)  

where pburn represents the probability that a T nucleus in the plasma is 
burnt before escaping the plasma and ηpellet is the pellet fueling effi
ciency. The rate of T trapped in the wall (Ṁtrapped) is defined as the wall 
flow rate multiplied by a trapping probability (ptrapped): 

Ṁtrapped = ptrappedṀwall (5) 

The rate of excess T bred (tritium bred in excess of the burned 
amount) is defined as a function of the burn T rate and the tritium 
breeding ratio TBR: 

Ṁbred = (TBR − 1)Ṁburn (6) 

Lastly, as condition for T self-sufficiency, the rate of excess T bred 
must be greater than the rate of trapped T, i.e.: 

Ṁbred≫Ṁtrapped (7) 

By combining these simple equations, ptrapped can be expressed by the 
following inequation: 

ptrapped≪(TBR − 1)(1 − R)
pburnηpellet

1 − pburnηpellet
(8) 

This result appears somewhat surprising, as it seems the upper limit 
for ptrapped increases for decreasingR. The model as it is presented in [38] 
does not include the possibility of recycled T entering the plasma. If (4) 
is modified so that: 

Ṁburn = pburn(ηpelletṀinject + ηrecycledṀwallR) (9) 

Fig. 7. Comparison of the solute depth profile for the HCPB case under the 0.35 
dpa trapping scenario with an influx of 1020 m− 2 s− 1 with surface limited or 
diffusion limited boundary conditions. 

Fig. 8. T trapping probability as a function of time, in fpy, in the “high dpa” damaging scenarios with (right) and without (left) simultaneous hydrogen isotope 
loading, assuming a 0.8 mm W cladding. The upper limits for T trapping given by eq. (8) are shown shaded in green for ηrecycled values of 5%, 1% and 0.1%. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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with ηrecycled representing a fueling efficiency of T recycled from the 
wall, then the inequation governing ptrapped changes to: 

ptrapped≪(TBR − 1)
pburn

(
ηpellet − R

(
ηpellet − ηrecycled

) )

1 − pburnηpellet
(10) 

Since ptrapped varies in time as the traps are saturated and the net 
diffusion flux into the wall drops due to the flattening of the profile, it 
makes sense to repeat the above for the total amounts of trapped NTrapped 

and excess produced Tritium NExcess: 

NExcess = (TBR − 1)ṀBurnΔt  

NTrapped = Ṁwall

∫

ptrapped 

To reach T-self-sufficiency the total numbers have to satisfy 
NTrapped≪NExcess. This finally leads to the result: 

〈ptrapped〉 =

∫
ptrapped

Δt

=

∫
Ṁtrapped

ṀwallΔt
≪(TBR − 1)

pburn
(
ηpellet − R

(
ηpellet − ηrecycled

) )

1 − pburnηpellet 

The right hand side is the same result as in eq. (10) but the left hand 
side can be easily extracted from the trapped amount calculated by 
TESSIM-X. 

In Fig. 8, the averaged T trapping probabilities for the 0.35 dpa 
damaging scenarios with and without simultaneous H isotope loading 
are shown for a 0.8 mm W-clad wall as a function of time, assuming 50% 
of the impinging flux is T. Initially, the trapping probability is high 
because all traps are empty, so T atoms penetrating the wall are likely to 
be trapped. As the traps are filled, it becomes progressively unlikelier for 
T to be trapped, because impinging T must diffuse deeper into the bulk 
to encounter empty traps. Naturally, if the flux of T is lower, this 
decrease in the trapping probability happens more slowly. Shaded in 
green are the approximate upper limits for the T trapping probability, 
calculated with eq. (10), for values of ηrecycled of 0.1%, 1% and 5%. As in 
[38], TBR was taken as 1.05 and pburn was varied between 0.02 and 0.05. 
The value of R was set to 99.9%, and ηpellet was varied between 0.3 and 
0.8. According to this simplified model, if ηrecycled is approximately 0.1%, 
trapping of T in the walls could compromise T self-sufficiency, regard
less of the impinging particle flux, because the calculated trapping 
probability exceeds the limit imposed by eq. (10) even after 6 full-power 
years. If ηrecycled is roughly 1%, T trapping might only be an issue in areas 
where the impinging flux density is lower than 1020 D/T m− 2s− 1. If 
ηrecycled is around 5%, T trapping could potentially only be an issue if an 
impinging flux of 1018 D/T m− 2s− 1 is assumed. It must still be noted that, 
depending on the assumed value of ηrecycled, it may take several years 
before the trapping probability fulfils the limit imposed by eq. (10). 
During this time, overall T losses will not be compensated by the excess 
T produced by breeding. 

6. Conclusions 

In this work, a code comparison between the well-established 
TMAP7 code and the TESSIM-X code was performed, showing good 
agreement for a DEMO-like simplified scenario. Due to inherent limi
tations of TMAP7, TESSIM-X was then used to provide assessments of T 
permeation and retention for the DEMO WCLL and HCPB FW concepts 
under varying impinging particle fluxes, damage levels, and wall con
figurations. The results of these simulations are listed in Table 3 for the 
highest flux assumption (with 50% of the flux corresponding to T) and a 
damage level of 0.35 dpa. It was shown that substantial T losses due to 
retention may be expected in a W-containing wall, totaling several 
hundred grams of T sequestered at the end of life of the 2nd BB. T 
permeation may occur if the W cladding is sufficiently thin (0.8 mm), 

and could be in excess of 150 mg T per full-power day. If no W-con
taining cladding is used, permeation occurs in all cases due to gas 
loading, and could be in the range of several grams per day, while 
retention is reduced by roughly 1 order of magnitude relative to the W- 
containing cases. 

The impact of retention on the T fuel cycle was assessed with the aid 
of a simplified model based on [38], which was extended to include 
fueling from recycled T. This model showed that, particularly if the 
fueling efficiency from recycled T or the impinging wall fluxes are low, T 
retention in the FW could pose an issue for T self-sufficiency. 

While the results shown in this work may appear dire, it should be 
noted that they are based on several unverified assumptions. Regarding 
the input parameters, large uncertainties remain in the predicted DEMO 
wall fluxes and energies, due to uncertainties in the DEMO plasma 
scenario. To address this issue, the wall flux was varied in the simula
tions by two orders of magnitude, but improved predictions of the 
DEMO wall profile would be required to improve the accuracy of the 
simulations. Recent experimental and modeling results show that 
simultaneous loading with hydrogen isotopes during damaging leads to 
a higher concentration of traps in W [24]. This effect has been included 
in the modeling work shown here, but has not been experimentally 
verified at DEMO-relevant temperatures. For this reason, two damaging 
scenarios were included in the simulations at the highest damage levels, 
with and without H isotope loading. As the diffusion behavior of T 
through functionally graded W/EUROFER interlayers is presently un
known, wall configurations were included in the models which assumed 
that the full FGM system behaved like W or like EUROFER. While the 
actual behavior of the FGM system will likely lie somewhere in between 
these extremes, this approach is intended to provide upper and lower 
bounds for T permeation and retention. As the behavior of the W/ 
EUROFER interface is also unknown, interface traps or barriers have not 
been included in the model, and it has been assumed that the T flux is 
conserved (no sinks at the interface) and there is equilibrium in the 
chemical potential at both sides of the interface. With regard to the 
surface properties, the W cladding has been modeled with the properties 
of solid W [39]. However, experimental data from literature indicates 
that plasma-sprayed W, as is proposed for DEMO [30], may lead to lower 
permeation rates than e.g. magnetron-sputtered W on steel, likely due to 
open porosity [40]. Also in the event of a EUROFER-only wall, the for
mation of a rough surface morphology and W and Ta surface enrichment 
[33,34] could potentially influence T uptake. Lastly, the surface 
boundary conditions at the inlet and outlet side can in principle play a 
role on the permeation behavior. To study this, the choice of a surface- 
limited boundary condition instead of a diffusion-limited boundary 
condition as was used in this work is discussed in Section 4. It was 
determined that applying a surface-limited boundary condition at the 
inlet side could lead to a slightly increased steady-state permeation flux. 
However, this effect is relatively small (10% increase), and is considered 
to lie within the uncertainties of the other input parameters. 

Nevertheless, the assumptions used in this work are designed to 
provide a conservative (i.e., pessimistic) preliminary estimate of T 
permeation and retention in DEMO, and are therefore aimed at helping 
to guide future design and experimental work. With this information, 
upcoming efforts can be aimed at tackling these uncertainties, thereby 
contributing to the improvement of future modeling work. 
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