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Article
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Abstract: In recent years, the number and heterogeneity of large scientific datasets have been growing 1

steadily. Moreover, the analysis of these data collections is not a trivial task. There are many algo- 2

rithms capable of analysing large datasets, but parameters need to be set for each of them. Moreover, 3

larger data sets also mean greater complexity. All this leads to the need to develop innovative, 4

scalable and parameter-free solutions. The goal of this research activity is to design and develop an 5

automated data analysis engine that effectively and efficiently analyses large collections of text data 6

with minimal user intervention. Both parameter-free algorithms and self-assessment strategies have 7

been proposed to suggest algorithms and specific parameter values for each step that characterises 8

the analysis pipeline. The proposed solutions have been tailored to text corpora characterised by vari- 9

able term distributions and different document lengths. In particular, a new engine called ESCAPE 10

(Enhanced Self-tuning Characterisation of document collections After Parameter Evaluation) has 11

been designed and developed. ESCAPE integrates two different solutions for document clustering 12

and topic modelling: the joint approach and the probabilistic approach. Both methods include 13

ad-hoc self-optimization strategies to configure the specific algorithm parameters. Moreover, novel 14

visualisation techniques and quality metrics have been integrated to analyse the performances of 15

both approaches and help domain experts to interpret the discovered knowledge. Both approaches 16

are able to correctly identify meaningful partitions of a given document corpus by grouping them 17

according to topics. 18

Keywords: Textual data; unsupervised learning; self-tuning algorithms 19

1. Introduction 20

Nowadays, modern applications, from social networks like Facebook and Twitter, to 21

digital libraries like Wikipedia, collect more and more textual data. Science is in a data- 22

intensive age in which the creation and sharing of large scientific datasets is unheard of. 23

Indeed, the pace of data analysis has been surpassed by the pace of data generation. 24

The text mining field focuses on the study and development of algorithms capable 25

of finding meaningful, unknown and hidden information from the growing collections 26

of textual documents. Text mining tools include: (i) grouping documents with similar 27

properties or similar content [1,2], (ii) topic modelling [3,4], (iii) classification models [5], 28

(iv) document summarization [6] and text stream analysis [7]. 29

Each data analytics activity on textual data is challenging, as it is a process with 30

multiple steps in which the analytics pipeline must be configured in order to discover and 31

exploit interesting knowledge from the textual data. 32

There is no single pipeline to analyse textual data. In the literature, there are several 33

algorithms that can solve a particular data mining task, but in most cases, no algorithm 34

is universally superior. Various aspects affect the performance of the algorithms, such as 35

the cardinality of the input data, its distribution, and the type of knowledge extracted (i.e., 36

the type of analysis to be performed). However, some steps are common to the different 37

pipelines, such as the collection of textual data (i.e., a set of documents of interest). Once 38
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the documents are collected, appropriate preprocessing is performed. The latter involves 39

many steps and is an important and critical task that affects the quality of the text mining 40

results. 41

To perform a particular phase of data analysis, there are a considerable number of 42

algorithms, but for each one, the specific parameters need to be manually set and the results 43

validated by a domain expert [8]. Moreover, real textual datasets are also characterised 44

by an inherent sparseness and variable distributions, and their complexity increases with 45

data volume. In the analytics process tailored to sparse data collections, it is necessary 46

to transform the data appropriately in order to extract hidden insights from them and to 47

reduce the sparseness of the problem. Furthermore, different weighting schemes (e.g., TF- 48

IDF, LogTF-Entropy) can be used to emphasise the relevance of the terms in the collection. 49

Nevertheless, there are several methods and the choice depends on the experience of the 50

domain expert. 51

At the end, it is not trivial to obtain the best solution that, at the same time, has a 52

reasonable execution time and proper quality results. It is necessary to devise parameter- 53

free solutions that require less expertise in order to lighten the process of analysis of large 54

textual data. 55

This paper presents ESCAPE (Enhanced Self-tuning Characterisation of document 56

collections After Parameter Evaluation), a new data analytics engine based on self-tuning 57

strategies that aims to replace the end-user in the selection of proper algorithm param- 58

eters for the whole analytics process on textual data collections. ESCAPE includes two 59

different solutions to address document clustering and topic modelling. In each of the 60

proposed solutions, ad hoc self-tuning strategies have been integrated to automatically 61

configure the specific algorithm parameters, as well as the inclusion of novel visualisation 62

techniques and quality metrics to analyse the performance of the methods and help domain 63

experts easily interpret the discovered knowledge. Specifically, ESCAPE exploits a data 64

reduction phase computed through the Latent Semantic Analysis, before the exploitation 65

of the partitional K-Means algorithm (named joint-approach) and the probabilistic Latent 66

Dirichlet Allocation (named probabilistic approach). The former exploits the dimensionality 67

reduction of the document-term matrix representing each corpus, while the latter is based 68

on learning a generative model of term distributions over topics. Both the joint-approach 69

and the probabilistic model permit to find a lower dimensional representation for a set 70

of documents compared to the simple document term matrix. Moreover, the outputs of 71

the two methodologies are disjoint groups of documents with similar contents. In order 72

to compare the results, ESCAPE provides different visualisation techniques to help the 73

analyst in the interpretation of the ESCAPE results. The proposed engine has been tested 74

through different real textual datasets characterised by a variable document length and a 75

different lexical richness. The experiments performed by ESCAPE underline its capability 76

to autonomously spot groups of documents on the same subject, avoiding the user having 77

to set the parameters of the various algorithms and the selection of the most appropriate 78

weighting scheme. This paper introduces a novel self-tuning methodology tailored to 79

textual data collection to democratize the data science on corpora. The main objective is 80

masking the complexity of data-driven methodology by allowing non-expert users to easily 81

exploit complex algorithms in the proper way without knowing the technical details. The 82

innovative aspects of the proposed approach are the following: 83

1. introduction of an automated data analytics pipeline that compares different algo- 84

rithms and solutions tailored to textual data collection without requiring technical 85

knowledge; 86

2. automation of the discovery of unsupervised and relevant topics process together 87

with their characterization in a given corpus of documents; 88

3. integration of innovative and tailored self-tuning techniques drive the automatic 89

choice of optimal parameters for each algorithm; 90

4. a novel self-assessment approach of the obtained results seeks the best weighting 91

schema; 92
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5. the implementation of different human-readable visualization techniques intended to 93

facilitate the understanding of the results even for non-expert users; 94

This paper is organised as follows. Section 2 discusses the state-of-the-art methodolo- 95

gies. Section 3 presents the ESCAPE engine, while Sections 4 and 5 show in detail its main 96

building components and the self-tuning algorithms used. Section 6 thoroughly display 97

the experiments performed on six real text corpora, and also includes the comparison with 98

state-of-the-art methods. Considerations about the obtained results are presented in Section 99

7. Finally, Section 8 draws conclusions and presents future developments of this work. 100

2. Literature review 101

Nowadays, several modern applications, such as e-learning platforms, social networks 102

or digital libraries, are able to collect more and more textual data [1]. However, the 103

exploitation of this data is rather limited. In particular, there are few approaches that are 104

able to perform the analysis automatically and without user involvement. Text mining has 105

been adopted in various sectors over the years, as illustrated in [9]. It is based on algorithms 106

capable of deriving high-quality information from a large collection of documents. Its 107

activities include: (i) grouping documents with similar properties or similar content [1,10] 108

[11], (ii) topic modelling [3,12] [13–17], [18] and detection [19] [20], [21] , (iii) classification 109

models [22,23] [24], (iv) opinion mining and sentiment analysis [25,26], and (vi) document 110

querying [27]. 111

Computational cost is a non-negligible issue when applying the above techniques to a 112

large data collection. To address this issue, there have been several research efforts focused 113

on developing innovative algorithms and methods to support large-scale analytics based 114

on MapReduce [28]. Another improvement has been achieved with Apache Spark [29], 115

which surpassed Hadoop performance due to its distributed memory abstraction, a primary 116

aspect for data analytics algorithms. 117

In the scientific research, several approaches and solutions have been presented in 118

order to represent, mine and retrieve information [30] from the text sources. Depending on 119

the modelling of the text data and the used techniques, different models have been pro- 120

posed in the scientific literature: set-theoretic [31] (such as the Boolean models, representing 121

documents as sets of words or phrases), algebraic [1,32,33] (representing documents as 122

vectors or matrices, such as the Vector Space models, the Latent Semantic Analysis, the 123

Principal Components Analysis (PCA) [34] or the Sparse Latent Analysis [35]) and prob- 124

abilistic [36,37] (such as the Latent Dirichlet Allocation, which represents documents as 125

probabilities of words, or the Probabilistic Latent Semantic Analysis). 126

Figure 1 provides an overview of the state of the art in topic modeling and recognition 127

methods. Based on the proposed methodology, the studies can be divided into unsuper- 128

vised and (semi)supervised approaches. The work proposed in [16,17,20,24,38] belongs 129

to the (semi)supervised methods. In [20] the authors propose a framework to improve 130

topic detection based on text and image information. After applying image understanding 131

through deep learning techniques they integrate the results with short textual information. 132

Instead, [24] shows a semi-supervised approach. They present two frameworks: The first 133

models short texts, while the second embeds the first for short text classification. In [16] the 134

authors address topic detection on tweets related to Covid-19 in English and Portuguese. 135

Also in [38] the authors uses as data Covid-19 tweets but they rely on a Naive Bayes classi- 136

fier and logistic regression. In [17] the authors combine Heterogeneous Attention Network 137

with a DBSCAN algorithm and Pairwise Popularity Graph Convolutional Network in order 138

to detect streaming social event detection and study how they evolve in time. 139

Another research trend that has emerged in recent years is the integration of word 140

embedding and clustering techniques, as seen in [14,15]. The main idea is to extract word 141

embeddings from models such as BERT and apply clustering techniques to them. A variant 142

of this strategy is proposed in [18]. Here, the authors modify the creation of the word 143

embedding by constraints and then apply a Deep K-means algorithm. In [13], they combine 144

traditional topic models, such as LDA with word embeddings. Other authors instead 145
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rely on more traditional approaches and focus their research efforts on other aspects. For 146

example, in [11] the authors focus on the weighting schemes used, while in [12] the focus 147

is on more readable visualization techniques or the implementation of self-optimization 148

algorithms[1]. There are also those that implement topic detection techniques and breaking 149

news detection. For example, in [21], the authors use document pivot and feature pivot 150

techniques in combination with online clustering to understand what happens during a 151

soccer match based on tweets. 152

Since text mining is a multi-step process that requires specific configurations and 153

parameters for each algorithm involved in the analysis, in most of the work cited above 154

the presence of experts and analysts is required to manage the retrieval process. To 155

overcome this problem, innovative solutions are needed to make the analysis of large 156

data scalable and not supervised by human analysts and data experts more effectively 157

treatable. While ESCAPE exploits some of the techniques seen so far, the features that most 158

of the methodologies mentioned are unable to address are the following: the automatic 159

choice of parameters for the algorithms used, the comparison between different techniques 160

through quality indexes and the graphical visualization of the obtained results. Some 161

preliminary results of ESCAPE have been presented in [1,12,32]. While a preliminary 162

cluster analysis on a collection of documents has been discussed in [32], a step toward 163

a self-tuning joint-approach has been presented in [1], and a preliminary version of the 164

self-tuning probabilistic approach has been proposed in [12] to analyze a large set of 165

documents. However, the study presented here significantly improves our previous works, 166

proposing a complete pipeline including different weighting schemes, different reduction 167

strategies, and topic detection algorithms tailored to textual data collections capable of 168

automatically grouping documents addressing similar topics. Moreover, these results can 169

be displayed graphically using different visualization techniques, allowing the expert to 170

easily characterize and compare each topic. 171

3. Framework 172

ESCAPE is a distributed self-tuning engine with the purpose of automatically extract- 173

ing groups of correlated documents from a collection of textual documents, integrating 174

document clustering and topic modelling approaches. Discovered topics hidden in the 175

collection are shown to the end-users in a human-readable fashion to effectively support 176

their easy exploration. 177

ESCAPE relies on automatic strategies with the purpose to select proper values for 178

the overall textual data analytics process without the user intervention. The ESCAPE 179

architecture, reported in Figure 2, includes four main components: (i) Data processing and 180

characterisation, (ii) Data transformation, (iii) Self-Tuning Exploratory Data Analytics, and (iv) 181

Knowledge validation and visualisation. Below each component is described in detail. 182

3.1. Data processing and characterisation. 183

In order to deal with the textual data analysis problem in a more efficient way, ESCAPE 184

includes two steps to transform and characterise the textual corpora: (i) document processing 185

and (ii) statistics definition and computation. These steps are performed automatically without 186

any user intervention. 187

Document processing. In this block, five steps are performed sequentially as interre- 188

lated tasks: 189

1. document splitting: documents can be split into sentences, sections, or analysed in 190

their entire content, according to the next analytic task. While short documents, 191

such as emails or tweets, are represented with a single vector, longer documents can 192

be decomposed into paragraphs or sentences, hence multiple vectors are required. 193

Choosing the best procedure depends on the goals of the analysis: for the clustering 194

task (as the scope of this paper), the entire document is analysed in its entire content; 195

for sentimental analysis, document summarisation, or information retrieval, smaller 196

units of text like paragraphs might be more appropriate; 197
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Figure 1. Overview of related works

2. tokenization: it is the process of segmenting a text or texts into tokens (i.e., words) by 198

the white space or punctuation marks within the same split; 199

3. case normalisation: capitalisation is very useful to humans in the reading phase. How- 200

ever, in many analytics tasks, a capital word at the beginning of a sentence should not 201
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Figure 2. The ESCAPE System Architecture

be treated differently from the same lower case word that appears elsewhere in the 202

document. For this reason, this step converts each token to completely upper-case or 203

lower-case characters; 204

4. stemming: each token is mapped into its own root form. It includes the identification 205

and removal of prefixes, suffixes, and pluralisation; 206

5. stopwords removal: stopwords are the grammatical words which are irrelevant to 207

text contents (e.g. articles, pronouns, prepositions), so they need to be removed for 208

more efficiency. These common words can be discarded before the feature generation 209

process. 210

The document’s main themes are depicted with the Bag-Of-Word (BOW) representa- 211

tion, which shows the most meaningful frequent terms in terms of multiplicity without 212

caring about grammar rules and word order. 213

Information about the frequency of each word in a document can be useful to reduce 214

the size of the dictionary. For example, the most frequently occurring words in a document 215

are often stop words and should be deleted. Terms that are very rare should also be deleted, 216

as they are often typos. The remaining most common words are the most important and 217

significant. In general, the smaller the dictionary, the greater the intelligence to capture 218

the most important words [39]. Tokenization and stemming are two steps that help us to 219

reduce the size of the dictionary. After defining the set of words, the next step is to convert 220

the document collection into a matrix structure format. 221

Let D = {d1, d1, . . . , d|D|} be a corpus of documents, and V = {t1, t2, . . . , t|V|} the set 222

of distinct terms used at least once in the textual collection. The corpus D is represented as 223

a matrix X, named document-term matrix, in which each row corresponds to a document in 224

the collection and each column, one for each tj ∈ V, corresponds to a term in the vocabulary. 225

Statistics definition and computation. ESCAPE includes the computation of several 226

statistical indices [1,32,40] to characterise the document collection data distribution: 227

• # categories: the number of topics/clusters in the textual collection under analysis (if 228

known a-priori); 229

• Avg frequency terms: the average frequency of token occurrence in the corpus; 230

• Max frequency terms: the maximum frequency of token occurrence in the corpus; 231

• Min frequency terms: the minimum frequency of token occurrence in the corpus; 232

• # documents: the number of textual documents in the corpus (i.e., total number of splits 233

defined by the analyst); 234

• # terms: number of terms in the corpus, with repetitions (i.e., all words of a textual 235

collection); 236

• Avg document length: the average length of documents in the corpus; 237

• Dictionary: the number of different terms in the corpus, without repetition (i.e., all 238

words that are different from each other in a textual collection); 239
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• TTR: the ratio between the dictionary variety (Dictionary) and the total number of 240

tokens in a textual collection (# terms),in other words it represents the lexical diversity 241

in a corpus. 242

• Hapax %: the percentage of Hapax, which is computed as the ratio between the number 243

terms with one occurrence in the whole corpus (Hapax) and the cardinality of the 244

Dictionary; 245

• Guiraud Index: the ratio between the cardinality of the Dictionary and the square root 246

of the number of tokens (# terms). It highlights the lexical richness of a textual collection. 247

The joint analysis of these statistical features is able to describe and characterise the 248

data distribution of each collection under analysis. ESCAPE includes also a Boolean 249

feature, named remove-hapax, which, if set to True, removes the Hapax words for the 250

subsequent analyses, otherwise these words are included in the analysis. This step could 251

lead to different results for the different strategies included in ESCAPE . Indeed, algebraic 252

models are less influenced by the presence of Hapax, as in the decomposition their affection 253

is overridden by the most frequent terms. Probabilistic models, on the other hand, are 254

influenced in a more negative way, as they introduce noise within the creation of the model. 255

3.2. Data transformation. 256

This component deals with the representation of weighted documents to emphasise the 257

relevance of specific within the document collection. The weight of each word represents its 258

importance degree. Depending on the weighting scheme adopted, the knowledge acquired 259

from the collection might vary. Specifically, based on the document statistical features and 260

the desired granularity of the outcomes, one of the weighting schemes might outperform 261

the others. 262

To measure the relevance of the various terms in the document, each cell in the matrix 263

X contains a weight xij, that is a positive real number indicating the importance of the term 264

tj appearing in the document di. [41] propose different weighting functions, combining 265

a local term weight with a global term weight. By applying a weighting function to a 266

collection D, we obtain its weighted matrix X. In particular, each element xij in the matrix 267

represents the weight of the term tj in the document di and is calculated as the product of a 268

local term weight (lij) and a global term weight (gj) (xij=lij × gj). A local weight lij refers 269

to the relative frequency of a specific term j in a particular document i, while the global 270

weight gj represents the relative frequency of the specific term tj within the whole corpus 271

D. 272

Three local term weights and three global term weights are included in ESCAPE . The 273

local weights are Term-Frequency (TF), Logarithmic term frequency (Log) and Boolean; while 274

the global ones are Inverse Document Frequency (IDF), Entropy (Entropy) and Term-Frequency 275

(TFglob). Their definition is reported in Table 1. The TF weight (L1 in Table 1), defined as 276

t f ij, represents the frequency of term j in document i. A similar measure is also reported by 277

Log weight, which, however, evaluates the frequency of the term on a base-2 logarithmic 278

scale. Lastly, the Boolean weight function is equal to 1 if the frequency was non-zero and 279

0, otherwise. Intuitively, L1 and L2 give increasing importance to more frequent words, 280

but L2 gives progressively smaller additional emphasis to larger frequencies, while L3 is 281

sensitive only to whether the word is in the document. 282

After establishing the frequency of the different terms in the document the resulting 283

count has to be altered accordingly to the perceived importance of that term by integrating 284

the global importance of each word. 285

To this aim, the global weighting schemes reduce the weight of those terms that have 286

a high frequency in a single document or appear in many documents, which involves 287

interesting variations concerning the relative importance of document frequency, local 288

frequency and global frequency. In particular, the global weight IDF (G1) measures how 289

rare a term is within the corpora (|D|). This weight is calculated as the logarithm of the 290

ratio between the total documents in (|D|) and the number of documents d f j containing 291

the term j. The more frequent a term is in the various documents, the lower its IDF will be. 292
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Entropy (G3) represents the real entropy of the conditional distribution given that 293

the term i appeared. In documents, high normalised entropy is considered good and 294

low normalised entropy is considered bad. Entropy as a weighting scheme is the most 295

sophisticated one and it is built on information theoretic ideas. If a term has the same 296

distribution over different documents it gets the minimum weight(i.e. where pij = 1/ndocs), 297

while if a term is concentrated in a few documents it gets the maximum weight. In other 298

words Entropy considers the distribution of terms over documents. Lastly, G3 represents 299

the number of times in which the corresponding word j appears in the entire textual corpus 300

D. It extends L1 considering the whole corpus. 301

ESCAPE integrates six different term weighting schemes to measure term relevance. 302

We have obtained six of these schemes by combining one of the three local weights (TF, 303

LogTF and Boolean) with either IDF or Entropy, while the last one is the combination 304

between the local Boolean weight and the global TFglob weight. These weighting schemes 305

are the most used in the state-of-the-art [41]. 306

All these combinations are analysed to show how the different schemes are able to 307

characterise the same dataset at a different granularity levels. 308

Weight WId Definition

Local
L1 TF = tfij
L2 LogTF = log2(tfij + 1)

L3 Boolean =

{
0 if tfij = 0
1 otherwise

Global
G1 IDF = log |D|dfj

G2 Entropy = 1 + ∑i
pij log pij
log |D|

G3 TFglob = gfj

Table 1. Local and Global weight functions exploited in ESCAPE

4. Self-Tuning Exploratory Data Analytics 309

Topic modelling and document clustering are closely related and they can mutually 310

benefit one from another [42]. As a matter of fact, topic modelling projects documents into 311

a topic space in order to try to facilitate an effective document clustering. On the other 312

hand, after document clustering, the discovered cluster labels can be incorporated into 313

topic models. In this way specific topics within each cluster and global topics shared by all 314

clusters can be extracted. 315

Two well-known approaches for document clustering and topic modelling have been 316

integrated in ESCAPE. For each strategy, a brief description is reported, together with 317

ad-hoc self-tuning strategies to automatically configure each algorithm. 318

4.1. Joint-Approach 319

The joint-approach includes (i) a data reduction phase computed through the Latent 320

Semantic Analysis [33] based on the Singular Value Decomposition, and (ii) the partitional 321

K-Means algorithm [43]. Below, a brief description of the two algorithms is reported, 322

including their main drawbacks. Lastly, the Subsection ends with the two proposed self- 323

tuning algorithms to automatically set input parameters, respectively. 324

4.1.1. Latent Semantic analysis 325

To make the cluster analysis problem more effectively tractable, ESCAPE includes 326

a natural language process named LSA (Latent Semantic analysis) [33]. LSA allows a 327

reduction in the dimensionality of the document-term matrix X which captures the latent 328

semantic structure. Choosing the right dimensionality reduction, while avoiding to lose 329

significant information, is an open research issue and a very complex task. If there are not 330
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enough dimensions after the LSA process the data representation will be poor, while if 331

there are too many dimensions it will lead to more noisy data. LSA maps both words and 332

documents in a concept-space where is able to find the relationships between them. To 333

find the hidden concepts, LSA applies the Singular Value Decomposition (SVD). SVD is a 334

matrix factorisation method that decomposes the original matrix (document-term matrix) 335

X into three matrices (U; S; VT). To find the principal dimensions (KLSA) in X, ESCAPE 336

includes an innovative algorithm named ST-DaRe. Given KLSA, ESCAPE uses only the 337

highest singular KLSA values in S, setting the others to zero. The approximated matrix 338

of X, denoted XKLSA = UKLSA SKLSA VT
KLSA

is obtained through the reduction of all three 339

decomposed matrices (U, S, VT) to rank KLSA. In general, the low-rank approximation 340

of X by XKLSA can be viewed as a constrained optimisation problem with respect to the 341

constraint that XKLSA have rank at most KLSA. When the terms-documents matrix is tighten 342

down to a k-dimensional space, terms with alike co-occurences should be brought together 343

by the SVD. This insight indicates that the dimensionality reduction could improve the 344

results. 345

Self-Tuning Data Reduction algorithm. The goal of the ST-DaRe (Self-Tuning Data 346

Reduction) algorithm in ESCAPE is to pick out a proper number of dimensions to take into 347

account in the successive analytics steps, while avoiding to lose relevant information, by 348

identifying three reasonable values for the LSA parameter. The correct choice of the number 349

of dimensions to be considered is an open research issue [41]. Selecting the maximum 350

decrease point inside the singular value curve is an easy approach, but if a local minimum 351

is hit the resulting choice would be inaccurate. 352

The original ST-DaRe algorithm [1] needs three parameters that have been experimen- 353

tally set. These parameters are the singular value step and two thresholds. In this case, the 354

singular values are plotted in descending order and, from the obtained curve, the singular 355

values are analysed in pairs, using the singular value step set as parameter. For each pair, 356

the marginal decrease of the curve is calculated. If this decrease is comparable to one of the 357

two parameters chosen as thresholds, or to their average, then the smallest singular value 358

of the analysed pair is chosen as one of three values. 359

Different from this original approach, in ESCAPE we propose a new strategy based 360

on a single parameter T indicating the number of singular values to consider. In particular, 361

after having ordered the singular values in descending order, for our analysis we consider 362

only the first T of them. We calculate the average and the standard deviation for each of 363

these singular values and we define a confidence interval. Then, the three values to choose 364

representing the number of dimensions to be considered are selected in this way: (i) the 365

first is the singular value in correspondence of the mean position, (ii) the second is the 366

singular value in correspondence of the mean plus the standard deviation position, and (iii) 367

the third is the singular value in correspondence of the mean position of the previous ones. 368

Through this method the problem of the local optimality choice is overcome. A pseudo 369

code that shows how the enhanced version of ST-DaRe works, is given in Algorithm 1. 370
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Algorithm 1: The Enhanced ST-DaRe pseudo-code
Input : X, T
Output : KLSA[3]

1 N = 0;
2 // compute the SVD decomposition of the truncated matrix X;
3 [U, S, V]← X.computeSvd(T);
4 s← normSingularValues(S);
5 // compute the mean of singular values;
6 mean = s.mean();
7 // compute the standard deviation of singular values;
8 stand_deviation = s.std();
9 // compute the three values;

10 val1 = s[mean];
11 val2 = s[mean + stand_deviation];
12 val3 = s[(val1 + val2)/2];
13 KLSA.push(val1, val2, val3])

371

T at most will be equal to the rank of the document-term matrix. Since the number of 372

documents for all the textual corpora analysed is much smaller than the vocabulary used 373

in each collection, the value T is set by ESCAPE to the 20% of the number of documents. 374

4.1.2. K-Means Algorithm 375

In the joint-approach, the singular value decomposition is applied to data to cut down 376

the dimensions of the data prior to the learning process. Since the different document- 377

concept vectors can be clustered, the learning process implements the K-Means algorithm. 378

The difference between clustering and LSA is that clustering algorithms assign each doc- 379

ument to a specific cluster, while LSA assigns a set of topics to each document. Still, a 380

K-Means algorithm applied after the singular value decomposition improves the results, 381

as shown in [1,32]. We have decided to implement the K-means clustering because it is 382

an easy algorithm to implement that has good performance and which converges quickly, 383

while providing good results [44], [45]. Moreover, the performance of the algorithm is still 384

being researched in order to obtain better and better results [46], which would allow us 385

easy adaptability in the case of new and better performing techniques. 386

ESCAPE manages to discover groups of documents that share a similar topic by self- 387

assessing the quality of the found clusters. It uses an algorithm to automatically configure 388

the cluster analysis activity through the analysis of different quality metrics to evaluate 389

the obtained partitions. To this aim, several configurations have been tested by ESCAPE, 390

modifying the specific-algorithm parameter (i.e., number of desired clusters). 391

Self-Tuning Clustering Evaluation. 392

After the formation of the K clusters from the collection of textual documents, it is
necessary to corroborate the clustering results with three indicators obtained from the
computation of the silhouette [47]. The silhouette index gauges from a qualitative point
of view the similarity of an element with respect to its own cluster (cohesion) compared
to other clusters (separation). The silhouette varies from -1 to +1. If the silhouette has
a high value it means that the object is cohesive to its own cluster and well separated
from the neighbouring cluster. In order to estimate the cohesion and separation of each
cluster set, the solutions found are compared through the calculation of different Silhouette-
based indices to measure t. Then the best three configurations, which identify a proper
division of the original collection, are chosen. ESCAPE exploits three versions of the
standard Silhouette index to assess the quality of the discovered cluster set: (i) the weighted
distribution of the silhouette index (WS) [1], (ii) the average silhouette index (ASI) [48]
and (iii) the global silhouette index (GSI) [48]. Specifically, WS index indicates the amount
of documents in each positive bin properly weighted with an integer value w ∈ [1; 10]
(the highest weight is given to the first bin [1-0.9], and so on) and normalised within the
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sum of all the weights. It is better to have distributions with a positive asymmetry (i.e.,
more documents have silhouette values belonging to the higher bins) instead of those with
a majority of lower silhouette values (negative skewness). ASI gives an overview of the
average silhouette of the entire cluster set, while GSI is able to take into account the possible
imbalance number of elements in each cluster. If these indicators have higher values it
means that there is a better clustering validity. A detailed description of all the computation
of these metrics is reported in Section 5. We apply a rank function for each quality index to
estimate the cohesion and separation of each cluster set. The rank assigned to each quality
index may vary from 2 (assigned to the solution with the highest Silhouette index) to Kmax
(assigned to the solution with the lowest Silhouette index). Then, a global score function is
defined as follow:

Score = (1− rankGSI/Kmax) + (1− rankASI/Kmax) + (1− rankWS/Kmax)),

where Kmax is the maximum value of clusters, while rankGSI , rankASI and rankWS are the 393

ranks of the Average Silhouette Index, Global Silhouette Index and Weighted Silhouette, 394

respectively. The score lies in the range [0, (3− 6
Kmax

)]. ESCAPE selects the best value for 395

each experiment. In ESCAPE, the analyst can choose how to set the value of the number of 396

clusters through the setting of a parameter. Nevertheless, our framework proposes as the 397

maximum value for analysis (a default configuration), the average document length for 398

each corpus. In fact, we hypothesize that every word in the document belongs at most to a 399

different topic. In this way, we set an upper-bound for the value of the number of clusters. 400

Still, if the average document length is greater than the number of documents in the corpus 401

under analysis, then the value is set to the average frequency of the term. However, these 402

choices can be changed by each analyst, since the framework is distributed it is able to 403

analyse several solutions in parallel. 404

Therefore, if the user does not manually specify any parameters at the beginning of the 405

analysis, Kmax is set automatically on the basis of the average document length. Otherwise, 406

the user can set the Kmax parameter according to his needs. In both cases, all solutions in 407

the considered range are explored, in order to choose the three best ones. 408

4.2. Probabilistic-Approach 409

ESCAPE includes also the probabilistic topics modelling approach. This technique 410

represents textual documents as probabilities of words and aims to discover and annotate 411

large archives of texts with thematic information. In ESCAPE the Latent Dirichlet Allo- 412

cation (LDA) is implemented. The intuition behind LDA is that documents are mixtures 413

of multiple topics [3]. Topics are defined to be distributions over a fixed vocabulary. Doc- 414

uments, instead, are seen as a distribution over the set of different topics, thus showing 415

multiple topics in different proportions. LDA requires the number of topics to be set apriori 416

which is a open research issue [12]. 417

4.2.1. Latent Dirichlet Allocation 418

The Latent Dirichlet Allocation (LDA) is a generative probabilistic model for collections 419

of discrete data such as text corpora [36]. 420

Using Bayesian inference (posterior inference), LDA infers the hidden structure to 421

discover topics inside the collection under analysis. Documents are treated as mixtures 422

of topics and topics as mixtures of words. For each document in the collection, words are 423

generated through a two-stage process: 424

1. Firstly, a distribution over a topic is randomly chosen. 425

2. Then for each word in the document: 426

a) a topic is randomly chosen from the distribution defined at the previous step 427

(Step 1). 428

b) a word is randomly chosen from the corresponding distribution over the dictio- 429

nary. 430
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Each document shows topics in different proportions (step 1); then, each word in each 431

document is drawn from one of the topics (step 2b), where the selected topic is chosen from 432

the per-document distribution over topics (step 2a). 433

In order to generate each document in the corpus, two steps are performed [3]: 434

1. The choice of the number of terms from a Poisson distribution; 435

2. After that, for each of the document’s words: 436

- The choice of a topic zn from Multinomial(θ), where θ is a Dirichlet(α), represent- 437

ing the document-topics distribution; 438

- The choice of a word wn from Multinomial(ϕzn ), where ϕ represents the topic- 439

words distribution (ϕ ∼ Dirichlet(β)), conditioned on the previously chosen 440

topic zn. 441

So, if we consider a collection of K topics z, a collection of N terms w and a document- 442

topics distribution θ, the joint multivariate distribution can be defined as: 443

p(D|α, β) =
K

∏
d=1

∫
p(θd|α)

(
Nd

∏
n=1

∑
zdn

p(zn|θd)p(wdn|zdn, β)

)
dθd,

where 444

• α describes the concentration for the prior placed on documents’ distributions over 445

topics (θ). Low α values will create documents that likely contain a mixture of only 446

few topics. 447

• β represents the concentration for the prior placed on topics’ distributions over terms. 448

Low β values will likely produce topics that are well described just by few words. 449

Generally, it is unfeasible to compute these distributions, and thus this posterior 450

Bayesian inferential problem cannot be solved exactly. In order to bypass such an issue it 451

is possible to exploit different approximate inference algorithms: the Online Variational 452

Bayes algorithms [49] is the one that ESCAPE uses, while α and β are set to maximise the 453

log likelihood of the data under analysis. 454

4.2.2. Self-tuning LDA 455

In literature, different solutions have been explored and proposed in order to find the 456

most suitable K. 457

Our proposed approach is still iterative, as all the approaches known so far in literature 458

[50]. However, a trade-off between the computational costs and the goodness of the results 459

will be considered, even when applied to large data volumes. 460

The newly proposed approach, called ToPIC-Similarity [12], is described in detail in 461

the following paragraph. 462

4.2.3. ToPIC-Similarity 463

To find the appropriate number of topics into which to divide documents, ESCAPE 464

proposes an automatic methodology called Topic Similarity, whose steps are described by 465

pseudo code in the algorithm 2. After setting a minimum threshold (Kmin) and a maximum 466

threshold (Kmax), a new LDA model is generated for each K within the range defined by 467

the thresholds. Each of these models is then evaluated through two main steps: 468

• topic characterisation, to find the n most important words for each of the K topics 469

identified; 470

• similarity computation, to assess the similarity between the various topics found, ex- 471

pressed through an index; 472

Finally, a third step called K Identification allows us to select the best configuration of the K 473

parameter to use in analyses. 474

475

Topic characterisation. In this step, each topic identified is summarised with a list
of its most significant n words. In order to automatically find the value of n, ESCAPE
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considers the number of words that appear most frequently, and then filters this number by
dividing it by the average frequency of terms within the topic. In particular, the quantity of
the most significant words, named Q, is defined as: Q := |V|·TTR

AvgFreq , where |V| is the variety
of the corpus dictionary and TTR is the Type-Token Ratio (total number of unique words
divided by the total number of words). Given Q, the number n is then set as follows:

n =

{ Q
K , i f Q ≥ K · AvgFreq

AvgFreq , i f Q < K · AvgFreq
(1)

When the average frequency of terms in the corpus is higher than the amount of words 476

taken into account, the number n of words is set equal to the average frequency of terms 477

in the corpus. Finally, for each word in each topic, the word is associated with the proba- 478

bility that the term has to be taken up in the topic (0 if it is not included in the list of n words). 479

480

Similarity computation. Here all possible pairs of topics are considered and, for each 481

of them, their similarity is calculated. Cosine similarity is used to determine the similarity 482

between two topics. Considering two topics t’ and t” belonging to the same partitioning K, 483

the similarity between the topics is computed as follows: similarity(t′, t′′) =
Nt′ ·Nt′′

∥Nt′∥2∥Nt′′∥2
, 484

where Nt′ is the set of the representative words of topic t’ and Nt′′ is the set of of the 485

representative words of topic t”. 486

At the end of this step a symmetric matrix of dimension K is obtained. The generic cell (i,j) 487

contains the index of similarity between the topic of row i and the topic of column j. The 488

Topic Similarity index for the considered model is obtained by calculating the Frobenius 489

norm of the whole similarity matrix, and dividing the result by K. Finally, since the Topic 490

Similarity is a percentage, the index obtained is multiplied by 100. 491

492

K identification. Having calculated the Topic Similarity for each LDA model obtained 493

with a different K, this step illustrates the methodology adopted to identify the best configu- 494

ration of K. As the value of Topic Similarity decreases when the number of topics increases, 495

two conditions have been set to find the best K: 496

• the chosen K must be a local minimum of the curve: Topic Similarity(Ki) < Topic 497

Similarity(Ki+1; 498

• the selected value must belong to a decreasing segment of the curve (the second 499

derivative must be positive) 500

ESCAPE considers the first three values that satisfy these requirements as the best 501

K values to consider. The search ends when three values have been found, or when the 502

considered K is larger than the Kmax set at the beginning. For each experiment, three 503

well-known statistical quality metrics are reported to characterise the found partitions. 504

In ESCAPE, we have integrated three different measures to assess the quality of the 505

probabilistic model: (i) Perplexity, (ii) Entropy, and (iii) Silhouette. The perplexity [3] indicates 506

how well the probabilistic model represents a sample. A lower perplexity value represents 507

a better model for the analysed collection. The entropy [51] is defined as the amount of 508

information in a transmitted message. Hence a message with high uncertainty indicates a 509

large amount of entropy. Lastly, the silhouette [47] takes into account both the cohesion 510

and the separation of a document. The cohesion represents how similar a document is 511

with respect to its own clusters, while the separation represents how different a document 512

is from documents belonging to other clusters. The Silhouette Index can assume values 513

between [-1, 1], where a value close to 1 indicates that the document is correctly located in 514

the proper cluster. 515
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Algorithm 2: ToPIC-similarity pseudo-code
Data: X, Kmin , Kmax
Result: kSol

1 // variable inisialisation
2 topicS = [ ], NTerms = [ ];
3 for K ← Kmin to Kmax do
4 // build the LDA model;
5 LDAModel← lda.fit(X);
6 Q← (|V| · TTR)/AvgFreq;
7 // set the number of terms per topic;
8 if Q ≥ K · AvgFreq then
9 n←Q/K);

10 else
11 n← AvgFreq;
12 end
13 // collect together the terms of each topic;
14 for t← 0 to (K-1) do
15 NTerms.append(LDAModel.describeTopics()[t].sort().take(n));
16 end
17 N←NTerms.size();
18 topicsDescr = zeros(K, N);
19 simMatrix = zeros(K, K);
20 for t← 0 to (K-1) do
21 for word← 0 to N do
22 // take the probability that the term has to be drawn
23 // from the topic, given the LDAModel
24 topicsDescr[t][word]← LDAModel.describeTopics()[t, NTerms[word]];
25 end
26 end
27 for t← 0 to (K-1) do
28 for s← 0 to (K-1) do
29 simMatrix[t][s]← cosine(topicsDescr[t], topicsDescr[s]);
30 end
31 end
32 topicS.append(Frobenius-norm(simMatrix)*100/K);
33 if topicS[K] ≥ topicS[K-1] AND secondDerivative(topicS[K-1]) > 0 then
34 kSol.append(topicS[K-1]);
35 if kSol.size() > 3 then
36 return kSol.take(3);
37 end
38 end
39 end

516

5. Knowledge validation and visualisation 517

Evaluating data models using unlabelled data is a complex and time-consuming task. 518

ESCAPE includes both quantitative indices and visualisation techniques. 519

Quantitative metrics include for the joint-approach the silhouette-based indices, while 520

for the probabilistic model (i) the perplexity and (ii) the entropy. 521

The silhouette-based indices could be summarised as follow: 522

• the weighted-Silhouette (WS) [1] is an index that can take values between 0 and 1 and 523

represents the percentage of documents in each positive bin, suitably weighted with 524

an integer value w between 1 and 10 (the highest weight is associated with the first 525

bin [1-0.9] and so on) and normalised within the sum of all the weights. The higher 526

the Silhouette index, the better the identified partition is. 527

• The average silhouette index (ASI) [48] is expressed as

ASI =
1
N

K

∑
k=1

∑
i∈Ck

si,

• The global silhouette index (GSI) [48] is expressed as

GSI =
1
K

K

∑
k=1

1
|Ck| ∑

i∈Ck

si.

On the other hand, for the probabilistic model ESCAPE integrates (i) the perplexity 528

and (ii) the entropy. 529
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• The perplexity is a measure of the quality of probabilistic models, that describes how
well a model predicts a sample (i.e. how much it is perplexed by a sample from the
observed data). Perplexity is monotonic decreasing in the likelihood of the data and is
equivalent to the inverse of the per-word likelihood. It is defined as:

Perplexity(D) = exp
{
− ∑D

d=1 log p(wd)

∑D
d=1 Nd

}
Here D is the number of documents (the corpus under analysis), wd represents the 530

words in document d, Nd the number of words in document d. Given a calculated 531

model, the lower the general perplexity, the better the model performance and the 532

probability estimate of the corpus [52]. 533

• The entropy, when applied to the modelling context, measures how uncertain the
model is: the lower the entropy of the model, the more certain it is that the model is
describing the corpus under analysis. Specifically, for each d document in the corpus
D we have calculated that entropy must belong to one of K’ s topics and it is calculated
as follows:

H(d) = −
K

∑
k=1

p(d = k) log(p(d = k))

where p(d = k) is the probability that the considered document will be assigned to 534

the topic k. To compute the entropy of the whole clustering model, we averaged the 535

entropy of each document on the whole corpus: H(model) = ∑D
d=1 H(d)

D . 536

To compare the different solutions found by ESCAPE, the Adjusted Rand Index (ARI) 537

metric has been integrated in ESCAPE. The ARI is the corrected-for-chance version of the 538

Rand index [53], [54] and [55]. The Rand Index can assume values between 0 and 1. When 539

there is a perfect agreement between two partitions, the Rand index reaches the value 1 (its 540

maximum). A limitation of the Rand index is that its expected value in the comparison of 541

two randomly formed classifications is not always the same, as it should be. This problem 542

is solved using the Adjusted Rand index [54], that assumes the generalised hyper-geometric 543

distribution as the model of randomness. The Adjusted Rand index is ensured to have a 544

value close to 0 in the case of random labeling and, differently from the Rand Index, it can 545

assume negative values if the index is less than the expected index. Even if the partitions 546

don’t have the same number of clusters it is recommendable to use the Adjusted Rand. 547

To this aim, ESCAPE reported the ARI between solutions using the same strategy (i.e., 548

Joint-Approach or Probabilistic- Approach) in order to compare the different weighting 549

scheme impact. Such choice also enables us to analyse which are the main differences 550

between the two approaches. 551

Besides displaying only statistical values or technical diagrams, which are often diffi- 552

cult to interpret, ESCAPE proposes several plots to explore and visualise the knowledge 553

extracted from textual corpora. Specifically, ESCAPE enriches the cluster set, discov- 554

ered through both approaches, to provide information that is more human-readable and 555

therefore more understandable: (i) document-topic distribution and (ii) topic-term distribution. 556

Document-topic distribution characterises the distribution of the various topics identi- 557

fied within the document. It exploits the (i) topic cohesion/separation and the (ii) coarse-grained 558

vs fine-grained groups, analysing how different weighting schemes can impact on the result. 559

In particular, (i) is based on the t-Distributed Stochastic Neighbour Embedding (t-SNE) [56], for 560

the characterisation of the document distribution. t-SNE allows representing high-dimensional 561

data into lower dimensional maps through a non-linear transformation, suitable for human 562

observation. Points assigned to different topics (i.e. clusters) are coloured differently. (ii) 563

carries out the analysis of the weight impact in terms of coarse vs fine grained groups. To 564

this aim, ESCAPE analyses the correlation matrices to analyse the possible correlation 565

between different topics. At first documents are selected by topic, and then the dot prod- 566

ucts between all document pairs are computed. Thus, within the same macro category 567
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documents will be more similar to one another compared to those belonging to different 568

categories. 569

Topic-term distribution characterises the distribution of the words within each latent 570

topic. Specifically, ESCAPE includes the characterisation of (i) topic-term distribution, 571

identifying the most relevant k words in terms of probabilities and frequency, and (ii) the 572

topic cohesion/separation in terms of relevant words. Task (i) extracts the most probable top-k 573

terms for each topic and represents them graphically using word-clouds [57], which is a 574

popular visualisation of words typically associated with textual data. Lastly, for task (ii), 575

we propose to use the graph representation to analyse the topic-term distribution. We 576

have introduced two types of nodes: topic nodes and term nodes. The former, in green, 577

represent the distinct topics, while the latter, in pink, represent the distinct terms within the 578

collection under analysis. A topic is then connected through an edge with all the terms that 579

are linked to it. To avoid links with low probability, ESCAPE extracts only the top-k most 580

relevant (i.e., with the high probabilities) words for each topic. This parameter could be set 581

by the analyst, however the default value is 20. If a word is connected with more than one 582

topic, then the corresponding node is coloured in red. By doing so, we are able to compute 583

the connectivity of the graph to analyse the results of the topic modelling. If there is any 584

topic that is only connected with words that are not connected with any other topic, then 585

this topic is separated from the rest of the graph. This means that the number of clusters 586

selected by ESCAPE is able to separate the different topics. As a matter of fact, if all the 587

words are connected to each other, all the terms have the same probability of belonging to 588

each cluster. 589

6. Experimental Results 590

The experimental results performed to assess effectiveness and performance of ES- 591

CAPE are discussed in this section. We tested ESCAPE through different real datasets 592

(dataset descriptions are reported in Subsection 6.1). The experimental setting is described 593

in Section 6.2. 594

Experiments have been designed to address three main issues: (i) the ability of ES- 595

CAPE into performing all the textual analytics pipeline supporting the analyst into the 596

setting parameters, (ii) the effectiveness of ESCAPE in discovering good document parti- 597

tions, and (iii) the comparison with a state-of-the-art techniques. 598

6.1. Experiment datasets 599

The proposed framework has been tested over several datasets, belonging to different 600

domains ranging from social networks and digital libraries (e.g. Twitter, Wikipedia) to 601

scientific papers (e.g. PubMed collection). Corpora have been chosen to have different 602

characteristics, from the number of documents to the length of each individual document, 603

from lexical richness to the average frequency of terms. Moreover in the same corpus, the 604

documents should be characterised by homogeneous lengths and heterogeneous subjects, 605

as well as being produced by different authors. In this way these features allow results to 606

be comparable and generic, avoiding overfitting of data sets. We have grouped the datasets 607

based on their source and typology. In particular, datasets from D1 to D3 are collected from 608

English documents from the Wikipedia collection1 which is the largest knowledge-base 609

ever known. The categories of each dataset have been chosen to be sufficiently separate 610

and therefore detectable by the clustering algorithms. For each category, top-k articles are 611

extracted, which will form our corpus. From these categories, different datasets have been 612

generated, divergent by the number of documents extracted for each topic. To construct the 613

first data set (i.e., D1), 200 articles were taken from the following five categories: cooking, 614

literature, mathematics, music and sport. Instead, the following ten categories were chosen to 615

build datasets D2 and D3: astronomy, cooking, geography, history, literature, mathematics, music, 616

politics, religion and sports. D2 and D3 consist of 2500 and 5000 documents respectively, 617

1 https://en.wikipedia.org/wiki/Wikipedia
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chosen from these ten categories. Table 2 shows the statistical features of the three Wikipedia 618

data sets used to test ESCAPE. 619

On the other hand, dataset D4 includes short messages extracted from Twitter. Twitter 620

can be crawled to extract subsets of tweets related to a specific topic. We corroborated 621

ESCAPE with experiments on a crisis tweet collection [58] that has 60,005 tweets with 622

16,345 distinguished words. Tweets were gathered from 6 large events in 2012 and 20132. 623

Hence, the dataset contains 10,000 tweets for each natural disaster and each tweet is 624

labelled with relatedness (i.e., on-topic or off-topic). In our analysis, we remove the a-priori 625

knowledge of each label, in order to understand if ESCAPE is able to eliminate the noise 626

present in the collection. Dataset D5 involves 1000 papers extracted from the PubMed 627

collection, which is an interface to MEDLINE3, the largest biomedical literature database 628

in the world. The number of expected categories is not a-priori known. Lastly, dataset D6 629

comprehends documents extracted from the Reuters collection4 which is a widely used 630

test collection for research purposes. The subset used for this study is the whole Apte’ Split 631

90 categories, created merging together the test and the training part, for a total of 15.437 632

documents. The statistical features are reported in Table 3. 633

Features Wikipedia
Dataset ID D1 D2 D3

# categories 5 10 10
# documents 990 2,469 4,939

Max frequency 5,394 13,344 19,546
Features WH WoH WH WoH WH WoH

Min frequency 1.0 2.0 1.0 2.0 1.0 2.0
Avg frequency 25 45 36 69 39 78

Avg document length 852 836 970 957 705 697
# terms 843,967 828,372 2,395,721 2,363,958 3,486,016 3,442,508

Dictionary |V| 33,635 18,040 65,629 33,866 87,419 43,911
TTR 0.04 0.03 0.02 0.01 0.03 0.01

Hapax % 46.3 0.0 48.2 0.0 49.1 0.0
Guiraud Index 36.61 19.82 42.40 22.02 46.82 23.66

Table 2. Statistical features for the Wikipedia collections

Through the analysis of the proposed statistical features, we are able to categorise 634

the datasets into few groups according to their statistical indices. In fact, we can observe 635

that the datasets have different characteristics. The Wikipedia documents together with 636

the category PubMed articles are characterised by a greater length and a higher lexical 637

richness than the others, in fact the Guiraud Index is higher for these datasets, reaching 638

the maximum value with the PubMed articles. The dictionary, even after Hapax removal, 639

is extremely high and reflects the complexity of the datasets chosen to test ESCAPE. 640

Moreover, the PubMed collection presents a further complexity, i.e., the expected number 641

of topics is not known a-priori. 642

On the other side, we have also included a dataset represented by smaller lexical 643

richness, i.e., the Twitter collection. The average document length decreases considerably, 644

as does the average frequency. Nevertheless, the Hapax rate is comparable with the 645

other datasets, and the dictionary after the Hapax removal is smaller with respect to the 646

other datasets. Among the datasets we have also included the Reuters collection, as it 647

presents differences in data distributions with respect to the other datasets. The Reuters 648

are characterised by a medium length and a lexical index not too high, since the average 649

2 2012 Sandy Hurricane, 2013 Boston Bombings, 2013 Oklahoma Tornado, 2013 West Texas Explosion, 2013
Alberta Floods and 2013 Queensland Floods

3 https://www.ncbi.nlm.nih.gov/pubmed/
4 http://www.daviddlewis.com/resources/testcollections/reuters21578
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Features Twitter PubMed Reuters
Dataset ID D4 D5 D6

# categories 6 - 90
# documents 60,005 1,000 15,437

Max frequency 6,936 775 42,886
Features WH WoH WH WoH WH WoH

Min frequency 1.0 2.0 1.0 2.0 1.0 2.0
Avg frequency 19 36 15 18 55 76

Avg document length 5 5 3600 3469 87 85
# terms 312,718 304,666 3,600,153 3,469,305 1,337,225 1,316,988

Dictionary |V| 16,345 12,136 227,210 96,362 24,239 17,153
TTR 0.05 0.03 0.06 0.05 0,02 0.01

Hapax % 49.26 0.0 57.02 0 29.2 0.0
Guiraud Index 29.23 15.02 119.75 51.73 20.96 14.95

Table 3. Statistical features for datasets D4, D5 and D6

frequency of the terms is the highest (i.e., the documents are characterised by a medium 650

length with terms repeated several times). For this reason, the lexical richness is the lowest 651

of all corpora. 652

6.2. Experimental setting 653

The ESCAPE framework has been developed to be distributed and has been imple- 654

mented in Python. All the experiments have been performed on the BigData@PoliTO 655

cluster5 running Apache Spark 2.3.0. The virtual nodes deployed for this research, the 656

driver and the executors, have a 7GB main memory and a quad-core processor each. Below 657

we reported the default configuration for the Joint-Approach and the default configuration 658

for the Probabilistic-Approach. 659

Joint-Approach configuration setting. For the joint-approach ESCAPE requires two 660

parameters, i.e., the number of dimensions to be considered during the data reduction 661

phase (SVD) and the number of clusters (topics) in which to divide the collection under anal- 662

ysis. During the singular value decomposition reduction phase, the reduction parameter 663

analyses the trend of singular values in terms of their significance. Important dimensions 664

are characterised by a large magnitude of the corresponding singular values, while those 665

associated with a low singular value should be ignored in the subsequent phases. For this 666

reason, we have decided to consider only the first T singular values for the analysis. T at 667

most will be equal to the rank of the document-term matrix. This parameter should be 668

set by the analysis, however, since the number of documents for all the textual corpora 669

analysed is much smaller than the vocabulary used in each collection, the value T is set by 670

ESCAPE to the 20% of the number of documents. Nevertheless, the analyst can decide to 671

change the proposed configuration, setting other values for T. The second parameter that 672

should be set is the number of topics. We have proposed a new self-tuning algorithm to 673

automatically configure the best configuration. In ESCAPE, the default configuration for 674

the maximum number of clusters is set to the average document length for each corpus. In 675

fact, we have hypothesised that every word in the document belongs to at most a different 676

topic. In this way, we set an upper-bound for the value of the number of clusters. Still, if 677

the average document length is greater than the number of documents in the corpus under 678

analysis, then the value is set to the average frequency of the term. Even so, these choices 679

can be changed by every analyst, since the framework architecture is distributed it is also 680

able to analyse several solutions in parallel. 681

Probabilistic model configuration setting. We recall that for the LDA probabilistic 682

algorithm, five parameters should be set, which are the maximum number of iterations, the 683

5 https://bigdata.polito.it/content/bigdata-cluster
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Optimiser, the document concentration (α), the topic concentration (β) and the number of 684

topics (clusters) in which each corpora should be divided. Except for the last parameter, for 685

which we have integrated a self-configuring algorithm, the other four parameters have to 686

be set by the analyst. In ESCAPE the maximum number of iterations within the model has 687

to converge has been set to be equal to 100, the Optimiser (or inference algorithm used to 688

estimate the LDA model) has been set to be Online Variational Bayes. Furthermore, α and 689

β are set to maximise the log likelihood of the data under analysis. Since we have selected 690

the Online optimiser, the α value and the β value should be greater than or equal to 0. For 691

this study, the default value for this parameter is α = 50/K, as proposed in the literature by 692

different articles [59], [60], [61], and the value set for β is β = 0.1, as proposed in [59]. 693

ESCAPE offers an automatic methodology able to select the proper number of clusters, 694

without involving the user in this decision. ESCAPE proposes a novel strategy to assess 695

how semantically different the topics are and choose proper values for the configurations of 696

the probabilistic modelling. As for the joint-approach, in ESCAPE, the default parameter 697

for the maximum number of topics is set to the average document length for each textual 698

collection. Indeed, each word in the document belongs to at most a different topic in our 699

hypothesis. Thus, the upper-bound for the number of topic parameters is set to the average 700

length. However, if the average document length is greater than the number of documents 701

in the corpus under analysis, then the value is set to the average frequency of the term. As 702

always these choices can be changed by the analyst. 703

6.3. ESCAPE Performances 704

Here we reported a summary of the experiments conducted on the six datasets using 705

the Joint-Approach and the Probabilistic-Approach. ESCAPE has been run several times, 706

once for each weighting strategy and dataset. Dataset D1 has been chosen as the running 707

example for a detailed comparison. 708

Joint-Approach. Table 4 reports the experimental results obtained for D1 and includes 709

the metrics computed for evaluating document partitions identified by our framework. For 710

each weighting strategy, the top-3 solutions (i.e., configurations) are reported to the analyst. 711

The best solution is reported in bold. We observe that ESCAPE tends to select a partition 712

with a low-medium number of dimensions as the optimal partition. The variability of the 713

data distribution and the complexity of the cluster activity are directly proportional to the 714

K− LSA value. So, Silhouette indices usually decrease when considering a large number 715

of terms with each document (columns of the dataset). 716

For the weighting scheme TF-IDF, the three reduction factors for the SVD decompo- 717

sition (KLSA) are 26, 41 and 67. For each dimensionality reduction parameter, ESCAPE 718

selects the best value for the clustering phase. Given these numbers of dimensions, ES- 719

CAPE selects KClustering=10 as the optimal partition. Since the silhouette-based metrics are 720

quite stable, ESCAPE selects only the most relevant terms in the building of the model, 721

ignoring the less relevant terms (dimensions). 722

The TF local weight tends to differentiate the weighted terms, thus obtaining a larger 723

number of clusters than that discovered by LogTF (because now several clusters are as- 724

sociated with different topics of the same category). This is also confirmed by the weight 725

definition. Indeed, the logarithmic function tends to decrease the very high frequency val- 726

ues. In fact, the more the frequency of the term increases, the more the function approaches 727

the asymptote of the logarithm. This means that from a certain frequency, the value of 728

local weight tends to flatten and the relevance of the most frequent terms is reduced. With 729

respect to the global weight instead, we can observe that the Entropy tends to find in 730

average a large number of clusters. 731

The TF-IDF and the TF-Entropy find a large number of topics with respect to the other 732

solutions. The other weights instead are able to select the expected value of the category. 733

Moreover, the weights TF-IDF and TF-Entropy not only find the original major category 734

but are able to find also the sub-topic related to the major categories. In this way, if the 735

analyst is interested in analysing the dataset at a minor level of detail, he could use these 736



Version May 25, 2022 submitted to Journal Not Specified 20 of 41

Weight KLSA KClustering GSI ASI Weighted
Silhouette

Execution
Time

TF-IDF
26 7 0.383 0.358 0.408

22m, 20s41 10 0.419 0.339 0.391
67 10 0.361 0.297 0.352

TF-Entropy
29 11 0.334 0.350 0.401

26m, 18s42 10 0.368 0.331 0.382
62 8 0.364 0.274 0.326

LogTF-IDF
19 5 0.437 0.431 0.480

25m, 23s22 5 0.350 0.343 0.393
67 4 0.225 0.201 0.251

LogTF-Entropy
10 6 0.440 0.453 0.500

27m, 12s24 5 0.323 0.318 0.367
67 7 0.268 0.218 0.267

Bool-IDF
8 5 0.445 0.444 0.494

25m, 33s22 6 0.293 0.312 0.365
65 6 0.226 0.233 0.286

Bool-Entropy
9 5 0.447 0.444 0.495

28m, 38s23 5 0.354 0.348 0.400
65 4 0.280 0.234 0.285

Table 4. Experimental results for D1 through the joint-approach.

weights, and leave the others for a grain analysis. ESCAPE is able to analyse the same 737

dataset at different granularity levels. 738

Probabilistic-Approach. Table 5 shows the results obtained using the Probabilistic- 739

Approach for dataset D1. As for the joint-approach, each dataset is evaluated for every 740

single weighting scheme considered in ESCAPE, showing the top-3 configurations. For 741

each dataset under analysis, we will sum up the considerations about the effectiveness of 742

ESCAPE in discovering good partitions, as the different weighting schemes vary. 743

The main results obtained by ESCAPE for each textual corpus and weighting strate- 744

gies, are reported from Table 5 to Table 10. Specifically, Tables from 5 to 7 are related to 745

the Wikipedia datasets, Table 8 with the Tweeter crisis collection. The PubMed results are 746

explored in Tables 9. Lastly, the Reuters collection is shown in Table 10. 747

Weight K Perplexity Silhouette Entropy Execution
Time

TF-IDF
3 8.812 0.772 0.256

40m, 24s6 8.597 0.693 0.363
10 8.482 0.682 0.395

TF-Entropy
5 9.072 0.762 0.282

30m, 32s8 9.248 0.632 0.338
9 9.267 0.631 0.339

LogTF-IDF 8 9.187 0.675 0.320
40m, 17s17 9.126 0.637 0.362

LogTF-Entropy
5 9.912 0.891 0.100

30m, 547 9.884 0.846 0.174
11 9.979 0.951 0.108

Boolean-TF
4 6.492 0.697 0.421

44m, 43s5 6.464 0.661 0.483
17 6.420 0.381 1.090

Table 5. Experimental results for D1 through the probabilistic approach.
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Joint-Approach LDA
Dataset Weight K-LSA K-clus GSI ASI Weig-Sil Dataset Weight K Perp Silh Entropy

D2

TF-IDF 57 13 0.280 0.236 0.288

D2

TF-IDF 10 8.943 0.553 0.611
TF-Entropy 63 13 0.271 0.209 0.265 TF-Entropy 7 9.455 0.700 0.355
LogTF-IDF 25 9 0.236 0.224 0.028 LogTF-IDF 11 9.410 0.601 0.489

LogTF-Entropy 26 7 0.270 0.233 0.281 LogTF-Entropy 7 10.203 0.875 0.125
Bool-IDF 25 9 0.221 0.213 0.263 Bool-TF 18 6.569 0.320 1.326

Bool-Entropy 26 9 0.238 0.227 0.278

Table 6. Experimental results for D2

Since the considered weighting schemes highlight the importance of terms within the 748

documents, it could be interesting for the analyst to understand how different weights 749

affect the probabilistic model generated by the LDA. Specifically, for each result table, 750

ESCAPE includes a row for each K obtained through the ToPIC-Similarity curve together 751

with the three well-known state-of-the-art quality indices used to explore the goodness of 752

the statistical model generated. 753

Different trends can be pointed out and detected from the analysis of these tables. 754

Firstly, we can highlight a reverse linear trend between entropy and silhouette metrics, 755

since better clustering partitions are characterised by a high silhouette value and a small 756

entropy one. Moreover, through the ToPIC-Similarity testing, the TF local weight usually 757

finds in average a smaller number of clusters, independently of the global weight used. 758

On the other hand, the LogTF local weight finds a large number of topics which allows 759

the same dataset to be analysed in detail, since this weight can also find some interesting 760

subtopics within the macro-topic. From the exploitation of the global weights, several 761

comments can be made. In fact, the Global IDF results show a better value for the perplexity 762

index (e.g. at least 0.1 greater) than those obtained using global Entropy, even though the 763

other quality metrics are not in line. 764

Analysing all the corpora using the Boolean-TF instead, lead to a comparison of very 765

different solutions. This weighting scheme is able to find, using our ToPIC-Similarity curve, 766

three numbers of topics with different values. Moreover, the first two datasets lead to very 767

high values of silhouette scores, while these values tend to decrease in the other datasets. 768

In fact, the complexity of the PubMed collections or the Reuters one, imply smaller values 769

of our quality metrics. However, with this methodology, the analyst is able to analyse the 770

same dataset at different granularity levels. For the four datasets for which we know the 771

number of categories (i.e., D1, D2,D3 and D4) the global weight Entropy underestimate 772

the number of topics, finding at least as upper bound the expected number of categories, 773

while the IDF weight tends to overestimate the number of topics. Moreover, the Wikipedia 774

datasets represent the experiments in which the performance found are the highest ones. 775

This behaviour is also confirmed for the other datasets for which we do not know the 776

number of categories. 777

Nevertheless, analysing the goodness of the partitions found only through quantitative 778

metrics is not sufficient, as we limit the analysis to measure the distances (Euclidean and 779

probabilistic) between the groups of documents. 780

In order to effectively validate the probabilistic model, a deep and detailed knowledge 781

of human common-sense should be provided to interpret the main argument of each cluster. 782

Furthermore, since ToPIC-Similarity proposes a maximum of three good values for the 783

topic analysis, the analyst can choose, among the various solutions proposed, the one that 784

best reflects the required granularity of the arguments (i.e., topics). With respect to LSA 785

(the joint-approach), the analysis of only quality metrics is not sufficient to analyse the 786

partitions. A more detailed analysis should be included to help the analyst in interpreting 787

the results. Also, the analysis of how each weighting strategy acts on the LDA model 788

should be analysed to highlight interesting considerations. 789

6.4. Knowledge exploration and visualisation 790

The complete set of results obtained for the representative dataset D1 will be presented. 791

Here we reported two types of human readable results able to provide to the analysts 792
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Joint-Approach LDA
Dataset Weight K-LSA K-clus GSI ASI Weig-Sil Dataset Weight K Perp Silh Entropy

D3

TF-IDF 51 9 0.233 0.221 0.274

D3

TF-IDF 10 8.708 0.339 2.456
TF-Entropy 51 11 0.246 0.221 0.272 TF-Entropy 7 9.050 0.214 1.852
LogTF-IDF 26 9 0.220 0.205 0.255 LogTF-IDF 16 8.917 0.198 1.819

LogTF-Entropy 26 10 0.246 0.221 0.272 LogTF-Entropy 5 9.444 0.096 2.293
Bool-IDF 22 7 0.225 0.191 0.241 Bool-TF 11 6.309 0.220 1.902

Bool-Entropy 23 6 0.257 0.196 0.247

Table 7. Experimental results for D3

Joint-Approach LDA
Dataset Weight K-LSA K-clus GSI ASI Weig-Sil Dataset Weight K Perp Silh Entropy

D4 Bool-IDF 6 6 0.465 0.422 0.737 D4 Bool-TF 6 2.808 0.546 0.613
Bool-Entropy 13 7 0.342 0.320 0.532

Table 8. Experimental results for D4

interesting information at different granularity levels. Specifically, we reported extracted 793

knowledge analysing the statistical quality metrics used to analyse the different partitions 794

obtained running ESCAPE for each approach. However, analysing a corpus considering 795

only quantitative measures is not sufficient. For this purpose, we have proposed several 796

graphs useful for exploring the space of the results with innovative and useful visualisation 797

techniques. By this way, the analysts could analyse the different representations integrated 798

in ESCAPE. 799

Knowledge Validation Here we have displayed the main visualisations techniques 800

integrated in ESCAPE. At first we want to focus the reader’s attention on a deeper compari- 801

son between the two methodologies. In Tables 4 and 5 we have reported the results obtained 802

for the dataset D1. Specifically, Table 4 reports the results obtained for the join-approach, 803

while Table 5 reports the results obtained for the probabilistic approach, as discussed in 804

detail in the previous subsection. 805

Instead, in Table 11 are reported the cardinalities of the different cluster-sets found by 806

ESCAPE for dataset D1. We have compared the weighting schemes TF-IDF and LogTF- 807

Entropy for the two different methodologies. 808

Knowledge exploration. Since the results obtained in the previous sections are de- 809

scribed only using quantitative metrics, other graphical representations should be presented 810

to exploit the hidden knowledge. 811

To graphically represent the effect of both weighting functions for the joint-approach, 812

ESCAPE analyses the correlation matrix maps reported in Figure 3 for D1. Five different 813

colours were defined, based on the correlation range: black colour represents the highest 814

range 0.87-1.00, dark gray the range 0.75-0.87, gray is used for the range 0.62-0.75, light 815

gray is associated with the range 0.5-0.62, and white represents the lowest range 0.0-0.5. 816

Documents are sorted according to their category and then the dot products between all 817

document pairs are calculated. Figure 3 (Left) shows how the different weighting functions 818

TF-IDF and LogTF-Entropy impact on the document collection. In both functions, the 5 819

macro-categories are depicted as five dark squares of similar size showing the highest 820

similarity between documents. So, considering two documents belonging to the same 821

macro category, they will tend to be more similar to each other than those belonging to 822

other macro categories; LogTF-Entropy (Figure 3) (Left on the bottom) allows modelling 823

Joint-Approach LDA
Dataset Weight K-LSA K-clus GSI ASI Weig-Sil Dataset Weight K Perp Silh Entropy

D5

TF-IDF 56 10 0.098 0.087 0.136

D5

TF-IDF 14 7.662 0.085 1.902
TF-Entropy 59 9 0.106 0.092 0.142 TF-Entropy 4 8.556 0.081 1.782
LogTF-IDF 33 5 0.100 0.092 0.144 LogTF-IDF 14 7.776 0.094 1.754

LogTF-Entropy 35 5 0.098 0.090 0.140 LogTF-Entropy 4 8.622 0.080 1.743
Bool-IDF 24 8 0.127 0.112 0.163 Bool-TF 10 5.220 0.101 1.318

Bool-Entropy 26 15 0.120 0.117 0.167

Table 9. Experimental results for D5
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Joint-Approach LDA
Dataset Weight K-LSA K-clus GSI ASI Weig-Sil Dataset Weight K Perp Silh Entropy

D6

TF-IDF 15 10 0.246 0.257 0.159

D6

TF-IDF 9 7.438 0.596 0.558
TF-Entropy 16 14 0.254 0.256 0.157 TF-Entropy 9 8.710 -0.081 2.169
LogTF-IDF 16 13 0.232 0.236 0.146 LogTF-IDF 13 7.561 0.598 0.639

LogTF-Entropy 16 10 0.229 0.238 0.150 LogTF-Entropy 5 8.788 0.077 1.609
Bool-IDF 13 9 0.229 0.235 0.147 Bool-TF 16 3.730 0.301 1.311

Bool-Entropy 13 10 0.220 0.223 0.143

Table 10. Experimental results for D6

Cluster ID
Weight Cluster0 Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 Cluster6 Cluster7 Cluster8 Cluster9 Total

LSA

TF-IDF 215 176 159 139 99 93 49 25 19 15

989

TF-Entropy 228 167 166 135 106 75 54 27 16 15
LogTF-IDF 225 212 191 183 178

LogTF-Entropy 223 191 184 183 105 103
Bool-IDF 236 223 191 181 158

Bool-Entropy 230 223 192 177 167

LDA

TF-IDF 205 193 187 180 144 21 19 14 13 13

989
TF-Entropy 464 406 91 8 7 5 5 3
LogTF-IDF 428 236 197 113 15

LogTF-Entropy 827 160 1 1 0
Bool-TF 230 215 194 188 162

Table 11. Cardinality of each cluster set found for dataset D1 for the probabilistic approach

Figure 3. Correlation matrix maps for dataset D1 for analysing: the weighting impact (Left) and the
best partitions (Right)

the 5 macro categories better than TF-IDF (Figure 3) (Left on the top) and also characterises 824

some topics; whereas TF-IDF shows possible correlations between the different categories. 825

Figure 4. Document probability distributions in each topic for weighting TF-IDF (Top) and LogTF-
Entropy
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Figure 3 (on the Right) shows the correlation matrix maps for the best partitions 826

identified by ESCAPE; LogTF-Entropy (Figure 3 Right on the bottom) correctly finds the 827

dataset categories whereas TF-IDF (Figure 3 Right on the top) also highlights some relevant 828

subtopics in the same category. 829

The importance of words within documents is determined by the weights; therefore, 830

it is important to assess how the model is affected by different weighting schemes. For the 831

representative dataset D1, ESCAPE computes the histogram of the TF-IDF and LogTF- 832

Entropy weights. The LogTF-Entropy values are almost uniformly distributed in the 833

range [0,1] (Kurtosis index > 0 and standard deviation 0.5). A different scenario is instead 834

obtained with the IDF, where there is an asymmetrical bell distribution in which the average 835

values are in the range [2,5] (Kurtosis index > 0 and standard deviation 12.7). Moreover, 836

in this case the maximum value of the distribution is 8, while in the LogTF-Entropy case 837

it is 1161. For the probabilistic approach, the IDF weight scheme better differentiates 838

the weights within the corpus, and for this reason is able to produce a more performant 839

probabilistic model. Figure 4 shows that providing relevance to words in all datasets, the 840

Entropy global weight performs wrongly. This figure shows, for the LDA models, the 841

probability distribution that each document in the D1 corpus has of belonging to the K 842

selected topics. K is equal to 6 for TF-IDF (on the left) and is equal to 7 for LogTF-Entropy 843

(on the right). For TF-IDF we used the second best solution due to the limited number of 844

clusters. Analysing the results found in more detail, we can see that with the IDF weighted 845

documents are more uniformly distributed among the various topics. On the other hand, 846

as far as the Entropy weight is concerned, about 90% of the documents are assigned to the 847

same cluster (topic) and this is the consequence of the fact that the entropy weight fails to 848

isolate the most significant terms within the collection of documents. 849

We can conclude that some weighting strategies are useful for a particular analysis 850

with respect to the others. As a matter of fact, from the analysis of the histograms, and also 851

from the results analysed previously, we can assess that the IDF weight scheme performs 852

better the function of differentiating weights within the corpus. 853

When we are in the situation where unbalanced clusters are present, the usual evalu- 854

ation metrics are not sufficient to guarantee good performance. A high Silhouette index 855

does not guarantee a good quality of the obtained clusters, because it is as if 90% of the 856

documents were all classified with the same label, generating many false negatives. To 857

overcome this situation, if the class label is available, we can use indices such as precision 858

and recall, trying to identify incorrect assignments. Otherwise, if we don’t have labels, 859

methods that consider semantics must be presented. 860

On the other hand, the joint approach leads to better results from the point of view of 861

the partitions. In fact, the weights in this case analyse the same dataset at different levels of 862

detail, without creating unbalanced clusters. In fact, the K-Means algorithm is benefiting 863

from the previous LSA reduction, in this way its performances are far superior. 864

6.5. Dealing with large dataset 865

866

In this section we show the results of the proposed approach when used with large 867

datasets. As a case study, we tested ESCAPE with some datasets containing revisions 868

of Amazon users. Data are retrieved from the Amazon Customer Reviews Database 869

and reviews have been collected between 1995 and 2015. Reviews that refer to different 870

categories, belong to different datasets. In particular, we have now focused on the following 871

data, described in Table 12: 872

• D7: Digital Music (349933 documents); 873

• D8: Luggage (325588 documents); 874

• D9: Video Games (409551 documents). 875

The following subsections include results obtained for the joint approach and the 876

probabilistic approach. Since the datasets are characterized by a very sparse data distribu- 877

tion, we didn’t consider global weight Entropy in these experiments. For the probabilistic 878
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Features Digital Music Luggage Video Games
Dataset ID D7 D8 D9

# documents 349933 325588 409551
Max frequency 129584 112280 287780
Min frequency 2 2 2
Avg frequency 119 330 278

Avg document length 9.68 18.26 16.67
# terms 3386835 5946360 6828539

Dictionary V 28300 17999 24510
TTR 0.008 0.003 0.006

Hapax % 0 0 0
Guiraud Index 15.37 7.38 9.38

Table 12. Statistical characterization of datasets under analysis

approach, we only consider D8 and D9, where documents have the highest average length. 879

For visualization results, we focus only on dataset D8, both for joint ad probabilistic ap- 880

proach. 881

882

6.5.1. Joint approach 883

The three different weighting schemas (Boolean-IDF, TF-IDF, LogTF-IDF) are tested 884

with ESCAPE and the obtained results are shown in Table 13. In general, the Average and 885

Global silhouette values corresponding to the selected best configurations are, for all the 886

data-sets, in the range between 0.2 and 0.5, suggesting that the partitions are good. 887

From the results we find that TF-IDF finds, in general, a larger number of topics (number of 888

clusters) meaning that it is able to detect not only the original categories but also subtopics. 889

(a) Dataset D9. t-SNE representation. B-IDF
weighting schema K=3

(b) Dataset D9. t-SNE representation. LogTF-IDF
weighting schema K=4

Figure 5. Boolean-IDF and LogTF-IDF weighting schemas results for the Luggage dataset.

Figure 5 shows how the reviews of the Luggage dataset are distributed between 890

clusters. It is possible to notice a difference between the two weighting schemas used in 891

these graphs, in fact the shape of the Boolean-IDF clusters seems to be more defined with 892

respect to LogTF-IDF. 893

6.5.2. Probabilistic approach 894

As mentioned earlier, in this section we conducted experiments only for datasets D8 895

and D9, which are those with highest average length. The performance of the statistical 896

model has been explored thanks to the quality index of Perplexity computed within 897

ESCAPE. These results are shown in table 14, where low perplexity values indicate better 898

results. 899

Regardind dataset D8 on Luggage reviews, LogTF-IDF weighing strategy differs from 900

the others since it provides a more detailed analysis discovering also subtopics, in addition 901
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Weight KLSA KClustering GSI ASI Weighted
Silhouette

D7 BooL-IDF
4 4 0.371 0.364 0.009

12 18 0.182 0.175 0.005
31 15 0.221 0.248 0.007

LogTF-IDF 5 3 0.310 0.325 0.008
11 8 0.248 0.248 0.007
28 19 0.191 0.192 0.006

TF-IDF 6 2 0.474 0.532 0.013
10 3 0.351 0.546 0.014
22 2 0.394 0.389 0.010

D8 BooL-IDF
3 3 0.406 0.409 0.011
7 6 0.170 0.172 0.005

28 2 0.062 0.055 0.003
LogTF-IDF 4 4 0.286 0.294 0.008

9 8 0.170 0.170 0.005
28 20 0.107 0.106 0.004

TF-IDF 5 5 0.289 0.298 0.009
13 18 0.206 0.189 0.006
30 20 0.154 0.135 0.004

D9 BooL-IDF
3 3 0.390 0.396 0.009
6 4 0.248 0.246 0.006

25 15 0.163 0.163 0.004
LogTF-IDF 3 3 0.399 0.406 0.009

6 3 0.232 0.232 0.006
25 17 0.174 0.184 0.004

TF-IDF 4 2 0.358 0.355 0.008
9 2 0.256 0.249 0.006

26 13 0.189 0.172 0.004

Table 13. Experimental results through the joint-approach.

Dataset Weight KCl Perplexity
D8 BooL-IDF 5 7.273681

LogTF-IDF
3 7.352020098
5 7.263175195
8 7.190609656

TF-IDF 5 7.270052194
D9 BooL-IDF 2 7.588552184

LogTF-IDF 2 7.581219438
TF-IDF 2 7.583352794

Table 14. Experimental results for dataset D8 and D9 for the probabilistic approach.
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to the five main topics already discovered also by the other schemas. Instead, this different 902

level of results granularities is not present for the Video product category dataset (D9). 903

The graphical visualization of the results obtained with D8 is then shown in Figure 6. In 904

figures 6A and 6C we can see similar shapes and distribution of the documents between 905

the clusters. In Fig 6B it is possible to recognize an imbalance of the colouring of the points: 906

the main five topics containing a major number of documents and three smaller subtopics. 907

(a) Dataset D8. t-SNE repre-
sentation. Bool-IDF weighting
schema K=5

(b) Dataset D8. t-SNE represen-
tation. LogTF-IDF weighting
schema K=8

(c) Dataset D8. t-SNE representa-
tion. TF-IDF weighting schema
K=5

Figure 6. Best partitioning t-sne maps for all the weighting strategies for the Luggage dataset are
displayed above

6.6. Comparison with respect to the state-of-the-art 908

Here follows a comparison between ESCAPE and the main state-of-the-art techniques. 909

Joint-Approach. In order to assess how effectively ESCAPE is able to select the 910

proper number of clusters, we compared the results obtained with those proposed by a 911

state-of-the-art methodology designed for the same purpose. This method is known as 912

the Elbow graph or Knee approach [62]. In the following we will refer to this method as 913

kSSE. This method involves evaluating the evolution of the SSE (Sum of Squared Errors) 914

value as the value kcls increases. The kcls value identified as optimal is the one immediately 915

preceding a negligible change in the SSE value (there is no great performance advantage in 916

adding another centroid). In the following we will refer to the dataset D1 as representative, 917

but similar trends have also occurred in other datasets. 918

In order to compare the methods fairly, both ESCAPE and the kSSE method, receive 919

as input the reduced matrix XK−LSI . This matrix is obtained by analysing the trend of the 920

singular values extracted by the decomposition of the original document-term matrix. In 921

our proposed methodology, ESCAPE selects the possible good values at the points: 10, 922

24 and 67. These three points are able to characterise the singular value plot, analysing 923

different values which subsequently include a large number of dimensions in the reduction 924

phase. 925

However, the kSSE method usually selects a lower number of optimal clusters than the 926

one selected in ESCAPEḞor example, in D1 the kSSE method selects 5 clusters by exploiting 927

TF-IDF and 3 with LogTF-Entropy, against the 10 clusters selected by ESCAPE using 928

TF-IDF and 6 clusters with LogTF-Entropy. 929

To evaluate the best configuration between those identified by the two approaches, we 930

evaluated the Silhouette index for each clustered document, in both methods. As shown in 931

Figure 7, more than 83% of the documents obtain a higher index in the approach proposed 932

by us than in that based on the analysis of the SSE curve. Thus, this result tells us that 933

ESCAPE is able to discover a cluster set better than the Knee approach. 934

Probabilistic Approach. Here, we offer a comparison between the results obtained 935

by ESCAPE and those obtained with known state-of-the-art techniques such as RPC and 936

En-LDA. RPC [50] is an heuristic algorithm that, in order to choose the proper number of 937

topics, evaluates the average perplexity variation of the LDA models. Instead EnLDA [63] 938

chooses as the optimal K value the one that best reduces the total amount of entropy of the 939

topic modelling. These two approaches will be discussed in more detail below. 940
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Figure 7. Silhouette index for D1 weighted via LogTF-Entropy for the joint approach

Weights Method K Perpl Silh Entr

D1

TF-IDF
RPC 3 8.812 0.772 0.256

En-LDA 19 8.427 0.621 0.534
ESCAPE 10 8.482 0.682 0.395

TF-Entr RPC 5 9.072 0.762 0.282
En-LDA 5 9.072 0.762 0.282
ESCAPE 5 9.072 0.762 0.282

LogTF-IDF RPC 7 9.183 0.693 0.319
En-LDA 16 9.189 0.553 0.443
ESCAPE 8 9.187 0.675 0.320

LogTF-Entr RPC 3 9.777 0.852 0.144
En-LDA 3 9.777 0.852 0.144
ESCAPE 7 9.884 0.846 0.174

Boolean-TF RPC 4 6.492 0.697 0.421
En-LDA 20 6.412 0.661 1.255
ESCAPE 5 6.464 0.661 0.483

Table 15. Comparison between ESCAPE ’s performance and that of other state-of-the-art methods

Table 15 shows a comparison between the results obtained by ESCAPE and those 941

obtained by the RPC and en-LDA methods, for the various weights considered. We can 942

see that using TF-IDF, these two approaches produce as K values 3 and 19 (with RPC and 943

En-LDA respectively). These values depict two different scenarios. 944

The RPC proposes 3 as the optimal number of clusters. This is the same value proposed by 945

the first solution of the ESCAPE framework. As described above, the clustering result is 946

not bad, but some of the original topics are mixed together (music and literature, sports and 947

mathematics). In this sense, ESCAPE outperforms RPC giving more options with different 948

granularity levels to the analyst. 949

950

With the En-LDA approach, which proposes 19 as the optimal number of clusters, 951

good partitions are identified (the t-SNE representation of the clustering result is reported 952

in Figure 10d). As a matter of fact, all the original categories of the dataset can be recovered 953

in topics. Furthermore, the model identifies very specific topics, that describe only a few 954

documents, and it often divides the main categories in subtopics, which deal with more 955

specific arguments compared to main ones. For instance the En-LDA approach identifies 956

the opera and the instruments topics, which both belong to the music main category. The 957

modelling is overall good, but having more topics that the ones actually required not 958

necessarily means having a better result. Indeed, too many topics may not be useful for the 959

analysis since then the analysts have a more complex result set to consider in their work. 960

Figure 9 offers an intuitive graphical representation of the topics identified using 961

TF-IDF as weighting scheme and K=10. The word clouds depicted represent the main 962

categories present in the original dataset and effectively show which are the most significant 963
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Figure 8. Comparison of t-SNE representations for dataset D1

Figure 9. Word cloud representation of a subset of topics, dataset D1, TF-IDF weighting scheme, K =
10

(a) D1, TF-IDF, K 3. (b) D1, TF-IDF, K 6.

(c) D1, TF-IDF, K 10. (d) D1, TF-IDF, K 19.

Figure 10. D1 t-SNE representation, TF-IDF weighting scheme, K 3, 6, 10 and 19 respectively.

terms summarising the identified topics. The five missing clusters that do not appear in 964

the representation are those that include terms referring to more detailed subtopics, and 965

therefore have not been included in the figure. 966

Another appropriate comparison between ESCAPE and other state-of-the-art methods 967

should be made from the point of view of computational cost and time. Compared to 968

En-LDA, the proposed methodology is much faster; in fact, the number of iterations to be 969

performed in En-LDA increases substantially with the growing vocabulary of documents. 970

Furthermore, the search for the minimum entropy value among all possible solutions with 971

a different K means that the methodology must be calculated for all the topics in the given 972

set. RPC performance, on the other hand, from a computational cost perspective, can be 973

compared to the one required by ESCAPE in the worst case. Moreover, with respect to the 974

state-of-the-art techniques, ESCAPE considers the semantic descriptions of the topics to 975

assess the level of separation of the clusters. This is not considered in the state-of-the-art 976

approaches, that only evaluate the goodness of the results by means of probabilistic metrics. 977

In ESCAPE the quantitative indices of confidence could be used instead to deeper analyse 978

the proposed results. 979
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6.7. Comparison between joint-approach and LDA 980

An analyst can be interested in analysing the difference between the two types of 981

partitions obtained using the two strategies. To this aim, ESCAPE compares the best 982

solutions found by the two different methodologies computing the ARI index, which give 983

us a quick comparison of the obtained partitions. 984

Weighting scheme
Dataset TF-IDF LogTF-IDF TF-Entropy LogTF-Entropy Boolean
D1 0.554 0.321 0.320 0.100 0.790

Table 16. Adjuster Rand Index for Dataset D1

The ARI index between the best partitions of the two methodologies is reported in 985

Table 16. We can observe that the results are quite different and analysing only the previous 986

table is not sufficient to draw conclusions on the two methodologies. Since the Boolean-IDF 987

and Boolean-Entropy are very similar in terms of partitions for the joint-approach, we only 988

consider the weight Boolean-Entropy for the comparison with respect to the Boolean-TF 989

weight. 990

We recall also that the ARI index penalises the partitions with different numbers of 991

clusters more than the Rand Index; however, especially for the weighting LogTF-Entropy, 992

the comparison value is really poor. 993

To analyse in a major detail the partitions obtained, ESCAPE includes several graph- 994

ical representations that are self-explained. These proposed graphical representations 995

are exploited to simplify and synthesise the extracted knowledge patterns in a compact, 996

human-readable, detailed and exhaustive representation. 997

For each experiment, ESCAPE reports the proposed visualisation techniques, allowing 998

different stakeholders to easily capture the high-level overview of topic detection in each 999

corpus. 1000

We recall that the two highest similarity weighting schemes are the TF-IDF and the 1001

Boolean for both the topic modelling approaches. The partitions are not the same because 1002

the ARI index tends to 0.554 and 0.790, respectively. Still, analysing only the values is 1003

not sufficient to quantify the similarity between the topics. Below, we have reported the 1004

analysis of these two weighting strategies to highlight the main differences between the 1005

two approaches. 1006

6.7.1. TF-IDF weight 1007

Here, we have analysed the impact of the TF-IDF weighting function on both the 1008

methodologies integrated in ESCAPE. To this aim, we have reported the word-cloud 1009

comparison for the weighting scheme TF-IDF for both the methodologies. Specifically, in 1010

Figure 11 are reported the 10 word-clouds related to the joint-approach, while in Figure 1011

12 are reported the 10 ones related to the LDA modelling. By analysing the most probable 1012

words for each topic, we can extract the following considerations. 1013

In both the partitions found, we have 10 clusters. However, the partitions should not 1014

be the same, since the value of the ARI index is not 1. Moreover, we recall that the 5 a-priori 1015

known categories are: cooking, literature, mathematics, music and sport. We expect to find 1016

these themes in the 10 partitions. 1017

Firstly, we reported a summary of the found topic in Table 17. Although the partitions 1018

are equivalent in number (10 topics), the meaning of the topics found are different. In fact, 1019

the five macro categories are correctly identified by both approaches, but the algebraic 1020

method finds subdivisions for the mathematics and sport categories, while the probabilistic 1021

method for literature and sports. Both the results are satisfactory. 1022

We have also included the correlation analysis of the discovered partitions. For the 1023

joint approach we have reported the correlation matrix in terms of hot-cold topic. In this 1024

way, the colors help the analyst to read the possible correlation between topics. We have 1025

used the red color to highlight correlation between partitions (see Figure 13). Meanwhile, 1026
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Figure 11. D1, word-cloud representation, TF-IDF weighting scheme for joint-approach.

in the probabilistic approach we have reported the graph representation, which is able to 1027

help the end-user to analyse the possible intersection between words in the different topics 1028

(see Figure 14). To compute the correlation matrix, ESCAPE first sorts the clusters based 1029

on their cardinality, then calculates the correlation between all the pairs of documents. 1030

From Figure 13, we can notice a high correlation between cluster 4 and 5, which 1031

analysing Table 17, (column Topic Joint-Approach) are both related to sports. Moreover, 1032

there is another correlation between 3 and 6, which looking always at Table 17 or also the 1033

previously presented word-clouds, are both related to maths topics. Specifically, cluster 3 is 1034

related to several maths topics, while cluster 6 is inherent mainly to graph theory. 1035

Instead, Figure 14 reports the graph representation for the probabilistic LDA modelling. 1036

The most relevant words for each topic, (i.e., the words which are most likely to belong to a 1037

particular topic) are well-separated, as can be deduced from the graph analysis. Considering 1038

both the top-20 (see Figure 14 (Left)) and the top-40 (see Figure 14 (Right)) words, the graph 1039

is still very disconnected, indicating that the analysed partitions are well separated. 1040

Another way to compare the found partitions wrt the two approaches is the analysis of 1041

the t-SNE representations, which give the analyst the possibility to plot into a lower space 1042

(i.e., 2D in our framework) the high dimensional data under analysis. This representation 1043
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Figure 12. D1, word-cloud representation, TF-IDF weighting scheme for LDA modelling.

ClusterID Topic Joint-Approach Topic probabilistic Modelling
Cluster0 Literature Music
Cluster1 Food Maths
Cluster2 Music Oil Food
Cluster3 Maths Literature
Cluster4 Sport Sport
Cluster5 Sport Dynamic sport
Cluster6 Graph Theory Music
Cluster7 Music Quiddich - Literature
Cluster8 Literature Literature
Cluster9 Oil Musical Instruments

Table 17. Topic description for dataset D1 for both the approaches.

is reported in Figure 15. We recall that the T-distributed Stochastic Neighbor Embedding 1044

(t-SNE) is a machine learning algorithm for visualisation, which is based on a non-linear 1045
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Figure 13. D1 Hot-topic correlation matrix representation, TF-IDF weighting scheme, K 10, joint
approach.

(a) D1, TF-IDF, K 3. (b) D1, TF-IDF, K 6.

Figure 14. D1 graph representation, TF-IDF weighting scheme, K 10, Probabilistic approach, consider-
ing the top-20 (left) and the top-40 (right) words.

dimensionality reduction technique well-suited for embedding high-dimensional data 1046

for visualisation in a low-dimensional space. It is based on the concept of probability 1047

distribution, indeed it constructs a probability distribution over pairs of high-dimensional 1048

objects in such a way that similar objects have a high probability of being picked, whilst 1049

dissimilar points have an extremely small probability of being picked. 1050

Figure 15. D1 t-SNE representation, TF-IDF weighting scheme, K 10, Joint-approach (Top) and
Probabilistic approach (Bottom).

A key feature aspect of t-SNE is a tunable parameter, perplexity, which we have 1051

presented as a quality metric to evaluate the goodness of the probabilistic LDA modelling. 1052

This parameter says how to balance attention between local and global aspects of the data 1053

under analysis. The parameter is related to the concept of the number of close neighbours 1054

each point has. The perplexity value has a complex effect on the resulting pictures, in fact, 1055

since the algebraic model is not born to measure the perplexity in probabilistic terms, the 1056

good value to be set for its plot could be complex to infer. In Figure 15 we have reported 1057

the representations of the t-SNE visualisation for the joint approach (Top) and for the 1058

probabilistic approach (Bottom). The shape is quite similar, however the plot using the 1059

LDA model converges better in the presented figures. Probably, it is bad news that to see 1060

global geometry shape it is necessary a fine-tuning perplexity parameter. Moreover, since 1061
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real data are characterised by multiple clusters with different cardinality (i.e., number of 1062

documents), it could happen that using only one single perplexity value is not enough to 1063

capture distances across all clusters. Indeed, the perplexity metric is a global parameter 1064

defined for the entire model. Thus, an interesting area for future researches could be the 1065

fixing of this problem. 1066

6.7.2. Boolean weight 1067

While analysing the ARI between the two approaches for dataset D1, the highest value 1068

is computed for the Boolean weighting strategy. It highlights a great similarity between the 1069

two partitions. Moreover, the number of documents in each cluster is comparable. In the 1070

joint-approach we have integrated two weighting strategies wrt the local weight Boolean, 1071

which are Boolean-IDF and Boolean-Entropy. However, since the two partitions were really 1072

similar, we only consider the Boolean-IDF as comparison wrt the Boolean-TF used for the 1073

LDA modelling.

Figure 16. D1 word-cloud representation, Boolean-IDF weighting scheme, joint approach.

1074

We have reported in Figure 16 and Figure 17 the word-clouds of the two approaches, 1075

respectively. Specifically, Figure 16 is related to the five-topic found using the algebraic 1076

approach, while Figure 17 is related to the probabilistic model. In detail, analysing Figure 1077

16, we can observe that wrt to the TF-IDF local weight, the analysis is less precise. We 1078

can extract the main topic from each word-cloud; however, the partitions present more 1079

common words used for more topics. 1080

Figure 17. D1 word-cloud representation, Boolean-TF weighting scheme, K 5, probabilistic modelling.
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For the probabilistic model, we can observe that when we consider the clustering 1081

obtained with K equal to 5 and its topic descriptions, when looking at the word clouds in 1082

Figure 17, many terms (such as include or first) appear to be in all the groups of the most 1083

significant words for each cluster. This happens because the Boolean-TF weighting scheme 1084

gave more relevance to words which appear most in the whole corpus, without penalising 1085

them. However, it could mean that these words do not belong to any specific topic, or they 1086

just do not bring any additional information useful for the topic modelling description 1087

phase. To this aim, we have included a post-processing phase for this particular weighting 1088

scheme. 1089

K Topic description

1 game, team, sport, player, event, competition, ball, rule,
international, must, country, united, man, national, run

2 space, theory, case, graph, define, function, note, every,
write, order, result, element, must, system, general

3 music, musical, player, record, song, event, write, release,
instrument, note, sound, international, style, piece, back

4 food, water, cooking, united, sometimes, produce, result,
high, oil, modern, large, require, must, list, process

5 write, book, literature, story, character, art, university,
music, novel, modern, english, word, note, study, later

Table 18. D1 topic-terms representation, Boolean-TF weighting scheme, K 5, probabilistic modelling.

In order to not consider these terms and bring up the words characterising the top- 1090

ics identified by the LDA modelling process, we have decided to apply a further post- 1091

processing step to evaluate the results. Once the models have been created and the K 1092

values selected, we took into consideration more words to describe the topics, and then we 1093

removed from them all the words appearing at least in four topic representations. 1094

The results obtained by this post-processing operation are reported in Table 18. In 1095

this way, the most common words that do not carry any specific information have been 1096

excluded from the descriptions, and the terms relevant for the meaning of the categories are 1097

visible to the analysts. As a matter of fact, the assigned labels to the clusters generated by 1098

the LDA model cover the following main topics: sport, mathematics, music, cooking, literature. 1099

Using this post-processing approach, we are able to describe perfectly the macro-categories 1100

of this data set. 1101

Figure 18. D1 t-SNE representation, Boolean-TF weighting scheme, K 5, without post-processing
(Left) and with post-processing (Right).
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To better show the impact of removing words that appear at least in four topics, we 1102

reported the graph representation before and after this improvement. Figure 18 shows the 1103

graph representation analysing the top-20 words for each topic. Specifically, on the left, 1104

is reported the case without the post-processing, while on the right, we reported the case 1105

with the proposed post-processing. The first graph is more connected wrt to the second 1106

one; moreover, from the analysis of the graph after the post-processing, we can see the 1107

improvement of this phase, since the new graph is not connected at all. This means that the 1108

words that describe each topic are well-separated from cluster to cluster. 1109

7. Discussion 1110

From the analysis of the obtained experimental results, we can assess that ESCAPE 1111

performs well in describing the six corpora under analysis, clustering the documents based 1112

on their main content. The proposed framework is generally able to group the documents 1113

into well separated topics. 1114

We have observed that the joint approach, which is based on a dimensionality alge- 1115

braic phase before the application of the partitional K-Means algorithms, is able to find 1116

homogeneous partitions in terms of documents for each cluster. In other words, this ap- 1117

proach creates more balanced clusters. Moreover, changing the weighting strategy, the 1118

end-user is able to clusterise the same dataset, at different granularity levels. Specifically, 1119

we have seen that the global weight IDF is able to create more clusters able to find also 1120

sub-topics related to the major category. so, this weighting scheme is able to characterise 1121

each dataset in a more precise way. On the other hand, the Entropy is able to find larger 1122

clusters, finding only the main relevant topic associated with each partition. Indeed, both 1123

the clusterizations are able to split the corpora into well separated groups. 1124

For the probabilistic approach, considering the semantic similarity among the pro- 1125

duced topics, it turned out that outperforms the current used approach to find the proper 1126

number of clusters. As a matter of fact, the proposed algorithm is able to capture the effec- 1127

tive cohesion level of the clusters, and then properly identify the optimal number of topics. 1128

The results obtained from all the datasets considered in the thesis confirm the clusters to be 1129

well separated, especially for certain weighting schemes such as TF-IDF. Nevertheless, wrt 1130

the joint-approach, some weighting schemes lead to very poor results, such as the Entropy- 1131

based scheme. In general, the probabilistic model tends to find more inhomogeneous 1132

clusters; however, despite these schemes, the other results are also satisfactory. 1133

ESCAPE turns out to be really helpful for the analysts during the analytic tasks. 1134

Indeed, the analyst can choose to assign to the words in the documents different relevance 1135

by means of different weights and compare the solutions obtained using the two approaches, 1136

analysing the different granularity levels. The best partitions can also be compared using 1137

innovative visualisation techniques, which are able to help the analyst during the validation 1138

step. Moreover, the two proposed approaches are able to characterise different aspects 1139

in which the analyst may be interested, including also the possibility of comparing the 1140

proposed approaches wrt the other state-of-the-art techniques. 1141

8. Conclusion and Future Work 1142

This paper has presented the ESCAPE framework (Enhanced Self-tuning Characterisation1143

of document collections After Parameter Evaluation), which is able to support the user 1144

during all the phases of the analysis process tailored to textual data. ESCAPE includes 1145

three main building blocks to streamline the analytics process and to derive high-quality in- 1146

formation in terms of well-separated and well-cohesive groups of documents characterising 1147

the main topics in a given corpus. 1148

Firstly, the data distribution of each corpus is characterised by several statistical indices 1149

(e.g. Guiraud Index, TTR). The joint analysis of these statistical features is able to describe 1150

the lexical richness and characterise the data distribution of each collection under analysis. 1151

Then, a pre-processing phase is applied to prepare the textual content of documents for 1152

the next phases. These activities, which are done subsequently, represent each document 1153
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via the Bag-Of-Word (BOW) representation. Using this model, a text (e.g. a sentence or a 1154

document) is represented as the bag (multi-set) of its words, disregarding grammar and 1155

even word order but keeping multiplicity. To measure the relevance of these multiplicities, 1156

ESCAPE includes several weighting strategies, which are able to measure term relevance 1157

in the same dataset by exploiting a local weighting scheme (e.g. TF, LogTF) together with 1158

a global weighting scheme (e.g. Entropy, IDF). ESCAPE automatically exploits all the 1159

possible combinations of local and global weighting schemes to suggest to the user the 1160

ones that well model the term relevance in the collection under analysis. Since we are 1161

interested in finding out the number of topics contained in a given collection of documents, 1162

in ESCAPE we have integrated two strategies because no strategy is universally superior. 1163

Specifically, we have integrated: 1164

• an algebraic model based on SVD decomposition together with the K-Means clustering 1165

algorithm (i.e., the joint-approach); 1166

• a probabilistic model, based on the analysis of latent variables through the LDA (i.e., 1167

the probabilistic method). 1168

Each strategy has been enriched with a self-tuning methodology to automatically set 1169

the specific-input parameters required by each involved algorithm. This frees the end user 1170

from the correct configuration of the input parameters, which is usually a time consuming 1171

activity. Lastly, several user-friendly and exhaustive informative dashboards have been 1172

embedded to help the end-user to effectively and efficiently explore the results. To evaluate 1173

the quality of corpora partitions automatically discovered by ESCAPE, a variety of quality 1174

indices have been integrated into the proposed framework. 1175

Possible future extensions concern the integration in ESCAPE of: 1176

1. New data analytics algorithms to exploit other interesting models. Specifically, we are 1177

currently including: 1178

• other algebraic data reduction algorithms (e.g. Principal Component Analysis (PCA)) 1179

for the joint-approach together with the exploitation of other clustering methods 1180

(e.g. hierarchical algorithm) and other probabilistic topic modelling methods (e.g. 1181

Probabilistic Latent Semantic Analysis (pLSA)); 1182

• autoencoder-based data reduction algorithms to compress the information of the 1183

input variables into a reduced dimensional space and then recreate the input 1184

data set; 1185

• more weighting functions (e.g. aug-norm) to underline the relevance of specific 1186

terms in the collection; 1187

• more statistical indices to characterise the corpora distribution (e.g., [64]), and in- 1188

novative strategies to extend the ability of ESCAPE to be more domain-adaptive 1189

([65]). 1190

• Deep Learning models to deal with a large set of corpora characterized by a variable 1191

data distribution. These models can be used either to improve the preprocessing 1192

phase or to facilitate the modeling task by shifting the current methods to the 1193

supervised ones. 1194

2. A semantic component: (e.g. WordNet [66]) able to support the analyst in a double 1195

phase. Such component would be useful both during the pre-processing phase, to 1196

eliminate semantically bound words, in this way we are able to reduce the dictionary 1197

and also the complexity of the algorithms, also during the post-processing phase. In 1198

this way, it would be possible to analyse through the most relevant words for each 1199

topic, those that are related to each other, helping the analyst in understanding the 1200

outputs. Specifically, each topic can be characterised by words which are semantically 1201

related, and so could represent subtopic of the same macro category. Moreover, thanks 1202

to the ontological base, the analyst could also add a hierarchy level for each word 1203

of the dictionary to support other analytics tasks (e.g. generalised association rules 1204

discovery). 1205
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3. A Knowledge-Base: to store all the results of the experiments, including the data 1206

characterisation and the top-k selected results, for each methodology and weighting 1207

scheme to efficiently support self-tuning methodologies. 1208

4. A self-learning methodology: based on a classification algorithm trained on the knowl- 1209

edge base content to forecast the best methods for future analyses. So, when a new 1210

collection needs to be analysed, ESCAPE should compute the data distribution char- 1211

acterisation through statistical features and suggest possible good configurations 1212

without performing all the analytics tasks. 1213
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