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Plasma disruptions are rapid and dramatic off-normal operation events, lasting only a few milliseconds, which can damage 

the tokamak in-vessel structures. Shattered Pellet Injection (SPI) can be employed to mitigate these transients. This 

technique consists of injecting impurities to enhance the isotropic radiation emission, thus reducing the peak heat load onto 

the Plasma Facing Components (PFCs). In this work, we employ the CHERAB code to assess the radiative heat load on 

the EU-DEMO in-vessel structures following a disruption mitigated via SPI with 0.5 GJ of radiated energy. The effect of 

different penetration depths of shattered pellets varying in the range 0.2-3.5 m is parametrically studied. The computed 

peak radiative load in the case of deep deposition of the impurities (∼ 5.6 ⋅ 102 MW/m2) is around 18 times smaller than in 

the case of shallow penetration (∼ 1.0 ⋅ 104 MW/m2). Instead, a figure for an intermediate penetration would be ∼ 1.5 ⋅ 103 

MW/m2.   
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1. Introduction 

Plasma disruptions are dramatic off-normal operation events, lasting only a few milliseconds [1] and involving the 

sudden loss of plasma confinement, which can result in extensive damages of tokamak in-vessel structures. The EU-

DEMO First Wall (FW), armoured with a 2-mm-thick W coating [2] [3], is of particular concern as it is relatively less 

resilient to plasma transients than the ITER FW [4] [5] due to the harsh neutron fluence environment in which it will 

operate. Therefore, if the control system detects the precursors of an upcoming disruption, Massive Gas Injection (MGI) 

or Shattered Pellet Injection (SPI) can be employed as mitigation strategies [6] [7]. Impurity injection aims at enhancing 

the isotropic radiation emission to spread the plasma energy as uniformly as possible onto the Plasma Facing 

Components (PFCs), consequently reducing the peak heat load. Among other parameters, the mitigation efficiency 

strongly depends on where the impurities are deposited in the plasma. Therefore, although the mitigation system is 

triggered, it is not granted that the resulting mitigated load on the structures would be lowered down to an acceptable 

level, as also suggested by our previous study [8]. In this respect, SPI appears more promising than MGI, as it is 

characterized by a faster and deeper penetration, and consequently by a larger core radiation emission [9] [10]. 

In this work, the Monte Carlo (MC) ray-tracing code CHERAB [11] [12] [13] is employed to assess the radiative heat 

load distribution on the EU-DEMO FW following a SPI-mitigated disruption (MD) with 0.5 GJ of radiated energy. As 

the actual penetration depth of shattered pellets is affected by significant uncertainties [1] [14], we perform a parametric 

study considering three realistic radiation sources corresponding to increasing penetration depths. For comparison, we 

also perform calculations of radiative heat loads during normal operation (from Start Of Flat-top, SOF, to End Of Flat-

top, EOF) for which a careful ad hoc quality assurance procedure is required.  

The paper is organized as follows: in Sec. 2 we describe the methodology and quality assurance; in Sec. 3, we present 

and discuss the results in the two different scenarios of off-normal and normal operation); in Sec. 4 we list conclusions 

and perspectives of this work. 

 

2. Methodology 

2.1. Simulation setup 

2.1.1. Input: computational meshes 

Due to data availability reasons in the constantly-evolving framework of the pre-conceptual design phase, calculations 

for the off-normal (MD) and normal (SOF/EOF) operation scenarios are performed using two slightly different CAD 

models of the EU-DEMO FW, shown in Fig. 1. These models are respectively divided into 150 [15] and 89 [16] sub-

pieces and they mainly differ in terms of location of the LIMiters (LIMs, Fig. 1). On each sub-piece, an unstructured 

triangulation is defined, which represents the computational mesh of the simulation [8]. The small average triangle 

linear size (≲ 1 cm), together with suitable local refinements (Fig. 1), ensure a satisfactory space resolution of the 

computed load distribution [8] [17].  

For toroidally symmetric sources (Sec. 2.1.2) and according to the periodicities of the PFCs along the toroidal direction 

𝜑 [rad] [15], the computational domain could be reduced to 1/4 of the tokamak. Nevertheless, to lower the 

computational time, we perform our calculations over one or two (depending on the considered source) reference 

sectors, A and B, (1/16 of the EU-DEMO chamber each) equipped with all LIMs (Fig. 1 for Sector A). This choice is 

acceptable since the limiters are the PFCs of most concern, as they protrude out of the wall towards the source. 
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As it is evident from Fig. 1, the sub-pieces of the SOF/EOF mesh are separated by relatively small gaps. Their presence 

has to be taken into account when assessing the overall energy conservation of the simulation. 

In the current work, the surface of the whole sector included in the simulations is assumed to be a perfect radiation 

absorber [6] [8]. Indeed, we expect that modelling or not reflection would be of little relevance for what concerns the 

radiative load on the FW and limiters. Furthermore, taking reflection into account is possible in CHERAB, but it would 

introduce significant complexity and require further information about material properties, e.g., the dependence of the 

reflection index on the wavelength of the incident radiation, on the surface roughness and on the degree of 

transmutation of the material [18]. Nonetheless, rays repeatedly reflected by the walls can be channeled in the DIV 

region actually giving an increase in the radiative load computed there [19], which should however be of little concern 

thanks to the heat handling capability of the divertor targets. Studies to quantify the importance of this effect are 

planned for the future. 

 

 
 

Figure 1. Geometry of the EU-DEMO reference sectors (Sector A, 𝛥𝜑𝐴 = (−𝜋/16 ;  +𝜋/16)) adopted to compute the 

radiative heat load from MD (left) – with IMP SPI line – and SOF/EOF (right). Both geometries are provided with four 

limiters: inner (IN-LIM), upper (UP-LIM), equatorial (EQ-LIM) and lower (LOW-LIM). The zoom over EQ-LIM shows 

the unstructured triangulation characterized by localized refinements. 

2.1.2. Input: radiation sources 

In the present work, we consider radiation sources associated to both MD and SOF/EOF scenarios. For both cases, we 

neglect any anisotropy, as well as any wavelength or time dependence in the radiation emission [8]. The main features 

of the sources are described in the following.  

i. MD scenario. The effect of varying the penetration depth (measured from IMP, 𝜑SPI = 0) of the injected 

shattered pellet is explored, as this quantity is affected by significant uncertainties [1] [14]. It is noteworthy 

underlying that this paper does not deal with a design of the SPI system, which was not available in the pre-

conceptual design of DEMO. The location of these radiation sources is meant to be used to develop and test 

the CHERAB code. It appears highly improbable that a SPI system shooting pellets from the IMP could be 

technologically viable. 

Three different situations are considered in this parametric study (see Tab. 1, first column): 

• Shallow (1) and intermediate (2) penetration, where the injected impurities are assumed to travel 

along 𝑅 for 0.2 m and 1.8 m inside the plasma (from IMP), respectively, before being ablated and 

starting to flow along the helicoidal magnetic field lines. It is assumed that 50% of the impurities are 

directed towards 𝜑 > 0 and 50% towards 𝜑 < 0. Consistently with experimentally measured toroidal 

transit times [20], the resulting radiation emission distribution is assumed to be a 3D helix spanning 

one single toroidal revolution, Δ𝜑 = (−𝜋 ;  +𝜋) [21], whose circular projections on the poloidal plane 

(having radii 𝑟1 = 2.9 m and 𝑟2 = 1.7 m, respectively) are pictured in Tab. 1 (first column, first and 

second row). From these pictures, the choice of the two penetration depths considered can be 

explained: 𝑟1 is the maximum radius which allows source 1 to fit in in the DEMO chamber, while 𝑟2 

is such that the poloidal projection of source 2 is centered in the plasma axis and lies within the 

projection of source 1. 

The number of poloidal revolutions 𝑛1 = 1/6 and 𝑛2 = 1 completed during the one toroidal revolution 

is dictated by the assumed safety factors 𝑞1 = 6 (conservatively at the plasma periphery) and 𝑞2 = 1 

(in the core plasma) via 𝑛 = 1/𝑞 [22]. With 𝑛1 < 1, the circular projection for source 1 is travelled 

only partially (solid line in Tab. 1, first column, first row).  



 

For both source 1 and source 2, we simulate two identical, diametrically opposed sectors (Fig. 1, left), 

Sector A, with Δ𝜑𝐴 = (−𝜋/16 ;  +𝜋/16), and Sector B, for which Δ𝜑𝐵 = Δ𝜑𝐴 + 𝜋, to capture the 

most relevant features of the heat load distribution (e.g. its maximum and minimum) while avoiding 

an unnecessary increase of the computational time. 

• Deep (3) penetration, where the injected impurities are assumed to travel along 𝑅 up to the plasma 

axis, i.e. 3.4 m in the plasma (from IMP). Since (𝑞 → +∞) on the plasma axis, a toroidally symmetric 

source (𝑛3 = 0) is assumed. In this case, it is sufficient to simulate Sector A only. 

The poloidal cross section of each of the three sources is a square (with side length of 10 cm) which is 

assumed for the sake of simplicity and does not imply any drawbacks in the ray-tracing procedure [17]. 

Instead, 10 cm is consistent with cross-field particle diffusion detected in experiments [20]. 

Also commonly to all the MD sources, we assume a short duration of the event 𝜏MD = 1 ms [23], to be 

conservative, and to approximately include a possible temporal peaking of the radiation emission. Then, we 

compute a corresponding total power radiated 𝑃tot
∗ = 500 GW, uniformly distributed in the source volume [8].  

ii. Steady-state (SOF/EOF) scenario. The overall radiation emission distribution, computed on Sector A only, is 

the result of the superposition of two toroidally symmetric contributions: 

• Core plasma. The spatial distribution of the radiation source in the core plasma is computed by means 

of the ASTRA code [24]. The total power radiated in the core for the scenario considered is 𝑃Core
∗ = 

303.75 MW. 

• SOL plasma. This region is modelled via the SOLPS-ITER code by assuming an EU-DEMO-relevant 

and highly-radiative scenario [25]. Different impurities (noble gases and nitrogen) seeded by means 

of gas puffing are modelled too. The resulting spatial distribution of the radiation emission has been 

rescaled by a factor 1.385 to obtain, starting from the 93.863 MW computed by SOLPS-ITER, a total 

radiated power in the SOL of 𝑃SOL
∗ = 130 MW, in line with more recent estimates [5]. Overall, this 

scenario is compatible with a safe divertor operation [25]. 

The SOLPS-ITER computational domain extends radially inside the Last Closed Magnetic Surface (LCMS), to 

approximately make space for the pedestal region. Therefore, this region is included in both ASTRA and 

SOLPS-ITER simulations. For the sake of simplicity, only the ASTRA solution is retained inside the LCMS, 

whereas in the SOL the SOLPS-ITER solution is used [26]. This procedure leads to the overall (Core + SOL) 

radiative emission map shown in Fig. 2 (right). The total radiated power is therefore 𝑃tot
∗ = 𝑃Core

∗ + 𝑃SOL
∗ = 

433.75 MW.  

Core and SOL are treated as two distinct sources in CHERAB. This allows adopting different ad hoc settings 

for the ray-tracing procedure in the two different regions (see Sec. 3). The resulting radiative load on each 

detector and its corresponding uncertainty are then computed as 𝑞𝑖 = 𝑞𝑖
Core + 𝑞𝑖

SOL and Δ𝑞𝑖 =

√(Δ𝑞𝑖
Core)

2
+ (Δ𝑞𝑖

SOL)
2
 [27], respectively. 

 

 

2.2. Ray-tracing: radiative heat load computation 

The CHERAB code employs Raysect as a ray-tracing engine [12] [28]. Rays of light are traced from the source (Sec. 

2.1.2) to the computational mesh (Sec. 2.1.1) according to a reverse ray-tracing MC technique (Fig. 2). Each one of the 

𝑁tr triangles in the mesh represents a radiation detector. 𝑁ray rays (scanned by the index 𝑘 ∈ [1; 𝑁ray]) are shot from 

each detector (scanned by the index 𝑖 ∈ [1; 𝑁tr]). The 𝑘th ray is uniquely identified by an origin (randomly selected 

over the detector area) and a direction (randomly selected in the half-space in front of the detector). As the 𝑘th ray is 

followed (traced), any non-uniform1 source of radiation [W/m3/sr] is sampled in space, according to a tunable source-

sampling step (SSS) Δ𝑠. The 1D integration in space of these samples yields the radiance 𝐿𝑖
𝑘 [W/m2/sr] associated to the 

𝑘th ray fired by the 𝑖th detector. The integration of the 𝑁ray radiances over the detector area 𝐴𝑖 [m
2] (where origins are 

distributed) and over the 2𝜋 solid angle [sr] (where directions are distributed) then provides the radiative power 𝑃𝑖  [W] 

impinging over the 𝑖th detector alongside with the corresponding statistical uncertainty Δ𝑃𝑖  [W]. Eventually, the 

radiation heat load 𝑞𝑖 = 𝑃𝑖/𝐴𝑖 [W/m2] and its uncertainty Δ𝑞𝑖 = Δ𝑃𝑖/𝐴𝑖 [W/m2] are computed, from which the 

corresponding MC uncertainty 𝜀𝑖 = Δ𝑞𝑖/𝑞𝑖  [-] (𝑞𝑖 ≠ 0) follows. The average relative error 𝜀, obtained as the arithmetic 

average of the set {𝜀𝑖}, approximately quantifies the overall precision of the simulation [8]. The total power 𝑃tot [W] 
reaching the entire computational mesh and its absolute uncertainty Δ𝑃tot [W] [27] can be evaluated and compared with 

the expected output 𝑃tot
∗  to assess the energy conservation.  

 

 
1e.g. SOF/EOF source. MD source is uniform and, therefore, 𝐿𝑖

𝑘 are trivially evaluated by multiplying the source 

strength and the distance between the first and the last intersection of the ray with the source itself (respectively, the 

entrance and the exit point computed by the ray-tracing engine). 



 

Figure 2. Power calculation scheme. Each triangle in the mesh becomes a detector firing 𝑁𝑟𝑎𝑦 rays. Samples of a non-

uniform radiation source are acquired for the 𝑘𝑡ℎ ray according to a suitable source-sampling step 𝛥𝑠 and integrated 

to get the radiance 𝐿𝑖
𝑘. The radiance samples are, in turn, integrated over the area 𝐴𝑖 of the detector and over the 2𝜋 

solid angle to retrieve the power 𝑃𝑖  (and the corresponding uncertainty) on the 𝑖𝑡ℎ detector. 

2.3. Simulation quality assurance 

2.3.1. Source-sampling step independence 

The source-sampling step Δ𝑠, defined in Sec. 2.2, must be sufficiently small with respect to the characteristic length of 

the gradients of the radiation source. If this condition is not met, regardless of the chosen value of 𝑁ray, the source 

gradients may not be correctly resolved, thereby resulting in a lack of accuracy (quantified by the relative variation with 

respect to the exact value [8] [17]) of 𝑞𝑖. Therefore, an SSS independence study (not reported here) has been performed 

to suitably tune the step for the SOF/EOF source.  

 

2.3.2. Energy conservation 

In the present work, the mesh triangles are detectors shooting rays from their surface (see Sec. 2.2) and perfect 

absorbers of rays (see Sec. 2.1.1) at the same time. Therefore, self-absorption of rays (ray trapping [17]) is avoided from 

the very beginning by shifting the detector away from the mesh triangle by 𝛿𝜚 ∼ 1 mm in the direction of the source. If 

such a procedure is not carried out, self-absorption would cause a loss of precision (i.e. increase of 𝜀𝑖) and accuracy on 

𝑞𝑖. 

On the other hand, given that the surface 𝐴𝑖 of the detector is left unchanged, the shortening of the source-detector 

distance 𝜚 results in an overestimation of 𝑞𝑖 by a factor in the order of2 ∼ 2 ⋅ (𝛿𝜚/𝜚) [17]. Although the error 

introduced in each 𝑞𝑖 is typically negligible, the building up of tiny overestimations affects the computation of the total 

power detected [17], and hence must be taken into account when discussing energy conservation. 

Unfortunately, as per MD source 1 and 2, the lack of toroidal symmetry accompanied by the simulation of only a 

fraction of the tokamak lead to the impossibility of checking for the energy conservation (Tab. 3). 

 

3. Results and discussion 

The leading input parameters and the resulting radiative heat load distribution for each MD and SOF/EOF simulation 

are listed in Tab. 1 and 2, respectively. Common characteristics of the different simulations are [8]: (i) the application of 

the averaging procedure (AVG) to smooth out the Monte Carlo statistical fluctuation; (ii) the adoption of a sufficiently 

large number of rays per detector 𝑁ray to allow for a precise evaluation of the peak radiative load. Further scenario-

specific discussions are held in the following. 

The dataset containing the full simulation input and output for both the MD and the SOF/EOF case is available at [29]. 

This includes scripts for simulation pre- and post- processing. 

 

 
2 For what concerns a distributed non-uniform source (e.g. SOF/EOF), work is still ongoing, although the practical 

experience suggests that the overestimation is of minor importance. 



 

Table 1. SPI-mitigated disruption scenario (MD). From left to right: sources of radiation (poloidal plane), enlarged for the sake of a 

better visualization; leading input parameters; resulting radiative heat load on Sector A and B (except for source MD-3), inboard 

and outboard. 

Source Input parameters 
Sector A Sector B 

Inboard Outboard Inboard Outboard 

MD-1 

 

Number of rays: 

𝑁ray = 10000 

 

Integration step: 

Δ𝑠 = − 

 

Offset: 

Δ𝜚 = 1e-6 m     

 

MD-2 

 

 

Number of rays: 

𝑁ray = 10000 

 

Integration step: 

Δ𝑠 = − 

 

Offset: 

Δ𝜚 = 1e-3 m 
    

 

MD-3 

 

 

Number of rays: 

𝑁ray = 10000 

 

Integration step: 

Δ𝑠 = − 

 

Offset: 

Δ𝜚 = 1e-3 m 
  

− − 

 

 



Table 2. Steady-state scenario (SOF/EOF). From left to right: source of radiation (poloidal plane, log scale), ASTRA data for the 

core and SOLPS-ITER data for SOL plasma; leading input parameters; resulting radiative heat load on Sector A, inboard and 

outboard, with and without divertor PFCs.  

Source 
Input 

parameters 

Sector A: FW + LIMs + DIV Sector A: FW + LIMs 

Inboard Outboard Inboard Outboard 

SOF/EOF: Core + SOL 

 

Number of rays: 

𝑁ray
Core = 1000 

𝑁ray
SOL = 1500 

 

Integration step: 

Δ𝑠Core = 1e-2 m 

Δ𝑠SOL = 1e-3 m 

 

Offset: 

Δ𝜚 = 1e-6 m 

    

  

 
Table 3. Main outputs of the different simulations. The number of significant digits follow from the corresponding 

precision. All simulations have been run with OMP parallelism on a 16x2 cores cluster node with Intel® Xeon® Gold 

Scalable Processor Gold CPU 6130 @2.10 GHz. 

Scenario Source 
MC average 

error 𝜺 [%] 
𝑷𝐭𝐨𝐭 vs. 𝑷𝐭𝐨𝐭

∗  
𝒒𝐦𝐚𝐱 

[MW/m2] 
𝒒𝐦𝐚𝐱 location 

CPU time 

[days] 

MD 

1 2.3  - / 500.00 GW 1.03 ⋅ 104  IMP FW 9 × 2 

2 2.0  - / 500.00 GW 1.52 ⋅ 103  
Outboard EQ-

LIM 
9 × 2 

3 1.1 498.96 / 500.00 GW 5.57 ⋅ 102 
Outboard EQ-

LIM 
7 

SOF/EOF Core + SOL 0.9 423.20 / 433.75 MW 

1.71 
Outboard DIV 

target 

80 

0.311 

Lower outboard 

FW, excluding 

DIV region 

 

3.1. Mitigated disruption scenario: parametric study 

In the MD scenario, the selected 𝑁ray = 10000 is 4 times larger than in our previous work [8] to guarantee satisfactory 

precision and accuracy despite the limited spatial extension of the source [17]. Here, no SSS is involved as the radiation 

source is uniform in space. As shown in Tab. 1 (second column), the offset 𝛿𝜚 = 1 𝜇m adopted for source 1 is 1000 

times smaller than in the other MD cases. Indeed, due to the proximity of the source to the IMP computational mesh, 

the error introduced by shifting the detector 1 mm away from the surface would be non-negligible (up to 2 GW [17]).  

The resulting radiative heat load distributions in Tab. 1 show that, as expected, a deeper deposition of the impurities 

determines a more uniform distribution and a lower peak radiative load. Quantitatively, the peak radiative load 

decreases by a factor of ∼ 18 from shallow (source 1, 1.03 ⋅ 104 MW/m2) to deep (source 3, 5.57 ⋅ 102 MW/m2) 

penetration. Nonetheless, source 3 may not be feasible in practical EU-DEMO scenarios due to the strong outward-

pointing drift generated by the high temperature of the plasma, which prevents ablated impurities from penetrating [1] 

[14]. Therefore, the peak radiative load obtained with an intermediate pellet penetration (source 2, 1.52 ⋅ 103 MW/m2) 

may be more representative in EU-DEMO perspective. 

For what concerns the location of the maximum, while the peak radiative load falls on the IMP FW for the case of 

source 1 (Sector A), it is attained over outboard EQ-LIM with source 2 (Sector B) and 3 (Sector A). 



 

The restrictive assumptions (common to both MD and SOF/EOF scenarios) of isotropic emission in the source 

modelling (Sec. 2.1.2) can be softened by multiplying the peak load 𝑞max by a conservative ITER-like peaking factor 𝛾 

(∼ 3 for ITER [5] [16] [30]), i.e. 𝑞max → 𝛾 ⋅ 𝑞max.  

Also, when dealing with transient events, it is common to introduce the peak heat impact factor (PHIF, expressed in J ⋅
 m-2 ⋅ s-0.5) [5] [10]. This factor is defined as the product of the peak heat load 𝑞max [W/m2] and the square-root of the 

duration of the transient 𝜏 [s], i.e. PHIF = (𝑞max ⋅ √𝜏 ). Such quantity comes from the solution of the 1D heat diffusion 

equation in a semi-infinite slab subject to a surface heat pulse [31]. This approximation holds here because the thermal 

quench duration (𝜏MD = 1 ms) is much shorter than the heat conduction time into the FW and the resulting Fourier 

number is well below 0.2 [32]. Comparing the PHIF value with estimated limits (∼ 10 MJ ⋅ m-2 ⋅ s-0.5 for W [16] [33]) 

allows assessing the damage to solid structures. 

In the present work, with 𝜏 = 𝜏MD, the melting of the W layer is reached even in the case of source 3 (𝑞max = 5.57 ⋅ 102 

MW/m2) and even without accounting for any peaking factor, as the corresponding PHIF reads 17.6 MJ ⋅ m-2 ⋅ s-0.5. On 

the one hand, adding reflection in the modelling should reduce the maximum radiative load, according to what we 

expect, and it is suggested to likely lower the peaking factor too [6]. Similar consequences would also be foreseen if 

self-protecting mechanisms like vapor (or plasma) shielding [5] and/or multiple shattered pellet injection [1] [14] are 

modelled. On the other hand, a more detailed description of the source of radiation often leads to an increase of the 

calculated loads [5]. 

 

3.2. Steady-state scenario   

In the SOF/EOF scenario, particular caution is needed concerning the choice of the SSS. In the Core emission map, 

mild gradients are localized at the boundary of the core region and Δ𝑠Core = 1e-2 m is sufficient to obtain a satisfactory 

resolution of the source. Conversely, we set Δ𝑠SOL = 1e-3 m due to the steep gradients in the SOL radiation emission 

near the separatrix. In the light of Sec. 2.3.1, we successfully verified the independence of the peak radiative heat load 

from such SSSs by scanning the intervals [1e-2 ; 5e-4] m for Core and [1e-3 ; 1e-4] m for SOL. Moreover, 𝑁ray
Core = 

1000 while 𝑁ray
SOL = 1500 as the SOL radiation emission map is more localized in space as compared to Core. 

The missing power indicated in Tab. 3 (423.20 MW detected vs. 433.75 MW radiated) can be carefully motivated in 

terms of the presence of gaps in the mesh (Sec. 2.1.1). Still, this does not pose any threat to the reliability of the 

outcome as: (i) the peak radiative load would surely not be attained in the place of any gap; (ii) reflection is not 

modelled. 

The results of the steady-state calculation are shown in Tab. 2. The computed overall (FW + LIMs + DIV) radiative 

load distribution appears to be significantly peaked over the outboard DIV plate with a maximum of 1.71 MW/m2. The 

distribution outside the DIV region (FW + LIMs) is instead characterized by a higher uniformity and a peak load of 

0.311 MW/m2 occurring on the lower outboard FW. Such figures are in qualitative agreement with previous simulations 

of the EU-DEMO normal operation heat load, performed by means of a different computational tool [5]. Moreover, in 

either case, the steady-state requirements on the peak (≲ 10 MW/m2 on DIV [25] [34]  and ≲ 1-1.5 MW/m2 on FW [4] 

[5] [6]) are fulfilled even by accounting for the peaking factor. 

 

4. Conclusions and perspective 

In this work, the CHERAB code was tested by evaluating the radiative heat load distribution over the EU-DEMO PFCs. 

Wavelength and time dependence of the emitted radiation were neglected, and the source was assumed to be isotropic. 

For all the simulations performed, energy conservation was checked, as well as the independence of the results on the 

mesh, 𝑁ray and SSS.  

First, we presented the results of the simulations related to a scenario of a plasma disruption mitigated by means of SPI. 

We performed a parametric study changing the pellet penetration depth from the IMP, as this is an uncertain parameter. 

Although the injection from IMP in EU-DEMO itself is unlikely to be practically implemented, this scenario embodied 

a suitably challenging testbed for the CHERAB code. 

The parametric study showed that the maximum power load 𝑞max is: ∼ 1.0 ⋅ 104 MW/m2 on the inboard FW mid-plane 

with shallow penetration; ∼ 1.5 ⋅ 103 MW/m2 and ∼ 5.6 ⋅ 102 MW/m2 on the outboard equatorial limiter with, 

respectively, intermediate and deep penetration. Nevertheless, even in this last, more favorable condition - which is not 

necessarily feasible in practice - and even neglecting any peaking factor, we estimated that the peak heat impact factor 

with a deep penetration of the impurities is ∼ 18 MJ ⋅ m-2 ⋅ s-0.5, which is larger than the W damage threshold of ∼ 10 

MJ ⋅ m-2 ⋅ s-0.5 [16] [33]. Nonetheless, further studies at a higher level of detail to compute more accurate estimates of 

the peak heat impact factor are planned.  

Second, we showed the results of a radiative heat load calculation in normal operation scenario. With a computed 

maximum heat load of ∼ 1.7 MW/m2 on the outboard DIV plate and ∼ 0.31 MW/m2 on the lower outboard FW 

segments, steady-state constraints are satisfied even if the peaking factor (∼ 3) is accounted for.  

In perspective, we plan to include in our model reflecting solid surfaces, wavelength dependence of the radiation 

emission [20] and more realistic source geometries. Considering multiple SPI also represents an attractive improvement 

of the baseline approach here discussed [1]. 
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