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Abstract—Being as power-efficient as possible is becoming an
issue of increasing importance in optical networks due to the
continuous increase of requested capacity resulting from the
exponential growth of IP traffic. In this work, we investigate
the trade-off between network capacity and energy consumption
in optical transport networks when considering (i) three coherent
transceiver implementations; (ii) two capacity upgrade strategies,
and (iii) uniform and nonuniform traffic distributions. We show
that, in Deutsche Telekom (DT) reference network, a nonuniform
traffic distribution leads to an increase in network capacity of
about 100 Tbps with respect to the uniform case. Interestingly,
the nonuniform traffic distribution showed that, in the DT
reference network, more traffic could be transmitted with less
energy consumption than when considering the uniform traffic
distribution. Additionally, it is also shown that C+L systems
lead to an only negligible increase in energy consumption while
attaining comparable network capacity as adding a second optical
fiber and using C-band only for the three considered coherent
transceiver implementations. Newer transceivers are found to
be very power efficient when compared with older ones. This
is a consequence of technological advances enabling to increase
capacity via using higher-order modulation formats and baud
rates. In the case of the ZR implementation, a compromise
between lower power consumption and capacity was reached to
address shorter links.

Index Terms—Optical fiber communication, multi-band, trans-
mission modeling, optical amplification

I. INTRODUCTION

To cope with the continuous increase of network traffic
boosted, for example, by the worldwide COVID-19 pan-
demic [1] and simultaneously limit the overall power con-
sumption of telecommunication networks [2], high capacity
as well as power-efficient transceivers (TRXs) are required.
Furthermore, to increase the capacity of Wavelength-Division
Multiplexing (WDM) systems – that nowadays operate in C-
band only with a spectrum of around 4.8 THz – two techniques
have been proposed: (a) spatial division multiplexing (SDM)
and (b) band division multiplexing (BDM) [3]. The latter aims
to exploit the full low-loss spectrum of the widely deployed
ITU-T G.652.D optical fiber, which exceeds 50 THz [4]–[6],
by exploiting the benefits of the other single-mode bands.

BDM, not only cost-effectively increases network capacity [4],
but also has the potential to reduce the capital expendi-
ture (CAPEX). On the contrary, the SDM approach relies on
the availability of dark fibers or on the deployment of new
ones. Some analyses have already been carried out regarding
the power consumption of TRXs. In [7], the authors showed
that the scaling of Intel’s integrated circuit CMOS node size
is decreasing every two years. Moreover, the availability of
digital signal processing application-specific integrated circuit
(DSP ASIC)s at the respective CMOS node size has been
shown in several other works [8]–[10]. The CMOS power
consumption depends on the node size, with an energy re-
duction of ∼30% in each process step [11]. In 2013, the
Optical Internetworking Forum (OIF) defined an implementa-
tion agreement (IA) for the application of coherent techniques
in pluggable form factors [12]. One of the latest IAs is the
400ZR [13], which defines a power-efficient and cost-effective
coherent interface to support 400 Gbps using the symbol rate
of 59.84 Gbaud. In [12], the authors analyzed how coherent
DSP and ASICs scale with power dissipation and developed
a model to predict data rates as well as energy consumption
of TRXs based on coherent transmission technology. In this
work, we perform a statistical network assessment [14] over
DT network topology with uniform [5] and nonuniform [6]
traffic distributions. We compare the performances of three dif-
ferent coherent transceiver implementations applied together
with BDM or SDM. For BDM, we consider both the L- and
C-band, while, for SDM, we activate an additional dark fiber
operating on the C-band only. Moreover, for SDM, we assume
the Core Continuity Constraint (CCC), which is enforced
by the reconfigurable optical add-drop multiplexer (ROADM)
[15]. Results highlight that BDM (C+L-band transmission)
leads to comparable performance as SDM (with two fibers),
with the latter exhibiting just a minor advantage with respect to
network capacity and energy efficiency. This observation sup-
ports that BDM is a cost-effective capacity upgrade strategy.
Furthermore, the dependence of energy efficiency on traffic
load is shown to be similar for all analyzed cases.



II. METHODOLOGY

In this work, we modeled a light path (LP) based on
two Gaussian disturbances: amplified spontaneous emission
(ASE) noise and nonlinear interference (NLI), introduced by
the amplifiers and fiber propagation, respectively. To this
end, the quality of transmission (QoT) at the end of each
fiber span can be estimated by the generalized signal-to-noise
ratio (GSNR) [5]. The ASE noise power can be calculated as
given in Eq. 1.

PASE,i = hfiNF(fi)G(fi)Bref (1)

where h is the Planck’s constant, Bref is the reference band-
width, and G(fi) and NF(fi) are the gain and noise figures
of the amplifiers in fi, respectively. The Generalized Gaussian
Noise (GGN) model is used to calculate the nonlinear (NLI)
contribution of fiber transmission [16], [17]. The effects of
spectral and spatial variations of fiber loss as well as the spon-
taneous Raman scattering (SRS)-induced [18] inter-channel
power crosstalk have been considered. As a result, the NLI
power is given by:

PNLI,i = GNLI(fi)Bref (2)

in Eq. 2, the NLI power spectral density (GNLI(fi)) is pre-
sented. By using the described methodology, the Generalized
Signal-to-Noise Ratio (GSNR) for a single span can be calcu-
lated as:

GSNRi =
PS,i

PASE,i + PNLI,i
=
(
OSNR−1i + SNR−1NL,i

)−1
(3)

GSNRi,l =
1∑

s∈l(GSNRi,s)−1
(4)

In eq. 3, PS,i indicates the fiber input power, and OSNRi

and SNRNL,i are the optical signal-to-noise ratio (OSNR) and
NLI signal-to-noise ratio, all evaluated for the i-th channel
under test. After evaluating the GSNR of a single span, we
can use Eq. 4 to find the total GSNR of a LP l in the i-
th frequency channel. The GSNR profile has been depicted
in Fig. 1, which transmission over ITU-T G.652D fiber with
a uniform span length of 75 km is assumed. Erbium-doped
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Fig. 1: GSNR profiles for a single 75 km span in C and C+L
band transmission.

fiber amplifier (EDFA) lumped amplification is considered
for both C- and L-bands [19], with the fiber losses being
fully compensated at the end of each fiber span. Moreover,
average noise figures of 4.25 and 4.68 dB are considered
for the EDFAs in C- and L-band, respectively. 64 channels
deployed in each band, where each channel is allocated a
75 GHz frequency slot. Line interfaces are applied to operate
at a symbol rate of 64 Gbaud; and, a 500 GHz guard band
is imposed between C- and L-bands. The Locally Optimized
Globally Optimized (LOGO) approach is used for optical
power optimization, which indicates the optimum launch pow-
ers of -2.11 dBm for the C- and -1.99 dBm for the L-band
in the aforementioned conditions per span. As a result, the
average GSNR for the C-band only system (i.e., assuming the
L-band is not used) is 30.28 dB with a minimum GSNR of
30.08 dB and the maximum GSNR of 30.48 dB; however,
if both bands are used, the average GSNR is decreased to
29.61 dB with the minimum and maximum GSNR values of
29.17 and 29.83 dB, respectively, in the C band, and 29.32 dB
with the minimum and maximum GSNR values of 28.92 and
29.72 dB, respectively in the L-band. This result highlights
that, due to the SRS effect, the QoT in the C-band decreases
by about 1 dB when enabling the L-band.

III. DATA AND NETWORK ANALYZES

The DT network topology with 17 nodes and 26 links [6]
is considered in this work. A disaggregated abstraction of the
physical layer based on the GSNR as QoT criteria is exploited
in this network [20], [21]. As detailed in the previous section,
the launched optical power is first optimized to maximize
the GSNR [22], which calculated by using the open source
library GNPy [23]. Then, we apply the Statistical Network
Assessment Process (SNAP), which is a Monte-Carlo based
software, to derive networking, traffic and energy metrics [14].
The network is progressively loaded with traffic following
either a uniform or a nonuniform Joint Probability Density
Function (JPDF) [6]. The number of Monte-Carlo in the SNAP
considered equal to 30000, with the best GSNR wavelength
assignment policy. The K-shortest path algorithm being used
with Kmax = 15 as the number of alternative shortest paths
between source and destination nodes.

Three different transceivers are manipulated in the network
in order to asses the behavior of it in terms of capacity
and energy consumption. Table I reports the capacity and
energy consumption for the three considered TRXs implemen-
tations (considering the operation of each TRX with different
data rates and distances): TRX Flex Format 16 (FF16) [12]
models a TRX from the year 2016; FF20 is the prediction for
a standard TRX in the year 2020 [12] and, finally, the ZR
TRX is defined as 400ZR IA of OIF [24].

As shown in Table I, the ZR TRX supports 16QAM, 8QAM,
and QPSK modulation formats only1. However, FF16 was
supporting 32QAM, and based on this scenario, it has assumed

1400ZR IA defines only 400G transmission with 16QAM < 120km.
Nevertheless, it is a common assumption in the industry that the other modes
will be possible and this is often designated as OpenZR+.



TABLE I: TRXs modelling assumptions.

TRX mod.
form.

Data rate
[Gb/s]

Typical Reach
[km]

P[W]

ZR [24] 16QAM 400 L<120 15
16QAM 400 120<L<450 20
8QAM 300 450<L<1500 18
QPSK 200 1500<L<2500 16
QPSK 100 2500<L 13

FF16 [12] 32QAM 500 L<200 42.5
16QAM 400 200<L<1000 38
8QAM 300 1000<L<2000 35
QPSK 200 2000<L<4000 32
QPSK 100 4000<L 35

FF20 [12] 32QAM 500 L<600 27
16QAM 400 600<L<1500 22
8QAM 300 1500<L<3500 20
QPSK 200 3500<L<6000 18
QPSK 100 6000<L 50

FF20 will support also 32QAM for shorter reach applications
in [12]. Consequently, a maximum data rate of {400, 500,
500} Gb/s are attainable by ZR, FF16, and FF20 TRXs,
respectively. Although operation at about 64 Gbaud only is
assumed in this work, operation at smaller baud rate is still
possible when using these TRXs to enhance the reach or
improve spectral efficiency. An example of such operation is
depicted in Table I by 100 Gb/s QSPK, which operates at
about 32 Gbaud. A maximum energy consumption of 20 W
is assumed for ZR TRX, when using 16QAM modulation
format to reach a distance between 120 km and 450 km. For
FF16, a maximum power consumption of 42.5 W is attained
when using the most aggressive modulation format (32QAM)
designed for short distances, i.e., < 200 km. On the contrary,
the maximum predicted energy consumption for FF20 is 50 W
which is reached when using QPSK modulation format to
bridge distances exceeding 6000 km; as a consequence of
the increase of DSP power requirements to compensate for
the transmission effects, such as the accumulated chromatic
dispersion. Please note that both FF16 and FF20 TRXs are
assumed to have a FEC overhead of 28%, but this parameter
decreases to 15% for ZR TRX. During operation, the optimal
modulation format with respect to the distances that they
support is selected with taking into account the LP QoT.
The Required OSNR (ROSNR) for each modulation format is
investigated in [25]. Here, they present a ROSNR in back-to-
back operation (B2B) for different modulation formats, {14,
18, 21, 25} dB for QPSK, 8QAM, 16QAM, and 32QAM,
respectively.

IV. RESULTS

In this section, we analyze the impact of using three dif-
ferent TRXs implementations on the analyzed topology (DT)
in terms of network capacity and energy consumption when
employing SDM-CCC (2×fiber) and BDM upgrade (C+L
band) strategies with two different JPDFs for the traffic
distribution. In the case of SDM-CCC, we assume C-band
transmission only in both fibers; however, in the case of BDM,
we propose to allocate channels also in the L-band. It is worth

mentioning that the number of channels in the C and L band
is considered as the same number, 64, in order to have a
meaningful comparison between SDM and BDM upgrades.

Turning to the results, Figures 2(a) and (b) show the
blocking probability (BP) versus total allocated traffic when
considering single-fiber C-band only transmission (ref ), SDM,
and BDM for both uniform and nonuniform JPDF traffic distri-
butions. It is observable that FF20 TRX at this network leads to
the largest total allocated traffic in all scenarios in comparison
to the other TRX implementations. This is a consequence
of supporting the more spectral efficient modulation formats
– 32QAM –, while, also having better optical performance
(i.e. longer reach) in comparison to the both of FF16 and
ZR. Next, the TRX of FF16 provides a capacity between
ZR and FF20 TRXs implementations. Figures 2(a) and (b)
also show that the capacity of the network is similar when
using the SDM-CCC (2×fibers in C-band) and BDM (single
fiber in C+L-band) upgrade strategies for all analyzed TRX
implementations. Indeed, for the same blocking probability,
the difference in the allocated traffic between SDM and BDM
upgrades is always negligible. For instance, in the FF20 TRX
the difference of allocated traffic between SDM and BDM
at blocking probability of 1% is 5.6 Tbps and 2.3 Tbps
for uniform and nonuniform JPDFs, respectively. Fig. 2(c)
is prepared to better explanation of the network behavior in
different upgrades. This figure shows the capacity of the DT
network as well as the traffic multiplicative factor, i.e., the
ratio of allocated traffic in BDM (or SDM) with respect to the
reference case at BP = 1% with uniform and nonuniform
JPDF for the traffic distribution. The analysis of Fig. 2(c)
shows that the network capacity increases by about 100 Tbps
in the nonuniform case in comparison with the uniform
traffic distribution. The reason of network capacity increasing
with nonuniform JPDF is the proximity of densely populated
cities (nodes) at this network. Therefore, distances between
nodes will be decreased, consequently wavelength continuity
would be increase and most efficient modulation formats will
be used. Moreover, both BDM and SDM upgrade strategies
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Fig. 2: (a) uniform (b) Nonuniform - BP versus allocated
traffic, respectively, and (c) capacity (multiplicative factor
inset) for each upgrade at BP = 1% for DT topology.

perform similarly, showing a comparable multiplicative factor,
exceeding 2, for all cases. This value can be explained by the
increase in the number of available wavelengths, i.e., two times
in both BDM and SDM-CCC, which results in a benefit in
terms of statistical multiplexing when searching for available
wavelength resources. It is worth mentioning that the small
difference between SDM and BDM results mainly from the
different of obtained QoT in the two scenarios. In other words,

the QoT in the BDM upgrade is ≈1 dB less in comparison to
the C band only which is used in SDM-CCC upgrade.

After capacity investigation in DT network by using SDM
and BDM upgrades, energy consumption analyzed to show a
comprehensive comparison between two upgrades. Figure 3
presents the energy consumption in Joule per bit (Jpb) when
considering both uniform and nonuniform JPDF for traffic
distribution. The results show that SDM for capacity upgrade
consumes slightly lower total energy consumption in compar-
ison to the BDM upgrade. Moreover, for all TRX implemen-
tations, the power consumption (required Jpb) remains mostly
independent of the traffic load until a specific load (250 Tbps).
For instance, {17.27, 20.13, 17.76} dBjpb in SDM and {17.28,
20.16, 17.78} dBjpb in BDM upgrade for ZR, FF16 and FF20
TRXs, respectively. This result means that, to send a bit in
the DT network, the network operator has to support a fixed
energy consumption for each bit until reaching this specific
traffic load (250 Tbps). After that threshold (250 Tbps), the
required energy can grow sharply (e.g. see Fig. 3(a)), because
the network starts to saturate, leading to the need to resort to
longer lightpaths (LP). This, is turn, leads to the use of less
spectral efficient modulation formats, which implies that more
transceivers are required to fulfill the traffic requirements.
Importantly, the described behavior also depends on the TRX
implementation. For instance, the better performing FF20 only
experiences the described behavior for higher traffic loads.
As can be seen in Fig. 3 (a) and (b), FF16 and FF20 not
only enable increasing the capacity when considering the
nonuniform JPDF for traffic distribution, but also lead to a
small decrease of the energy consumption. On the contrary,
a different behavior is observed with the ZR TRX. In this
case, the capacity is still increased in the nonuniform case
but the energy consumption also increases slightly from about
17.27 dB to 17.36 dB. This increase in energy consumption
in nonuniform JPDF with ZR TRX due to the shortening
the LPs ( proximity of densely populated cities (nodes) at
this network leads to a decrease in the length of requested
LPs.) and consequently using the most efficient modulation
formats, which their power consumption are high (see Table I);
so, energy consumption has grown at this JPDF. In addition,
in this topology, the energy consumption penalty between
the BDM and SDM-CCC upgrade strategies decreased in
the nonuniform JPDF case in comparison with the uniform
one. According to Fig. 3, the traffic difference between two
BP of 0.1% and 10%, decreased more than 38 Tbps when
considering the nonuniform distribution instead of the uniform
one. In other words, network saturation speed is increasing
when nonuniform JPDF manipulate in the traffic distribution
in comparison to the uniform case. In Fig. 3 (a), (b), and
(c), the required energy per transferred bit for three different
values of BP has been marked with: ⊗, ♦ and Θ, identifying
BP equals to 0.1%, 1% and 10%, respectively. These markers
show that, for ZR and FF16 TRX implementations, the energy
consumption increases sharply, in the range of 95 Tbps;
however, in the nonuniform JPDF, this range decreases to
54.9 Tbps. On the contrary, this difference is 105 Tbps in
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Fig. 3: Energy consumption per bit – as Joule per bit – versus total allocated traffic for (a) FF16, (b) FF20 and (c) ZR TRXs
for SDM and BDM with uniform and nonuniform JPDF traffic distribution in DT topology. ⊗, ♦, and Θ identify the BP of
0.1%, 1%, and 10%, respectively.

uniform and 62 Tbps in the nonuniform JPDF, more than other
TRX implementation in FF20, and the energy consumption
changes were smooth in the BP range from 0.1% to 10%.

V. CONCLUSIONS

We analyzed the DT reference networks in terms of capacity
and energy consumption per bit for two SDM-CCC (2×fiber)
and BDM (C+L-band) capacity upgrade strategies by em-
ploying ZR, FF16 and FF20 transceiver implementations. We
showed that adding the L-band to a C-band system has practi-
cally the same effect on the network capacity as using a second
dark fiber making use of C-band-only. Moreover, a traffic
multiplicative factor exceeding 2 times was found for both
upgrade strategies. Furthermore, we investigated the impact of
each TRX implementation in the network when applying uni-
form and nonuniform JPDF for traffic distribution. Although
both upgrade strategies extend the capacity of networks by
more than two times, it was observed that changing the JPDF
from uniform to nonuniform leads to increase the network
capacity about 100 Tbps. With respect to energy efficiency,
both SDM and BDM solutions behave similarly with a given
gap between each TRX implementation, which results natu-
rally from their different characteristics (modulation formats
supported, typical reach, and power consumption). Moreover,
we show that the energy consumption normalized to the carried
traffic load shows a constant value in both networks until a
specific threshold traffic load related to capacity exhaustion.
Above this value, the need to route traffic over longer paths
results in the use of less spectral efficient modulation formats,
consequently increasing the number of optical interfaces and
energy consumption.
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