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Summary

Liquid metals (LMs) are used in both fusion and fission nuclear systems: in
advanced divertor solutions and in breeding blankets for fusion reactors, and as
coolants for fission fast reactors. The present thesis reports the research work
carried out by the candidate along two main lines:

I. the modelling of Liquid Metal Divertors (LMDs) for future nuclear fu-
sion reactors, including the interactions of the LM with the Scrape-Off Layer
(SOL) plasma;

II. the multi-physics (neutronics and thermal-hydraulic) modelling of the full
core of Liquid Metal-cooled Fast Reactors (LMFRs).

I. Liquid metal divertors LMDs are currently being considered as an alter-
native solution to the power exhaust problem in future fusion reactors, because of
their self-healing features, among others. In the first part of the thesis, the develop-
ment and application of computational tools to model LMDs, with specific focus on
the interactions of the LM with the SOL plasma, are reported. Two different LMD
designs are considered: the first, having an ITER-like shape of the plasma-facing
components, is based on the Capillary-Porous Structure (CPS) concept, while the
second is based on the “vapor-box” divertor concept.

First, the results of simulations aimed at assessing the effect of installing a
CPS-based, ITER-like LMD in the EU DEMO tokamak, within the same en-
velope of the reference solid divertor, are presented. The SOLPS-ITER code was
used to model the SOL plasma and neutral species (both fuel neutrals and metal
eroded from the target), with the latter treated by means of a fluid model, for the
sake of simplicity. SOLPS-ITER was coupled to an ad-hoc developed model for
the target temperature distribution, to allow for the self-consistent evaluation of
temperature-dependent erosion phenomena such as evaporation. In this way, a fair
comparison between Li and Sn as materials for an LMD target could be performed.
First simulations considering only D and Li (or Sn) suggested that the margin for
operating an ITER-like LMD in the EU DEMO without any additional impurity
seeding could be narrow, if existing. For this reason, further simulations assessing
the effect of seeding Ar in the SOL to further reduce the target heat load, and thus
the metal erosion rate, were performed. Results show a noticeable and promising
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widening of the operational window in terms of both core plasma compatibility and
tolerable target heat flux.

Second, a simplified but self-consistent model for an LM vapor-box divertor
is presented, together with its application to the Divertor Tokamak Test (DTT)
facility, which is under construction in Italy. Given the upstream plasma conditions,
the model evaluates the plasma heat and particle flux on the LM surface, the
thermodynamic state of the metal (liquid and vapor) in the divertor boxes and the
temperature distribution in the solid walls. Also for this design, the model is used
to compare Li and Sn as possible LMs, in terms of operating temperatures and of
metal vapor flux from the divertor box system towards the main plasma chamber.
The results indicate that, for both Li and Sn, this design allows to reduce the
impurity flux towards the main plasma by ∼ 2 orders of magnitude. However, only
for Li the evaporation and radiation cooling are effective in reducing the target heat
load, thanks to the relatively large Li concentration inside the boxes.

II. Liquid Metal-cooled Fast Reactors The development of LMFRs is cur-
rently under way within the Generation-IV program. In particular, Italy is involved
in the development of the design of the Advanced Lead-cooled Fast Reactor Euro-
pean Demonstrator (ALFRED). In the second part of the thesis, the development,
validation and application of computational tools to model the full-core, coupled
neutronic and thermal-hydraulic behavior of LFRs is reported.

First, the design, development and preliminary validation of a Design-Orien-
ted Code, TIFONE, aimed at evaluating the effect of the inter-subassembly
heat transfer in the core of an LMFR, is presented. The code is based on the
sub-channel method and the development was carried out in compliance with the
ENEA software quality assurance requirements. TIFONE computes the axial and
perimetrical coolant temperature profiles in the inter-subassembly gaps throughout
the whole core, as well as the axial and perimetrical wrapper temperature profiles,
and notably the (possibly) different values of each side of the wrapper itself. The
code results allow the core designers to assess the presence of cold by-passes and
of excessive thermal gradients among opposite faces of the wrapper of each sub-
assembly, as well as the effectiveness of possible gagging schemes in mitigating these
undesired phenomena. The code was compared with experimental data from the
KALLA inter-wrapper flow and heat transfer experiment, confirming its ability in
reproducing the measured data in its anticipated validity domain.

Second, the application of FRENETIC, a multiphysics (neutronic/ther-
mal-hydraulic) code recently developed at Politecnico di Torino, to the full-core
analysis of the ALFRED design is presented, together with results of the bench-
marking activity against high-fidelity single-physics codes (Serpent for Monte Carlo
neutron transport and OpenFOAM for CFD). The satisfactory results obtained for
these benchmarks confirm the suitability of FRENETIC for the characterization of
the ALFRED core in both steady-state and time-dependent conditions.
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Chapter 1

Introduction

Οὐδεὶς δύναται δυσὶ κυρίοις δουλεύειν· ἢ γὰρ τὸν ἕνα μισήσει, καὶ τὸν

ἕτερον ἀγαπήσει· ἢ ἑνὸς ἀνθέξεται, καὶ τοῦ ἑτέρου καταφρονήσει.

No man can serve two masters: for either he will hate the one, and love
the other; or else he will hold to the one, and despise the other.

– Mt. 6:24

The present thesis deals with applications of Liquid Metals (LMs) for both fusion
and next-generation fission nuclear reactors. The overall nature of the work can
be described as the development, verification, validation and application of com-
putational tools for the design and analysis of intrinsically multi-physics nuclear
systems based on liquid metals.

Two lines of activity are presented: the modelling of Liquid Metal Divertors
(LMDs) for future fusion reactors, including the interactions of the eroded metal
with the plasma; and the modelling of the core of Heavy Liquid Metal Cooled
Reactors (HLMCRs). These two lines of activity are addressed separately in the
respective parts of the thesis.

To guide the reader through this two-headed work, this introductory chapter
has been added with the purpose of briefly providing introduction and motivation
for each line of activity, together with a clarification of the aim of the work and an
outlook of the key results obtained.
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1.1 Liquid Metal Divertors for nuclear fusion re-
actors

1.1.1 Background and motivation
Nuclear fusion has the potential to provide almost unlimited, carbon-free energy
without producing long-lived radioactive waste [42]. The most promising fusion
reactor concept is the tokamak, involving the confinement of a hot, ionized gas (the
plasma) away from the tokamak chamber walls by means of magnetic fields.

The arrangement of magnetic field lines in a tokamak defines two regions: the
central core plasma, hotter than the Sun (∼ 100 MK) where fusion reactions occur,
and the external, edge plasma or Scrape-Off Layer (SOL) [209, 190]. In the SOL,
the magnetic field lines intersect suitably designed solid surfaces called divertor
targets. The anisotropy of plasma transport, which preferentially occurs along the
field lines, determines a relatively small wetted area for energetic plasma particles
to strike on the divertor targets. The resulting heat fluxes are of the order of tens
of MW/m2, comparable with conditions at the surface of the sun or to a rocket
exhaust. In a reactor, these harsh conditions must be withstood 24/7 without the
need for frequent component replacement, which would hinder the economic feasi-
bility of nuclear fusion electricity production. This requires to minimize not only
the probability of component failure, but also the target erosion arising from the
plasma impact. The design of a reliable solution to this challenging Power EX-
haust (PEX) problem is among the milestones indicated in the European Research
Roadmap to the Realization of Fusion Energy [42].

The strategy adopted for current fusion devices, including the ITER experi-
ment (under construction in Cadarache, France) is based on using actively cooled
tungsten (W) monoblocks as Plasma-Facing Components (PFCs), while relying
on seeded impurities to operate in a condition of partial or full detachment, thus
minimizing target erosion. The latter would not only pose concerns in terms of di-
vertor lifetime, but also threaten the purity of the core plasma, possibly leading to
radiation losses which are incompatible with the fusion performance requirements.
Additionally, complete suppression or, at least, mitigation of Edge-Localised Modes
(ELMs) is required. ITER operation should prove the feasibility of this scenario in
terms of detachment control, high radiation fractions and ELM suppression [220].

However, even if this baseline or ITER-like strategy will be successfully tested
in ITER, this does not guarantee extrapolation to future fusion reactors such as
the EU DEMO, whose pre-conceptual design is ongoing within the EUROfusion
consortium, for the following reasons:

• the more significant neutron fluence, due to the larger fusion power and fore-
seen operational time, will lead to component embrittlement over time;

• the fraction of the power entering the SOL which must be radiated in the EU
DEMO will be larger, in view of the larger unmitigated heat flux;
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• also the fraction of power to be radiated in the core plasma will be larger;
• the larger energy stored in the EU DEMO plasma implies that ELM must be

suppressed completely to avoid component damage.
For this reason, alongside with the refinement of this baseline strategy, alterna-
tive solutions are being developed within EUROfusion, and even a dedicated ex-
periment, the Divertor Tokamak Test (DTT), is being built at ENEA Frascati,
Italy [52, 3, 53].

One possible alternative solution involves the use of Liquid Metal (LM) “shields”
to protect the divertor targets. The key strength of this idea is the self-healing
nature of a liquid surface, as opposed to a solid one. LM erosion, which is caused
by evaporation and sputtering associated to the plasma impact on the target, can
indeed be compensated by replenishing the exposed surface with “fresh” LM. By
coating the divertor target with a LM-wetted Capillary-Porous Structure (CPS),
capillary forces can be exploited to passively “pump” the LM from a reservoir (which
could be embedded in the divertor target) to the eroded surface, thus providing the
required replenishment – the same working principle as for a candle wick. Using
a CPS also prevents undesired droplet ejection by counteracting electromagnetic
forces which would otherwise tear the LM layer apart. Moreover, the eroded metal,
hereafter called vapor for simplicity, is responsible for the vapor shielding effect,
leading to the radiation of part of the plasma energy before it is deposited on the
Plasma-Facing Surface (PFS) [201]. The combined effect of passive replenishment
capabilities and vapor shielding might lead to a divertor target featuring a longer
lifetime and a superior resilience to transient events. Lithium (Li) and Tin (Sn)
are currently regarded as the most promising metals to be used in a Liquid Metal
Divertor (LMD).

Among the downsides of LMDs, there is the fact that target erosion can be
significant due to evaporation and thermal sputtering acting on top of physical
sputtering [7, 2]. This might lead to unacceptable core plasma dilution (in the case
of Li) or to intolerable power losses from the core plasma (in the case of Sn) [132].
For this reason, while designing LMD targets, it is of paramount importance to
assess their compatibility with an EU DEMO-relevant plasma scenario. This re-
quires to self-consistently model the edge plasma and the divertor target erosion,
as well as the impact of impurities on the core plasma performance. The problem
of simulating an LMD target, considering the interactions of the eroded metal with
the plasma, was addressed in the past by means of simplified models [67, 66, 139,
118]. More recently, simulations of the eroded metal transport in the SOL, with a
detailed account of its interactions with the plasma, have been performed by means
of 2D edge plasma codes, namely UEDGE [169, 164] and SOLPS-ITER [119, 51].
2D self-consistent simulations were also performed using TECXY [154, 153], and
integrated target-edge-core simulations were performed using COREDIV [156].

From this very brief overview on the state of the art of SOL plasma modelling
in the presence of an LMD, it can be seen that the problem of self-consistency
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has only marginally been addressed. Although self-consistent calculations using
TECXY and COREDIV allowed to perform early and extensive parametric scans
over reactor operating conditions, some known code limitations, including the sim-
plified treatment of neutrals and the consequent impossibility to deal with detached
plasma regimes, limit the applicability range of these codes.

1.1.2 Aim of the first part of the thesis
The discussion above points out the need for self-consistent simulations to as-
sess the performance of LMDs in future fusion reactors such as the EU DEMO,
comparing the performance of different LMs and LMD designs in terms of:

• peak heat flux to the target;
• impurity transport in the SOL and core contamination.

This work aims at addressing this need in two ways:
1. by adapting existing state of the art modelling tools (SOLPS-ITER);
2. by purposely developing fast-running tools to support the divertor design

process.

1.1.3 Summary of key results
SOLPS-ITER simulations of an LM divertor for the EU DEMO

The simplest way to integrate an LMD in the EU DEMO design is to coat the
divertor target by means of a CPS while keeping the same shape of the PFC (an
open, or ITER-like LM divertor, schmematically indicated in Figure 1.1).

In this work, the compatibility of an LMD using Li or Sn with an EU DEMO
plasma scenario is studied by simulating the transport of the eroded metal and
its interactions with the plasma, evaluating the target erosion in a self-consistent
way. The SOLPS-ITER code, which is currently the reference code for SOL plasma
simulations in support of divertor design within EUROfusion, was employed [211].
SOLPS-ITER provides a 2D multi-fluid description of the charged plasma species
(e.g. H+, Li+, Li2+, Li3+) and either a fluid or a kinetic description of neutral
species (e.g. H0, Li0). The outboard midplane electron density at the separatrix
was varied from ∼ 40% to ∼ 52% of the Greenwald density, to assess the robustness
of the proposed solution to different reactor operating conditions. An external tar-
get erosion model was developed and coupled to SOLPS-ITER, to self-consistently
account for plasma-vapor interactions. For Li, the study considered a design con-
sisting in a thin (2 mm) W plate covered by a Li-filled CPS, 0.5 mm thick, and
actively cooled via a water-gas spray impinging on the back of the plate – the side
not exposed to the plasma heat flux [202]. The maximum tolerable heat flux of
this design is ∼ 20 MW/m2, the limiting factor being the mechanical stresses on
the actively cooled W substrate on which the plasma-facing CPS is placed. For
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Figure 1.1: Sketch of the EU DEMO baseline divertor (CAD from [126]), with a
picture of a CPS from [124].

Sn, a design proposed by ENEA was instead considered [167]. In the present work,
this figure is taken as a reference, although it is recognized that the problem could
be circumvented by reducing the size of the units, if this is compatible with the
adopted cooling strategy. For this design, a 2 mm-thick CPS, intended to continu-
ously resupply the Plasma-Facing Surface (PFS) with liquid Sn passively pumped
from an LM reservoir, is placed on top of a CuCrZr heat sink, which is actively
cooled by pressurized water (50 bar) flowing in cooling channels. According to de-
sign calculations, heat fluxes as large as ∼ 40 MW/m2 can be tolerated, the limiting
factor being the Critical Heat Flux (CHF) to the coolant. In the present work, this
figure is taken as a reference, although it is recognized that the temperature range
of the copper alloy can represent the limiting factor, leading to a lower tolerable
heat flux.

A first set of calculations considering only D and Li (or Sn) showed a significant
reduction of the target heat load with respect to reference simulations considering
only D, thanks to the vapor shielding effect. Nevertheless, the computed peak heat
flux to the target (∼ 31 MW/m2 for Li and ∼ 44 MW/m2 for Sn, respectively)
was still larger than the power handling limit of the above-mentioned LMD con-
cepts. Moreover, the Li concentration in the pedestal region, which was regarded
as a proxy for the core plasma dilution, was computed to be approximately three
times larger than the tolerability limit suggested by previous COREDIV simula-
tions [157], even at the largest separatrix density considered in this study. For
Sn, the concentration in the pedestal was instead found to be acceptable only at
the largest values of the outboard midplane electron density at the separatrix here
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considered. These results suggest that the operational window of an LMD using
Li or Sn for the EU DEMO without any additional impurity seeding might be too
narrow, if it exists, with Sn being more promising than Li.

These results motivated a second set of calculations to assess the effect of seeding
Ar in the SOL, aimed at further reducing the target heat load, and consequently
the metal erosion rate - a technique adopted in conventional divertors. Increasing
levels of Ar seeding were considered. The results indicate that Ar radiation in
the SOL effectively replaces Li/Sn radiation in the proximity of the target, thus
allowing to operate the LMD in a regime of low target erosion. The resulting
operational window for the EU DEMO equipped with an LMD using either Li or
Sn in combination with Ar seeding was found to be significantly wider, both in
terms of acceptable core plasma contamination and of tolerable peak target heat
flux.

Numerical modelling of an LM vapor box divertor for the DTT

A second possible LMD design, inspired by Goldston’s vapor-box divertor, was also
considered [65, 67]. This design involves an Evaporation Chamber (EC) contain-
ing an LM pool, corresponding to the plasma strike point. To reduce the flux of
metal arising from the evaporation of the pool, a second chamber (called Differ-
ential Chamber (DC)) is added. This design, as suggested by Goldston, allows to
concentrate strong plasma-vapor interactions, leading to a beneficial strong plasma
cooling, within the “boxes”, limiting the amount of vapor threatening the core
plasma purity, as schematically indicated in Figure 1.2. The reduction of the vapor
flux towards the Main plasma Chamber (MC) is achieved by means of the passive
pumping provided by condensation. This design, albeit more difficult to integrate
in a fusion reactor, could be effective in preventing the vapor leakage towards the
plasma core, with the additional benefit of reducing the amount of LM to be rec-
ollected from the reactor internal walls.

To study such a system, a new, self-consistent model was developed, and applied
to a possible vapor-box divertor for the DTT, which is schematically represented
in Figure 1.2. The choice of developing a new, simplified model was motivated by
two main facts:

• it is difficult to set up a SOLPS-ITER simulation in a configuration featuring
baffles;

• during the pre-conceptual design phase of the system, simplified and fast-
running models are required.

The model includes the most relevant aspects of the physics of a vapor-box di-
vertor, as well as some engineering elements. Given the upstream plasma conditions
and for a fixed divertor geometry, the code implementing the model computed the
plasma heat and particle flux on the LM surface, the thermodynamic state of the
metal (liquid and vapor) in the divertor boxes and the temperature distribution in
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Figure 1.2: Cross section of the DTT closed vapor box divertor geometry. Radial
coordinates start from the symmetry axis of the torus. The interaction region
between SOL plasma and metal vapor is schematically indicated.

the solid walls. Also for this design, the model is used to compare Li and Sn as pos-
sible LM choices, in terms of operating temperatures and of metal vapor flux from
the divertor box system towards the main plasma chamber. The results indicate
that, for both Li and Sn, this design allows to reduce the impurity flux towards the
main plasma by ∼ 2 orders of magnitude. However, only for Li the evaporation
and radiation cooling are effective in reducing the target heat load, thanks to the
relatively large Li concentration inside the boxes.

In perspective, opportunities for validating the modelling strategies described
above will arise from the planned implementation of an LM divertor module in the
COMPASS and ASDEX Upgrade fusion experiments, as well as from the testing
of LM target prototypes in linear plasma devices.
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1.2 Liquid Metal-cooled Fast Reactors

1.2.1 Background and motivation
The development of Liquid Metal Cooled Reactors (LMCRs) is currently being
pursued within the Generation IV International Forum (GIF) program. GIF pro-
motes the development of sustainable, safe and cost-effective nuclear reactors which
minimize the production of long-lived radioactive waste and reduce the risk of pro-
liferation. Among the six selected design, three are characterized by a fast neutron
spectrum, which allows to reduce the long-term radiotoxicity of nuclear waste and to
improve the fuel utilization efficiency [144, 145]. The second part of the present the-
sis specifically focuses on Heavy Liquid Metal Cooled Reactors (HLMCRs), which
are additionally characterized, among other features, by enhanced intrinsic safety
features, do not require coolant pressurization and increase the thermodynamic
efficiency of the plant thanks to the large coolant temperatures. Among the cur-
rently ongoing European projects in this framework, the Advanced Lead-cooled
Fast Reactor European Demonstrator (ALFRED) is being designed by the Foster-
ing ALfred CONsortium (FALCON) international consortium [69]. ALFRED is a
300MWth pool-type prototype aimed at proving the maturity of the Lead-cooled
Fast Reactor (LFR) technology, as well as assessing the feasibility of Small Modular
Reactors (SMRs) based on this concept.

The design of the core of LFRs is a multidisciplinary task which deals with a
large number of tightly interconnected physical/engineering parameters. It can be
logically subdivided into Thermal-Hydraulic (TH), NEutronic (NE) and Thermo-
Mechanic (TM) design, based on the three most relevant physics involved. The
LFR core design procedure involves: deriving guidelines from technological con-
straints, including safety principles and criteria from the early stages; managing
interfaces between the core and other reactor systems; designing individual com-
ponents, optimizing performance by working on the available margins with respect
to the above-mentioned constraints. This process is supported by Design-Oriented
Codes (DOCs), i.e. fast-running codes with a clear application domain which can
effectively inform design decisions by highlighting the relations between the param-
eters entering the specific problem. The successive phase consists in verifying the
design using more detailed codes, the so-called Verification-Oriented Codes (VOCs),
which sacrifice computational time and clarity of the relationship between the pa-
rameters in favour of accuracy. The design-verification process is then iterated.

Examples of DOCs are ANTEO+ [114, 112], a TH code based on the subchannel
(SC) for the analysis of a single sub-assembly (SA), and TEMIDE [111], a TM code
for the single fuel pin. A review of the landscape of available and operational DOCs
performed at ENEA Bologna pointed out the need to develop a tool for the full-core
TH analysis of an LFR [70]. This tool should account for the Inter-Wrapper (IW)
flow and heat transfer, eventually coupling multiple instances of a SA code such as
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ANTEO+ to simulate the TH behavior of the full core.
Examples of VOCs are the Monte Carlo NE code Serpent [109] and Compu-

tational Fluid Dynamics (CFD) codes such as OpenFOAM [206]. Alongside with
the native application of VOCs, i.e. design verification, they can also serve as
benchmark tools to assess the capability of simplified codes such as e.g. DOCs to
correctly simulate the corresponding problem within the anticipated validity do-
main. However, due to the different structure, level of detail and coupling of these
two families of codes, suitable strategies must be developed to successfully carry
out such benchmark activities.

1.2.2 Aim of the second part of the thesis
The present work aims at addressing the above-mentioned need for a DOC for
the full-core TH analysis of LFRs by developing, verifying and validating such
a code. Specific care has been devoted to perform the code design in compliance
with Software Quality Assurance Plan (SQAP) procedures. This approach allows to
thoroughly document the fact that the tools employed to obtain a given core design
have been developed following best practices and validated against experimental
data and/or benchmarked against reference codes. This documentation should in
turn promote the acceptance of a given design by the safety authorities during the
design phase.

Moreover, in view of the above-mentioned need for structured benchmarking
procedures to compare simpler codes with VOCs, this thesis aims at identifying
a viable benchmark strategy between a multi-physics (NE-TH) code relying on
simplified model and corresponding VOCs.

1.2.3 Summary of key results
Design and validation of the TIFONE code

Among the goals of the core TH design of LFRs exploiting the closed SA option,
cold by-passes must be avoided and excessive thermal gradients among opposite
faces of the assembly ducts prevented. To achieve these goals, a suitable coolant
flow outside the assemblies themselves must be guaranteed, compatibly with the
Inter-Wrapper (IW) gap, which is established by the core TM design. Moreover,
for wrapped assemblies, the possibility of gagging arises, giving an extra degree
of freedom to the designer for leveling thermal gradients at the assemblies’ outlet.
Therefore, the design process requires knowledge of the axial and radial coolant
temperature profiles in the inter-wrapper gaps throughout the whole core (i.e.,
including all core SAs), as well as the axial and perimetrical wrapper temperature
profiles, and notably the (possibly) different values of each side of the wrapper itself
which could induce SA bowing. In view of the above-mentioned requirements, a
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DOC, TIFONE, was developed and verified in compliance with the ENEA software
quality assurance requirements. The subchannel (SC) approach was chosen, since
it allows to achieve a sufficient level of spatial resolution while retaining the key
features of a DOC, namely equilibrium, a low computational time and a clear
application domain. The current version of TIFONE solves, for an LFR exploiting
the closed SAs option in hexagonal geometry, the inter-SAs coolant mass, energy
and momentum equations, as well as the convection equations between the coolant
and the wrapper. The calculation domain extends radially over the IW region of the
entire core, and axially between the dividing and the merging points of the inter-
and intra-SAs coolant flows, see Figure 1.3. Among the perspective applications of
TIFONE is the coupling with codes for the thermal-hydraulic analysis of the single
SA, such as ANTEO+, so to allow for a full-core simulation. The code has been
preliminarily validated against experimental data from the KALLA IW flow and
heat transfer experiment. This first application of TIFONE confirmed its ability in
reproducing the measured data in its anticipated validity domain.

Figure 1.3: Sketch of the inter-wrapper flow domain considered in TIFONE.

Benchmark of the FRENETIC code

The neutron kinetics in an LFR core is generally faster with respect to an Light
Water Reactor (LWR) core, due to the relevant presence of plutonium in the nuclear
fuel. This fact calls for the correct simulation of the NE/TH coupling in order to re-
liably assess the core performances. In view of this necessity, within the framework
of Italian activities aimed at deploying the LFR technology, during the last years
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Politecnico di Torino has been developing the Fast REactor NEutronics/Thermal-
hydraulICs (FRENETIC) code for the multiphysics analysis of liquid-metal cooled
cores. The code aims at the NE and TH coupled simulation of the steady state
and transient behavior of the full core of LMCRs adopting a closed SA design.
To achieve this ambitious goal while keeping the simulation time reasonably low,
FRENETIC adopts simplified physical models, namely:

• a multigroup neutron diffusion model, spatially discretized with a coarse mesh
nodal method at the SA level;

• a 1D advection/diffusion model for the coolant flowing within each SA, ac-
counting for the inter-SA heat transfer via a thermal resistance model to
achieve a quasi-3D solution.

In the past years, the individual modules of the FRENETIC code have been bench-
marked against other computational tools and validated against experimental data
(e.g. TH validation against RELAP). More recently, the multi-physics capabili-
ties of the code have been validated against experimental data from the EBR-II
SHRT-45R test in the frame of a Coordinated Research Project of the International
Atomic Energy Agency [25]. That activity allowed to identify some necessary de-
velopments to be carried out in FRENETIC, such as the inclusion of a model for
the photon and decay heat.

Although FRENETIC is not strictly speaking a DOC, since it is a multi-physics
tool aimed at full-core transient simulations, it is based on simplified models, and
therefore its benchmark falls within the above-mentioned area of research - to com-
pare simplified codes with reference VOCs. For this reason, in view of the contin-
uous testing and validation of FRENETIC, in this work a steady-state benchmark
has been performed against more detailed numerical codes that allow to obtain ac-
curate solutions at the fuel pin level, and can therefore be regarded as a reference.
Specifically, the following two codes have been selected:

• a full-core neutron transport code based on the Monte Carlo (MC) method
(Serpent-2) [109];

• a Computational Fluid Dynamics (CFD) code (OpenFOAM) [206].
Due to the significant computational cost associated to a full-core simulation per-
formed by coupling Serpent-2 and OpenFOAM, a direct comparison of the FRE-
NETIC results with a full-core solution from the detailed model remains prohibitive,
even in steady state. For this reason, a benchmark strategy that circumvents this
problem has been devised and implemented, showing satisfactory results for what
concerns both the NE and TH calculations.
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Part I

Liquid metal divertors for nuclear
fusion reactors
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Chapter 2

Nuclear fusion reactors and the
problem of power exhaust

Nuclear fusion has the potential to provide almost unlimited, carbon-free electricity
without producing long-lived radioactive waste. The most promising fusion reactor
concept is the tokamak, involving the confinement of a hot, ionized gas (the plasma)
by means of magnetic fields. Due to the anisotropy of plasma transport, which
occurs preferentially along magnetic field lines, the wetted area available for the
plasma to strike on specifically designed surfaces, the divertor targets, is relatively
small, resulting in significant heat and particle fluxes. This can lead to melting
and erosion, threatening both the integrity of the Plasma-Facing Surface (PFS)
and the core plasma performance, since eroded particles cause harmful core plasma
radiation which could hinder the fusion process. The extrapolation of the currently
available solutions to this Power EXhaust (PEX) problem to future fusion reactors
such as the EU DEMO is subject to considerable uncertainties, mainly due to the
larger amount of energy stored in the core plasma and to the presence of significant
neutron irradiation. For this reason, alternative strategies are being considered,
including self-healing liquid metal divertors.

This chapter aims at providing a very brief introduction to the problem of
power exhaust in future fusion reactors, to motivate the development of advanced
solutions such as liquid metal divertors. An introductory description of nuclear
fusion reactors, including the most favourable fusion reaction and the arrangement
of the confining magnetic fields, is provided in section 2.1. In the same section, the
role of the ITER experiment and of the EU DEMO reactor along the path towards
the realization of fusion electricity is described. The terminology for describing the
problem of the power exhaust, which shall be employed throughout part I of the
thesis, is introduced in section 2.2. In the same section, the problem associated
to plasma heat and particle fluxes impinging on the divertor is described, together
with the role of impurities. The present-day solutions are briefly reviewed, and the
need for alternative strategies is pointed out.
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2.1 Nuclear fusion reactors

2.1.1 The most favourable fusion reaction
Nuclear fusion has the potential to provide almost unlimited, carbon-free and in-
trinsically safe energy without producing long-lived radioactive waste.

Nuclear fusion reactions involve the merging of light elements, typically hydro-
gen (H) isotopes, which occurs with an energy release, essentially due to the shape
of the binding energy per nucleon curve, reported in Figure 2.1 (left). The stars,
including our sun, are powered by fusion reactions, the most favourable of which, in
terms of reaction rate at viable plasma temperatures, is the one involving deuterium
(D) and tritium (T):

2
1D + 3

1T −−→ 4
2He (3.5 MeV) + n (14.1 MeV) (2.1)

The D-T reaction is the one targeted in present and near-future fusion devices.
As shown in Figure 2.1 (right), the temperatures required to achieve a large D-T
fusion reaction rate are in the order of ∼ 100 · 106K, larger than those found at
centre of the sun. At these temperatures, the reactants are in the plasma state, i.e.
they are:

• ionized;
• electrically neutral;
• dominated by collective effects.
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Figure 2.1: Binding energy per nucleon vs. mass number (left) and reaction rates
for three fusion reactions (right). Data from [13] and [85], respectively.

2.1.2 Magnetic confinement of plasmas and the tokamak
The first part of the present thesis work deals with magnetically confined fusion
reactors. The most promising fusion reactor concept is the tokamak, involving the
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confinement of a hot, ionized gas (the plasma) away from the tokamak chamber
walls by means of magnetic fields. The tokamak concept currently represents the
main focus of nuclear fusion research efforts in the EU [42]. The word tokamak
derives from the russian toroidalnaya kamera s magnitymi katushkami, meaning
“toroidal chamber with magnetic coils” [209]. Indeed, in a tokamak, the plasma is
confined in a toroidally-shaped device by means of magnetic fields.

It can be shown that various magnetic field components are required to properly
confine the plasma [62]. The components devoted to the production of each field
component are as follows:

• the toroidal field coils produce a relatively large toroidal field;
• the ohmic transformer, or central solenoid, induces the toroidal plasma cur-

rent, which in the tokamak concept is used to generate the required poloidal
field component;

• the vertical field coils produce a vertical field required for the toroidal force
balance;

• additional shaping coils allow to achieve a non-circular plasma cross-section,
which is beneficial in terms of improved MagnetoHydroDynamic (MHD) sta-
bility limits.

A conceptual schematic of the magnet system required for a tokamak is shown in
Figure 2.2.

Figure 2.2: Schematic of the magnet system of a tokamak.

In a tokamak, ions and electrons are mostly constrained to spiral around mag-
netic field lines, whereas neutrons escape the plasma as soon as they are produced.
Therefore, neutrons do not participate in sustaining the fusion reaction, but rather
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are only employed in the energy production (they are stopped in the blanket, where
they release their kinetic energy) and in the breeding of T. The fusion reaction is
instead sustained thermally by the alpha particles which are confined and release
their energy within the plasma, thereby contributing to its heating, together with
some level of auxiliary heating or current-drive power. These power sources are nec-
essary to maintain the temperature, and hence the fusion reaction rate, sufficiently
large.

2.1.3 The role of ITER and of the EU DEMO
The next-step fusion machine, ITER, is currently being built in France. Its role
is to bridge the knowledge gap - in terms of both physics and engineering - be-
tween current fusion experiments and the first demonstration power plant - the EU
DEMO, see Figure 2.3. ITER should address issues related to plasma confinement
and transport, MHD stability, operational limits and disruptions, power and par-
ticle control, physics of energetic ions, plasma auxiliary heating and current drive,
measurement of plasma parameters, plasma operation and control.

Figure 2.3: CAD model of the EU DEMO from [126], with the main components
indicated.
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2.2 The problem of power exhaust

2.2.1 Terminology
The edge or boundary plasma can be defined as the region in which the plasma
(dynamics, composition, . . . ) and the vessel components are directly and strongly
mutually affected [163]. The edge plasma is separated from the core plasma by
the separatrix, i.e. the Last Closed Magnetic Surface (LCMS). Indeed, outside the
separatrix, magnetic field lines intersect solid walls, and are therefore usually called
“open” field lines. The plasma crossing the separatrix enters the edge region, also
called Scrape-Off Layer (SOL), where it is preferentially transported along field
lines, leading to a relatively small plasma-wetted area of the PFCs, which in turn
determines strong Plasma-Wall Interactions (PWI).

In present-day experiments, two different strategies are employed to identify
the LCMS. The first is the limiter : a metallic surface protruding inside the plasma
chamber defines the boundary between closed and open field lines, thus generating
the separatrix mechanically. One example of a tokamak using a limiter is Fras-
cati Tokamak Upgrade (FTU). The second strategy is the divertor, which relies on
an additional coil to divert the poloidal magnetic field, thus creating an X-point
or null where Bθ = 0. The divertor configuration is more suitable for tokamaks
such as ITER and the EU DEMO, as it allows to confine plasma-wall interactions
relatively far from the plasma core, thus reducing the consequent plasma contam-
ination. Moreover, the open field lines are forced to intersect the physical wall
of the tokamak in a specific region, that can be equipped with suitably designed
Plasma-Facing Components (PFCs) to withstand the resulting heat and particle
loads for a sufficiently long time. A schematic representation of a diverted plasma
is reported in Figure 2.4.

2.2.2 Heat and particle fluxes to the target
The radial extension of the SOL in a fusion reactor is expected to be of several cm,
with a power fall-off length measured at the OMP of a few mm for the EU DEMO
[48]. With such a limited radial extension, even accounting for various strategies
focused at increasing the plasma-wetted area (e.g. carefully shaping the target
plates at a shallow angle with respect to the magnetic field [155], or flaring the
field itself near the plates [4]), it can be estimated that the total surface available
for power exhaust will not exceed a few square metres. On the other hand, the
power crossing the separatrix, which is then anisotropically transported along the
edge plasma region via plasma advection/conduction, must be kept above the level
necessary to sustain the H-mode operating regime [120]. This plasma operating
regime is characterized by favourable temperature and density profiles in the core,
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Figure 2.4: Sketch of a diverted SOL with the most relevant plasma regions indi-
cated. The drawing refers to the cross section of the EU DEMO 2017 design, and
to the corresponding magnetic equilibrium [208].

which promote high-performance tokamak operation. Typical estimates for the L-
H transition threshold are of about 100 MW (ITER) or 150 MW (EU DEMO),
possibly leading to peak heat fluxes of several tens of MW/m2 to be exhausted at
the divertor plates in steady state. On top of these large heat fluxes, if the plasma
in contact with the solid wall is too hot, impinging ions cause significant sputtering
of the divertor targets. The upper bound for the plasma temperature at the target
has been estimated to be ∼ 5 eV [207] if the wall is made of W, as is expected
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for, e.g. the ITER and EU DEMO divertors. The concern associated to sputtered
wall atoms arises from the possibility that they enter the core plasma - i.e. the
region of closed magnetic field surfaces, see again Figure 2.4 - where they can cause
radiation losses, thus cooling the plasma and hindering the thermally sustained
fusion process.

2.2.3 The role of impurities
Impurities, i.e. atoms other than the fusion reactants (D and T), are always present
in a fusion plasma. Indeed, α particles represent intrinsic impurities, meaning that
they are inherent to the fusion process. Moreover, additional impurities arise due
to the interactions of the plasma with the wall (both in limiter and divertor configu-
rations). It is convenient to provide here a very brief overview of the beneficial and
detrimental effects of impurities, distinguishing between the light ones (low-Z), and
the heavy ones (high-Z). This topic will be discussed in greater detail in section 3.5.

Impurities interact with the plasma via a number of processes which will be
described in section 3.5. Here it shall be sufficient to mention the fact that impu-
rities cause plasma cooling, e.g. by radiating the plasma power via line radiation
and bremsstrahlung. Plasma cooling is desirable if it occurs in the SOL, since it
contributes to radiating plasma energy, possibly leading to plasma detachment. On
the other hand, should it occur in the core plasma, this would negatively affect the
plasma energy balance, possibly hindering the fusion process. Moreover, if present
in sufficiently large densities, impurities can cause core plasma dilution, determining
an intolerable reduction of the fusion power density.

With respect to the above-mentioned phenomenology, low-Z and high-Z impu-
rities behave differently:

• Most light (i.e. low-Z) impurities in the core plasma are fully stripped of elec-
trons. Therefore, they no longer produce line radiation in the core plasma
of e.g. ITER, and bremsstrahlung represents the only contribution to plasma
cooling. Since the bremsstrahlung radiated power density in a given plasma
region is proportional to Zeff , the effective charge, tolerable core concentra-
tions of low-Z impurities are relatively large, the limiting factor being core
plasma dilution rather than excessive radiation losses.

• On the other hand, heavy (i.e. high-Z) impurities such as W are typically not
fully stripped of electrons before entering the core plasma. For this reason, line
radiation occurs even at core-relevant temperatures, on top of the ubiquitous
bremsstrahlung losses, which are more significant for high-Z impurities due
to the above-mentioned dependence on Zeff . This leads to very low tolerable
core concentrations, limited by excessive radiation.
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2.2.4 Present-day solutions
The above mentioned constraints, together with the significant neutron fluence
expected in a fusion reactor, make the task of selecting a satisfactory material com-
bination and engineering design for the PFCs very challenging if one relies on the
currently available technologies. For this reason, the identification of a strategy
to solve the Power EXhaust (PEX) problem in future fusion devices is among the
milestones indicated in the recently updated European Research Roadmap to the
Realisation of Fusion Energy [42]. The envisaged strategy for ITER foresees the
use of actively cooled W monoblocks (with enhanced heat transfer via swirl tapes)
as divertor plates, in combination with impurity injection in the edge plasma to
enhance radiation in the SOL while keeping it as low as possible in the core. The
physics basis of this strategy consists in the fact that radiated energy propagates
isotropically and is therefore, in principle, spread over the entire chamber surface.
Therefore, if the plasma power is transferred from the strongly anisotropic “advec-
tion/diffusion channel” to the “radiation channel“, the peak heat flux is expected
to be reduced. Additionally, plasma cooling (together with momentum exhaust)
should allow to access partially detached plasma operation [220], which guarantees
low plasma temperatures at the target and consequently a reduced sputtering.

However, there is currently no certainty that it is possible to radiate a sufficient
fraction of the power crossing the separatrix before it is conducted to the solid
walls (it can be estimated that at least 85% of the power entering the edge would
need to be dissipated isotropically [207]). Moreover, massive impurity injection
may lead to radiation clustering, giving rise to near X-point instabilities such as
Multifaceted Asymmetric Radiation From the Edges (MARFEs) [190]. For the EU
DEMO, this baseline strategy should allow to reduce the heat load on the PFCs
below 20 MW/m2 during transient events and 10 MW/m2 in steady state [220].

2.2.5 The need for alternative strategies
It is at present unclear whether the baseline solution will extrapolate to the even
harsher environment of a future fusion reactor (such as the EU-DEMO, whose pre-
conceptual design is ongoing within the EUROfusion consortium). In a DEMO-
class reactor, W is subject to a high neutron fluence. Solid PFCs might fail due to
macrocracking, exceeded Critical Heat Flux (CHF) leading to component melting,
fatigue failure, net material erosion. Moreover, the energy associated to any large
unmitigated Edge-Localised Mode (ELM) or Vertical Displacement Event (VDE)
would likely lead to component failure. In this case, replacing the component could
take ∼ 6 months.

For this reason, alongside with the refinement of the baseline approach, alter-
native solutions are being investigated, including LMDs [143, 102]. Furthermore,
the cited roadmap foresees the constuction of a dedicated Divertor Tokamak Test
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(DTT) facility to reproduce DEMO-relevant scenarios in terms of heat exhaust.
This experiment will shortly begin construction at ENEA Frascati, Italy [52, 53,
3]. This facility would cover a range of the DEMO parameter space which cannot
be studied in ITER and therefore provide answers in time for DEMO operation
startup, and assess alternative solutions for the power exhaust problem in future
fusion reactors, including an LM divertor [52].
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Chapter 3

The liquid metal path towards the
solution of the power exhaust
problem

LMDs are among the alternative solutions to the power exhaust problem in fu-
sion reactors currently being developed alongside with the baseline strategy, which
relies on solid (W) divertors, detached plasma via impurity seeding and ELM mit-
igation/suppression [220].

A liquid surface would avoid cracking/mechanical failure, thus promising a
longer lifetime. Moreover, it could be more resilient to power excursions (e.g.
ELMs). On the other hand, the erosion rate from a liquid surface can be signifi-
cantly larger with respect to the one of a solid one, due to the presence of thermally
activated processes such as evaporation. This would possibly lead to core plasma
contamination, and to the necessity to devise a scheme to recollect and recirculate
LM condensed on the FW. Moreover, liquid PFCs are globally less technologically
mature with respect to solid ones.

This chapter aims at providing a brief introduction to the subject of LMDs,
including their main advantages and disadvantages, as well as the relevant design
criteria. The potential advantages and main drawbacks of LMDs, as compared to
solid targets, are summarized in section 3.1. In the same section, the Capillary-
Porous Structure (CPS) concept is described, and experimental activities carried
out worldwide are mentioned. The characteristics and properties of the two most
extensively studied LMs, Lithium (Li) and Tin (Sn), are reported in section 3.2.
An overview of LMD concepts is presented in section 3.3. A list of design criteria
and requirements driving the LMD development within EUROfusion and a brief
description of a design recently developed by ENEA Frascati are provided in sec-
tion 3.4. Finally, the phenomenology of interactions between the SOL plasma and
an LM surface are summarized in section 3.5.
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3.1 Introduction and state of the art
The use of LMs as PFCs was first proposed in the 90s [68, 55], in the form of
a slow-flow LMD based on the CPS concept. From that point on, a series of
fundamental physics studies [11, 91] and experiments [93, 105, 123, 130, 95] has been
performed in a number of research institutions worldwide. The original motivation
for implementing LMDs consisted in the beneficial effect of Li in plasma discharges,
in terms of improved confinement, plasma purity, low recycling and consequently
enhanced performance. Moreover, Mirnov et al. [129] showed that Li could be used
as an impurity to cool the SOL plasma. This cooling could be very effective due to
the presence of strong non-coronal effects.

3.1.1 Potential advantages
Availability of additional heat exhaust channels

For a solid divertor, the available paths to exhaust the power anisotropically ad-
vected/conducted along the SOL consist in radiation due to seeded impurities and
heat conduction to the coolant - once the power has reached the divertor target. A
liquid surface additionally allows to exploit the latent heat of vaporization (evapo-
ration cooling). Moreover, evaporated metal interacts with the near-target plasma,
leading to the vapor shielding effect, causing an additional amount of plasma power
to be radiated before reaching the target [56, 201].

Passive replenishment of the surface

Both solid and liquid PFCs are eroded by the impact of plasma heat and particles.
On the one hand, the erosion of a liquid surface is generally more significant due
to the presence of, e.g., evaporation. On the other hand, a liquid surface can be
continuously replenished, thus compensating for the erosion losses and preventing
the need to frequently replace the PFC. In case a CPS is employed to constrain the
LM, the replenishment can be performed passively.

Absence of thermo-mechanical stresses on the PFC and resistance to
neutron damage

One of the main issues limiting the lifetime of a solid divertor is the presence of
thermo-mechanical stresses, potentially leading to component failure. In the case
of an LMD, the most loaded surface (i.e., the PFS) is liquid, and therefore immune
to those stresses, which are also absent at the interface between the CPS and the
solid substrate [204]. Of course, the solid substrate itself would instead be subject
to those stresses. A similar reasoning suggests that, for an LMD, neutron loading
effects would be less threatening to the component integrity.
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Resilience to off-normal events

The combined characteristics of being self-healing and of vapor shielding can allow
these components to be more forgiving in case of an unmitigated ELM, or even of
a VDE [165].

3.1.2 Main disadvantages
Possible plasma contamination

As mentioned above, a liquid is more easily eroded with respect to a solid, since
evaporation occurs, and sputtering itself could be enhanced. This could lead to
unacceptable core plasma dilution (in the case of a low-Z LM such as Li) or to
intolerable core radiation losses (in the case of a high-Z LM such as Sn). There-
fore, an LMD should be operated at sufficiently low surface temperatures, so that
evaporation is kept sufficiently low. This can be achieved by a combination of:

• exhausting most of the plasma heat via isotropic radiation before it reaches
the liquid surface - via purposely seeding impurities such as Ar in the SOL;

• designing the target aiming at a low thermal resistance between the PFC and
the coolant.

It is clear from the foregoing discussion that self-consistent modelling of the
target evaporation and SOL plasma behavior is of paramount importance to support
the design of LM PFCs, especially for what concerns the identification of a plasma
scenario which is compliant with the requirement of low evaporation.

Material recollection

This issue is tightly related to the foregoing one: in case of exacerbated LM tar-
get evaporation, a significant amount of LM should be recollected from the FW,
recirculated, purified and eventually made again available. The need to close the
LM loop would represent a significant engineering challenge, in terms of integration
with other components. This is an additional reason for designing an operational
scenario where the LMD surface temperature is kept low.

Technological readiness

In view of their application to ITER and DEMO, solid (W) divertors have been
extensively studied, designed and tested, both in Linear Plasma Devices (LPDs)
and in tokamaks, during the last 30 years. LM targets are instead much less mature
in this respect.
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3.1.3 The CPS concept
Among the proposed LMD concepts, the one adopting an LM-filled CPS as the PFS
is currently considered to be the most mature [143]. The effectiveness of capillary
forces in preventing LM droplet ejection and splashing phenomena, as well as the
capability of this concept to withstand large plasma heat fluxes (of several tens of
MW/m2), have indeed been demonstrated experimentally both in tokamaks and in
linear plasma devices [128, 123, 124, 133]. The most attractive feature of a CPS-
based LMD is its self-healing nature: the PFS is indeed passively replenished by
capillary forces, thus compensating for the relatively large erosion rate of an LM
target, which is caused by both sputtering and evaporation, as mentioned above. A
CPS can thus be used in PFCs to form, confine and redistribute homogeneously LM
film on surfaces (self-sustaining system). This fact, together with the absence of
thermo-mechanical stresses in the CPS itself and at the interface between the CPS
and the solid substrate, and to the presence of vapor shielding, have the potential
to guarantee a longer divertor lifetime and a superior resilience to transient events
with respect to the currently considered baseline solution [132]. Moreover, eroded
metal could be condensed and captured on the CPS surface of a zone far from the
strike point, thus reaching a regime of passive recirculation.

The porous matrix can be obtained by means of wire meshes, metal felt, sintered
metal powder, sintered braid or other options. Two pictures of a CPS based on W
wires, before and after being wetted by Sn, are reported in Figure 3.1.

Figure 3.1: Picture showing a CPS based on W wires, before (left) and after (right)
wetting. Adapted from [213].

The ability of a CPS to compensate LM consumption is determined by the
pressur balance, which can be stated via the following inequality:

Pc ≥ ∆PL + ∆PG + ∆PF + ∆PMHD (3.1)
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where:
• Pc is the capillary pressure
• ∆PL is the hydraulic pressure drop in the CPS
• ∆PG is the hydrostatic pressure drop
• ∆PF is the pressure drop occurring at the evaporating surface due to the

liquid - vapor phase transition
• ∆PMHD is the pressure drop due to MHD effect on the flowing LM

The capillary force Pc is determined as: Pc = 2σ cos(θ)
reff

, where θ is the wetting angle,
reff is the CPS pore radius and σ is the surface tension of the LM.

3.1.4 Liquid metal experiments
Experiments in linear plasma devices

Experiments in LPDs play a crucial role in the characterization of PWIs, allowing
to expose targets to plasma conditions similar to those expected near the strike
point of e.g. the EU DEMO while avoiding the complications associated to the
tokamak environment. LM targets have been, and are being, exposed to linear
plasmas to study plasma-vapor interactions [201], power handling capabilities of
the concepts [132] and/or issues associated to D retention [36]. A schematic of a
typical configuration of an LM target exposure in Pilot-PSI (DIFFER, Eindhoven)
is shown in Figure 3.2.

Figure 3.2: Schematic of the linear plasma generator Pilot-PSI (left) and liquid
target design (right), reproduced from [201].
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Experiments in tokamaks

In Italy, since 2006, pioneering work has been performed in Frascati Tokamak
Upgrade (FTU) with a liquid Li limiter, pictured in Figure 3.3 (left). More recently,
an improved (actively cooled) Li limiter has been installed and tested, see Figure 3.3
(right). Figure 3.5 (left) shows the green light associated to the Li+ most intense
line in the visible range, typically observed in the FTU experiments when a regime
of high evaporation is entered.

Figure 3.3: Photographs of the liquid lithium limiter (left) and of the cooled lithium
limiter (right).

The National Spherical Tokamak Experiment (NSTX) at Princeton Plasma
Physics Laboratory also has a long operating experience with lithium-coated plasma
facing components [92].

Very recently, an LM CPS module has been installed in the COMPASS divertor.
The experimental setup is shown in Figure 3.4 (left) and the CPS module is shown
in Figure 3.4 (right). Figure 3.5 (right) shows instead a visible picture during a
typical COMPASS discharge with the LM CPS module.

Figure 3.4: Experimental setup (left) and photos of the CPS target for the COM-
PASS experiment (right), reproduced from [38].
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Figure 3.5: Visible picture of Li radiation in the FTU tokamak [86] (left) and visible
picture of COMPASS experiment, reproduced from [38].

3.2 Choice of the liquid metal
In the following, the features of the most extensively studied LMs to be used for

an LMD, Li and Sn, are compared. Their properties are compared in Table 3.1. It
should be noticed that early experiments also considered gallium (Ga), see e.g. [127],
and that this LM is still considered especially for applications involving flowing
LMs. However, it has not been considered in the present thesis, mostly due to
the fact that EUROfusion is currently oriented towards Li and Sn. This choice is
mostly associated to compatibility issues with candidate materials for the CPS and
substrate [86].

Quantity Unit Meaning Li Sn

Z Charge 3 50
A amu Mass number 6.94 118.7
ρ kg/m3 Density at melting temperature 512 6990
Tm

◦C Melting temperature 180.5 231.9
Tb

◦C Boiling temperature 1347 2270
∆Hvap ·106 kJ/kg Latent heat of evaporation 1.02 35.15
k W/(m K) Thermal conductivity at melting temperature 45 30
Eiz eV First ionization potential 5.39 7.34

Table 3.1: Li and Sn properties.
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3.2.1 Lithium
Li has first been proposed as a plasma-facing LM due to its low Z, which makes it
more tolerable, should it reach the core plasma. Moreover, experiments carried out
on several fusion devices have shown that the presence of Li in plasma discharges is
responsible for an attractive improvement of the machine performance in terms of
confinement and reduced presence of impurities (especially O), mostly associated
to the capability of operating in low-recycling regime [148]. On the other hand,
the straightforward issues associated to Li are the retention of T and the high
evaporation rate (see Figure 3.6), which may lead to excessive plasma dilution.
As for T retention, it has been shown that it becomes negligible at temperatures
above ∼ 650 K, due to dissociation of LiD (or LiT) [54, 8]. Therefore, for slow-
flow, high temperature LM concepts such as the ones relevant for the present thesis
(as opposed to fast-flow, low temperature concepts, see section 3.3), hydrogen (and
therefore T) retention are considered not to be relevant. Conversely, the potentially
excessive evaporation rate of Li indeed represents a significant concern.

The current knowledge on the subject suggests that, for a slow-flow LM divertor
employing Li, it is necessary to employ a confining structure for the vapor such as
the Goldston’s vapor box divertor [65] or to employ a concept such as the emitter-
collector suggested in [130].
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Figure 3.6: Evaporation flux for Li and Sn as a function of temperature, evaluated
following the Hertz-Knudsen relation [174].
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3.2.2 Tin
As mentioned above, the temperature range of Li for slow-flow LMD concepts such
as the one of interest for the present thesis would likely be too large to allow
for low recycling operation. Since that originally represented the main reason for
choosing Li, other LMs have started to be considered, with particular emphasis on
Sn. The matter of H (D/T) retention in liquid Sn is currently a debated topic.
Indeed, very low D retention values were measured by Loureiro et al. [115] and
by Cremona et al. [36], but the relatively narrow range of D energies and fluxes
investigated in these works called for further studies. More recently, Manhard et
al. exposed a liquid Sn-filled crucible - without a CPS - to a D plasma, observing
the formation of gas bubbles deep inside the liquid layer [117]. The authors of that
study suggested that, based on the equilibrium between formation and decay of
metastable stannane (SnD4) molecules, these phenomena could lead to enhanced D
retention. However, the experimental setup adopted for that study is believed not
to be directly relevant for a CPS-based liquid Sn divertor. Another study by Ou
et al. recently measured D retention for a CPS-constrained liquid Sn layer exposed
to D plasma [149], showing retention levels around two orders of magnitude larger
with respect to pure tungsten, with D retained at the Sn-wall interface found to be
the dominant contribution and very low retention in pure Sn itself. Further studies
will be necessary, but it can be stated that the currently available knowledge on
the subject does not discourage the use of Sn [167].

The lower evaporation rate of Sn (see again Figure 3.6) with respect to Li for
a given surface temperature should lead to a lower flux towards the main plasma
and could in principle be employed without a box-structure, resulting in an ITER-
like LMD. Nevertheless, it cannot be excluded a priori that enough Sn can be
evaporated to sustain a high-radiation regime in a closed divertor.

As a final remark, it is interesting to notice that Sn is a good radiator not only
at core-relevant plasma temperatures, but also in the temperature range which is
relevant for the plasma edge, see Figure 3.7. This might mean that a much lower Sn
density would need confinement within a box structure to achieve plasma cooling
comparable to the one obtained with Li. Again, since the balance between the
various aspects hereby mentioned is not straightforward, dedicated modelling is
strongly motivated.
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Figure 3.7: Plasma cooling functions for both Li and Sn, as a function of electron
temperature and of the non-coronal parameter tau. Data for Li are from [193],
whereas data for Sn are from [160].

3.2.3 Summary
Lithium:

• Low melting point (180 ◦C)
• Low Z
• Beneficial for plasma performance
• High vapor pressure −−→ large evaporation at T > 600 ◦C
• T retention up to ∼ 400 ◦C
• Possible fuel dilution
• Safety risk in the case of water leak

Tin:
• Low melting point (230 ◦C)
• Low vapor pressure −−→ negligible evaporation up to T ∼ 1300 ◦C
• Acceptable T retention in liquid state (to be confirmed)
• High Z (plasma compatibility to be assessed via modelling and experiments)
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3.3 Overview of LMD concepts

3.3.1 Flowing LMDs: the LiMIt concept
The Lithium Metal Infused Trenches (LiMIT) design, proposed by Ruzic et al. [171,
172, 28], is based on exploiting ThermoElectric MagnetoHydroDynamic (TEMHD)
effects to passively promote radial LM flow, which allows to exhaust the plasma heat
flux while continuously providing “fresh” LM to the PFS. If Li is used as an LM,
the high rate of surface renewal, combined with the capability of Li of retaining
hydrogen ions and atoms, have the potential to allow for low recycling tokamak
operation. This regime has been observed to be characterized by an improved
energy confinement [143].

3.3.2 The Lithium Vapor Box divertor
The Li vapor box divertor, as proposed by Goldston et al. [135, 65, 67, 50, 176,
177, 51], is based on the idea that stable plasma detachment can be obtained by
confining a dense cloud of Li vapor in the proximity of the target thanks to a series
of boxes, see Figure 3.8. The necessary combination of large density close to the
target and as low as possible density in the last box (which is directly connected to
the plasma chamber) can be achieved by a suitable choice of the surface temperature
to induce either evaporation or condensation.

Figure 3.8: Schematic of a cross section of a vapor box divertor. Baffles separating
the successive chambers are shown, as well as the role of the various surfaces: the
bottom box has evaporating surfaces, whereas the other boxes are actively cooled
to promote condensation. The last baffle is heated to 600 ◦C to achieve a reflecting
surface. Reproduced from [50].
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3.3.3 ITER-like liquid metal divertor using a CPS
This concept aims at replacing the baseline divertor with an LMD while minimizing
the impact on the design of the machine. For this reason, the shape of the PFCs
should be kept unchanged, and the LMD should operate in high recycling condi-
tions with very limited evaporation. This is possible if the surface temperature is
maintained sufficiently low, which can be achieved by carefully designing the PFCs
to minimize the thermal resistance for heat transport to the coolant. To achieve
the requirement of low evaporation during normal operation, seeding impurities in
the SOL to partly radiate the plasma heat might be necessary.
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3.4 LMD design criteria

3.4.1 Guidelines for LMD design
The design process starts from setting operational requirements. An LMD must
successfully accomplish all the functions required for a conventional divertor in
terms of, e.g., heat/particle handling, ash removal, compliance with the plasma
scenario, remote handling - hence the cassette structure - while being compliant
with in-vessel components, pumps, diagnostics. These requirements must be satis-
fied notwithstanding the presence of LM - and the consequent presence of vapor.
Moreover, additional requirements that are specific to an LMD must be set:

• to constantly cool the CPS substrate;
• to constantly replenish the PFS to avoid CPS damage;
• to constantly heat the replenishing LM to avoid freezing.

The design must additionally be carried out carefully addressing physical/chemical
issues which are specific to an LMD:

• possible exothermic reactions with water/air (for Li);
• material erosion, arising in case of imperfect replenishment;
• material corrosion due to contact with high-temperature liquid metal;
• plasma contamination due to emitted metal;
• compliance with activation limits and T inventory issues.

The design process must therefore be informed by SOL plasma calculations, as well
as by safety assessments. In view of these considerations, within the EUROfusion
program for the development of LMDs, the actively cooled CPS option has been
selected [220]. The choice between Li and Sn must also be performed accounting
for the above-mentioned considerations about design requirements and constraints.
As mentioned above, Li could be compatible with a high recycling operation, if
a sufficiently large temperature can be ensured at the strike point. On the other
hand, a Li temperature exceeding ∼ 700 ◦C would likely imply an intolerably large
erosion rate. These considerations anticipate a narrow operational window for Li,
therefore seeming to favour Sn.

3.4.2 Description of the ENEA Frascati LMD design
To provide an example of the application of the above-mentioned guidelines, this
section describes the preliminary design of the LMD using Sn recently proposed
by ENEA Frascati [167]. The main components of the proposed LMD are briefly
described, distinguishing between those located inside and outside the Vacuum
Vessel (VV). The design here described will also be among those considered for
detailed SOL plasma modelling in chapter 5.
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In-vessel components

The LMD design here considered is consistent with [167], and was complemented
with suitable assumptions in case of missing information. The proposed design is
highly modular. The divertor is subdivided into 48 cassettes, covering the entire
toroidal extension of the tokamak, in compliance with remote handling require-
ments. In each cassette there are two Vertical Targets (VTs), i.e. the components
directly exposed to the plasma heat and particle loads. Each VT is covered by
24 modules, each containing 3 units. The structure of each of these components is
briefly described in the following.

The CAD of a single divertor cassette was presented in Figure 3.9 (left). In the
current EU DEMO divertor design, the cooling water inlet to each cassette is con-
nected to a Bottom Ring Collector (BRC), see Figure 3.9 (right). Correspondingly,
the water outlet from each cassette is connected to a Top Ring Collector (TRC).
BRC and TRC are in turn connected to an ex-vessel water circuit, which shall be
briefly described in the next subsection. For the present study, it has been assumed
that both inlet and outlet LM and heating gas pipes for each cassette are connected
to a corresponding BRC and TRC, respectively, see again Figure 3.9 (right). LM
and heating gas BRC and TRC are in turn connected to external circuits, to be
described in the next subsection. The heating gas could be pressurized He, but
other options such as CO2 are viable.

Figure 3.9: CAD of a single divertor cassette, adapted from [53] (left) and schematic
representation of the hydraulic connections of the cassettes to the BRC and TRC
(right). Note that, for the sake of simplicity, only 6 divertor cassettes out of the
total 48 are shown.

In the single divertor cassette, the surface of each VT is covered by 8x3 divertor
modules (8 in the toroidal direction and 3 in the poloidal direction). The three
modules in the poloidal direction are connected in series, whereas all the eight series
of three modules each are connected in parallel. The schematic of the hydraulic
connections of the modules for a single VT is shown in Figure 3.10 (right). The
CAD of a single module is shown in Figure 3.10 (left). Each module is connected
to the cooling water inlet (in blue) and outlet (in orange) lines, to the heating gas

38



3.4 – LMD design criteria

inlet and outlet lines (in yellow) and to the LM refill line (in grey). The PFS of
each module is composed by three units, juxtaposed in the toroidal direction.

Figure 3.10: CAD of a single divertor module, adapted from [53] (left) and
schematic representation of the hydraulic connections of the modules to the inlet
and outlet collectors of the cassette (right). Note that, for the sake of simplicity,
the water, LM and gas lines have not been explicitly indicated in the schematic.
The dotted lines indicate that the pipes pass below the modules.

Figure 3.11 shows the cross section of one of the three units on top of each mod-
ule. The CPS (in blue) is made of a W mesh or felt. It extends downwards to reach
an LM reservoir (in green), so as to allow for capillary forces to passively replenish
the PFS. The reservoir is connected to the LM refill line shown in Figure 3.10 (left).
Being located away from the PFS, the reservoir is not reached by the plasma heat.
The water cooling channels, connected to the water inlet and outlet lines shown
in Figure 3.10, are located near the CPS to optimize the heat removal. The gas
heating channels, connected to gas inlet and outlet lines shown in Figure 3.10 (left),
are located in proximity of the reservoir to avoid LM freezing. The specific LMD
design here considered is hence based on decoupling the functions of cooling the
PFS (pressurized water) and heating the reservoir (gas).

It should be noticed that the one here analysed is not the only LMD design
currently under investigation for EU DEMO. For instance, concepts where the
heating and cooling fluids coincide, possibly characterized by a lower degree of
modularity, are being considered [166].

Ex-vessel components

The ex-vessel circuits for the cooling water, the replenishing LM and the heating
gas feeding the LM divertor are schematically indicated in Figure 3.12. For the
purpose of the present thesis, and in the absence of a detailed design, only the
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Figure 3.11: Cross section of a single module unit, adapted from [167].

Design choice Selected value

Liquid metal Sn
CPS type Mesh/felt
CPS thickness 2 mm
Sn resupply Capillary reservoir
Maximum CPS pore size 50 µm
Water temperature 120 ◦C
Water pressure 50 bar
Water flow speed 12 m/s
Requirement for liquid Sn q′′ > 5 MW/m2

CHF 40 MW/m2

CHF margin at q′′ = 20 MW/m2 1.6
Sn heating method Gas in PFC

Table 3.2: Design choices for the ENEA CPS-based target [167]. Following the
typical nomenclature of thermal-fluid dynamics, the symbol q′′ indicates the surface
heat flux [88].

essential subsystems to achieve the required functions for each circuit have been
reported.

The LM flow from an LM tank towards the BRC is promoted by means of an
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Electro-Magnetic (EM) pump. The LM flowing out of the VV from the TRC is
treated by means of an LM purification system to remove impurities (e.g. due to
the erosion/corrosion of piping materials), which could be activated, and Tritium,
and subsequently heated by means of a heat exchanger to compensate for the heat
losses from the pipes. The LM eventually flows into the above-mentioned LM tank.
Although more detailed design information would be required to quantify the total
LM inventory, it can be estimated that the total LM volume constrained by the CPS
inside the VV will be ∼ 10 litres. The water circuit is composed by a pressurizer,
a pump and a purification system, alongside with a heat exchanger to discharge
the heat gained in the PFCs. The water circuit operational pressure is ∼ 50 bar
and the inlet temperature to the cassette is ∼ 140 ◦C. The temperature increase
induced by the plasma power is small (∼ 10 ◦C) thanks to significant water flowrate
(the velocity in the cooling channels is ∼ 12 m/s) [167]. The He flowrate in the gas
circuit is promoted by a compressor and heated by means of a heat exchanger. A
He tank is necessary to ensure pressure control (the He operating temperature is
∼ 350 ◦C [124]).

The LM eroded from the PFS due to the plasma heat and particle flux is,
at least partially, recondensed on the FW and recollected. It is assumed that the
recollected LM passes through a recollection line featuring a purification system (to
remove impurities and codeposited Tritium) and an EM pump, and is connected
to the LM tank.

The LM tank, the water pressurizer and the He tank are connected to external
refill lines, which are however out of the scope of the present study.

Figure 3.12: Schematic representation of the ex-vessel LMD circuits. CAD of the
EU DEMO tokamak reproduced from [104].
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3.5 Phenomenology
The SOL plasma behavior is strongly influenced by the presence of:

• D and/or T neutrals arising from recyling at walls.
• Impurities produced from the erosion of the PFCs (especially from target

sputtering and evaporation) or intentionally introduced in the plasma cham-
ber (via impurity seeding). Impurities can exist as neutrals or become ionized
due to interactions with the main plasma electrons (e.g. Li can exist as Li0,
Li+, Li2+, Li3+). As mentioned in section 2.2.3, interactions of the plasma
with impurities determine, among other processes, radiation losses.

The resulting phenomenology, encompassing both surface processes and atomic
physics processes, is schematically indicated in Figure 3.13. The most relevant
aspects of this phenomenology are discussed in the following.

PMI Workshop debriefing 13May2016 19 19 

 PRD #3: Key Challenges 

•  Grand Challenge: Establish predictive modeling capability of multi-scale 
PMI: length (0.1nm to m) and time (femtoseconds to years) scales  

•  Complication: erosion and recycling from a material surface that is 
reconstituted 106 times or more with plasma exposure 

 
 
 
 

Figure 3.13: Overview of plasma-surface interactions with particular focus on the
consequences of particle bombardment on the surface itself. Reproduced from [163].

3.5.1 Erosion processes
The plasma heat and particle loads impinging on the divertor target determine
the erosion of the plasma-facing LM - which should be constantly compensated
by capillary forces. In the following, the most relevant erosion mechanisms are
summarized.

Physical sputtering

Physical (or collisional) sputtering is associated to momentum transfer from ener-
getic ions to wall atoms. An energetic ion or neutral atom striking the wall causes
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a collision cascade among the lattice atoms, which can cause sputtering of one or
more surface atoms if they receive sufficient energy to overcome the surface binding
energy [209]. This process is present also in the case of a solid target, for which it
represents a major concern in terms of divertor lifetime. The physical sputtering
yield for a solid material does not depend on surface temperature [21], and increases
with the mass of the projectile, while decreasing with the target atomic mass, see
figure 3.14. The sputtering yield increases with the energy of the impinging ions
until it reaches a maximum, and then decreases monotonically. For ion energies
above the one corresponding to the maximum sputtering yield, indeed, the collision
cascade takes place deeper inside the surface, so that the sputtering rate is reduced.

Experiments have shown that, in the case of Li, only ∼ 1/3 of the particles
arising from physical sputtering are neutral, the rest being ions [7]. Due to the
presence of the electrostatic sheath at the plasma-wall interface [190], it can be
assumed that the sputtered ions are immediately redeposited on the surface (e.g.
not contributing to volumetric loss processes in the near-target plasma).

Figure 3.14: Physical sputtering yields for selected projectile-target combinations.
Reproduced from [163].

Evaporation/condensation

Evaporation is an erosion process relevant for liquid (or molten) PFCs. The evap-
oration rate does not depend on the impinging particle flux, but increases with
surface temperature (see e.g. Figure 3.6).

Thermal sputtering

There is experimental evidence, for some materials, of a temperature dependence
of the sputtering yield, on top of the above-mentioned dependence on the imping-
ing particle flux and energy. For solid graphite, for instance, this is associated to
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chemical sputtering arising from the formations of hydrocarbons such as CH4 [190].
For liquid Li, a temperature dependent component of the sputtering yield was ob-
served by Doerner et al. [41] and Allain et al. [7]. Although the origin of this
thermal sputtering is currently a debated topic, it is worth reporting here the ex-
planation proposed in [41] that energetic particles impinging on a liquid surface
create adatoms, which are loosely bound to the surface itself, and therefore evap-
orated/sublimated at lower temperatures with respect to the ones conventionally
needed to observe significant evaporation/sublimation.

Other processes

In the foregoing discussion the erosion of the CPS material has been neglected,
based on the assumption that the LM constantly wets the porous surface. Further-
more, macroscopic droplet ejection of the LM has been neglected, having assumed
a stable confinement within the CPS against the effect of MHD forces.

3.5.2 Erosion suppression mechanisms
The gross erosion rate associated with the above-mentioned erosion mechanisms is
reduced by redeposition processes, leading to a lower net erosion rate. Moreover,
changes in surface composition can further contribute to reduce the erosion flux.

Prompt redeposition

Prompt redeposition is caused by the ionization of eroded neutral atoms within the
magnetic pre-sheath, i.e. approximately within one gyro-radius from the surface,
which results in the particles returning to the surface without participating to
volumetric loss processes in the near-surface plasma [1, 197].

Non-prompt redeposition

As pointed out by [6], redeposition could also occur for particles not ionized within
the first gyro-radius, since particles that are not promptly redeposited can still
be ionized outside the pre-sheath region. In this case, essentially based on the
balance between friction and thermal forces, they have a finite probability of being
redeposited on the surface.

Effect of D retention

D retention can represent a mechanism of erosion supression, as explained in [1].
However, D retention is negligible for Sn [115], as it is for Li for surface temperatures
above ∼ 650 K [8]. Low D retention has important consequences in terms of the
plasma scenario, since it allows to operate in a high recycling operation, consistently

44



3.5 – Phenomenology

with the baseline strategy, avoiding a buildup of T inventory in the PFCs. It should
be noticed that, based on the specific reactor design, the opposite (i.e. low recycling
operation) could be desirable [96, 217].

3.5.3 Fuel (D) recycling
Once plasma ions and electrons impact on the divertor target, they are retained
up to wall saturation. In a reactor, this condition is soon reached, and therefore
after the impact plasma ions recombine on the wall (i.e. they are neutralized)
and are successively emitted with an energy corresponding to the wall temperature
(thermalized D0 atoms). More complex phenomena, such as molecular emission
and dissociation, can occur.

3.5.4 Plasma-vapor interactions
Both eroded metal (which will be referred to as vapor in the following) and fuel neu-
trals arising from recycling at the target interact with the plasma. In the following,
a summary of the possible interactions is provided.

Ionization/recombination

Both vapor and fuel neutrals have a high probability of being ionized in the proxim-
ity of the target. Once ionized, they start behaving as further plasma components,
that can in turn redeposit on the surface and cause sputtering. For D, the two
processes can be described as:

• Electron-impact ionization:
e– + D0 −−→ D+ + 2 e–

• Recombination:
e– + D+ −−→ D0

The phenomenology for impurity atoms is similar, except that impurities can have
multiple ionized states (e.g. Li has three).

Charge-exchange

Charge eXchange (CX) is responsible for ion-neutral friction. The process is the
following:

D0(cold) + D+ (hot) −−→ D+(cold) + D0 (hot) (3.2)
CX processes are dominant for Te < 5 eV, as shown in Figure 3.15. These processes
are effective momentum sinks (hence the term ion-neutral friction). For this reason,
if the plasma electron temperature can be decreased below 5 eV before it reaches
the target, plasma momentum can be exhausted.
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Figure 3.15: Deuterium reaction rates at low electron temperatures, reproduced
from [97] with permission. Note the weak dependence of the rates on the electron
density.

This momentum exhaust is part of the phenomenology encountered in a detached
plasma. A schematic representation of the processes involved in plasma detachment
is reported in Figure 3.16.

Figure 3.16: Schematic view of processes involved in plasma detachment. Repro-
duced from [163].
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Radiation from impurities

Both impurities produced from target erosion (sputtering, evaporation) and those
intentionally introduced in the plasma chamber (via impurity seeding) are respon-
sible for two types of radiation:

• Bremsstrahlung is always present in a plasma, due to free electrons deflecting
their trajectories following the passage close to an ion), but it becomes the
dominant power loss process only at large temperatures, as SE

e,Brem ∝ T
1
2

e .
• Line radiation is associated to excitation/de-excitation of the electrons of

impurity atoms/ions due to the impact of free electrons in the plasma. Lower
charge states (e.g. Li0, Li+), for a given temperature, are responsible for more
radiation than, e.g., Li2+, since more electrons are available. The fully ionized
state (e.g. Li3+ for Li) is not responsible for any line radiation due to the
absence of bound electrons.

Figure 3.17 summarizes the most relevant interactions between the near-surface
plasma and an LMD.

The overall effect of these plasma-vapor interactions (which occur on top of
plasma-neutrals interactions) is the vapor shielding of the target [201, 124, 118],
which results in a self-regulation of the heat flux reaching the LM target, and con-
sequently of the erosion rate. The actual target operating conditions are therefore
dependent on both the SOL plasma behavior and on the target response, which
must be computed self-consistently. The local distribution of charge states de-
pends on the local temperature and density, and on plasma transport, all of which
are in turn dependent on plasma-vapor and plasma-neutrals interactions.

The plasma energy loss due to these effects is quantified by the loss functions
LZ (Te, neτ), see Figure 3.7, where τ is a particle dwell time. Intuitively, as τ de-
creases, an impurity has fewer time to reach its coronal equilibrium charge-state
distribution, and therefore it will have a lower ⟨Z⟩ (mean charge) for a given tem-
perature. This fact explains the increase of LZ , for a given Te and for a given
impurity, if τ decreases.
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Figure 3.17: Sketch of the main plasma-vapor interactions.

3.6 The need for self-consistent modelling
The erosion of the LMD target can be significant due to evaporation and thermal
sputtering acting on top of physical sputtering [7, 2], as discussed above. This might
lead to unacceptable core plasma dilution (in the case of Li) or to intolerable power
losses from the core plasma (in the case of Sn) [138]. For this reason, modelling the
behavior of the plasma in the presence of an LMD, with the purpose of predicting
whether an operating window for this system exists, is fundamental to support the
LMD design. The following two chapters will be devoted to describe the modelling
activities performed during this Ph.D. work.
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Chapter 4

Scrape-Off layer plasma modelling

This chapter aims at introducing the basic concepts associated to SOL plasma
modelling, as well as the main processes here occurring.

The SOL power balance is important for a tokamak, since it determines the
power deposited onto the divertor plates. If PSOL was only transported via plasma
advection/conduction, which is strongly anisotropic due to the presence of the
magnetic field, the peak heat flux to the divertor targets would be unacceptably
large.

The strategy that will be adopted in ITER for reducing the peak heat flux to
the divertor consists in radiating part of PSOL before it reaches the divertor targets,
thus reducing the power transported via the anisotropic channel.

This strategy can allow for detachment to take place, if the SOL plasmas tem-
perature is reduced below Te ∼ 5 eV before it reaches the target plate. Below this
temperature, charge-exchange reactions become dominant, and momentum losses
take place.

To quantitatively assess the various terms involved in the SOL power balance,
it is necessary to compute the distribution of SOL plasma temperature, density
and velocity. It is also important to understand the role of impurities and neutrals
in the SOL plasma power balance. These topics will be discussed in the following
sections.

Specifically, the simplified geometry adopted in the present chapter for the sake
of introducing the topic is reviewed in section 4.1; a discussion concerning the
justification for a fluid modelling approach is provided in section 4.2; finally, a sim-
plified set of fluid conservation equations suitable for the core plasma is presented
in section 4.3, with the source/sink terms associated to plasma/neutral interactions
highlighted.
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4.1 Geometry
For the sake of clarity, the present discussion focuses on the outboard divertor leg,
i.e. from upstream (i.e. OMP) to the outboard target. The scheme reported in
figure 4.1 shows the poloidal projection of the path travelled by plasma particles.
Indeed, particles follow the helical field lines, as shown in Figure 4.2. The target-to-
target distance along the magnetic field can be estimated as Lc ∼ 2πR0q, where Lc

is the connection length and q is the safety factor, which can in turn be estimated
as q ∼ aBϕ

RBθ
, a and R being the minor and major radii of the plasma, respectively.

Figure 4.1: Sketch of a diverted SOL.

To clarify the directions involved in the present discussion, figure 4.3 shows
two possible reference frames for the plasma description. ∥: parallel to B, ⊥:
perpendicular to B.

4.2 Collisionality
Conservation equations are based on the continuum hypothesis: the mean-free path
of a particle λmfp is assumed to be smaller than the characteristic length L of the
system. In other words, a requirement on the Knudsen number Kn = λmfp

L
< 0.1

is set. To justify a fluid description of the SOL plasma, its collisionality along the
two relevant directions (∥ and ⊥) must be discussed.
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Figure 4.2: Representation of field lines, reproduced from [166].

Figure 4.3: Schematic of the directions involved in the calculations.

Collisionality across B (⊥ direction)

The presence of the magnetic field makes the ⊥ direction collisional (the j×B force
acts as a confinement mechanism). This can also be thought about differently, in
terms of collision frequency vs. gyro-frequency.
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Collisionality along B (∥ direction)

The Knudsen number for both ions and electrons can be computed. For both
species, the characteristic distance can be estimated as half the target-to-target
distance:

L ∼ Lc

2 = πaBϕ

Bθ

≡ L∥ (4.1)

For ions, Kni = λmfp,i

L∥
. λmfp,i can be estimated as the ratio of the ion velocity

and a collision frequency: λmfp,i = vth,i

νii
, where vth,i =

√︂
kTi

mi
. The appropriate

collision frequency νii is the one associated to the slowing-down of a thermal ion
in a background of ions, νii ∼ ν̂ii = µ1/2 · 1.33 · 105 n20

T
3/2
K

, where in turn µ = me

mi
.

Here follows an estimate using ITER numbers: µ = 2.1784 · 10−4, assuming a 50%
D-T plasma, Ti ∼ 100 eV (i.e. TK ∼ 0.1), nSOL ∼ 1020 m−3 (i.e. n20 ∼ 1), q ∼ 3.
These numbers yield vth,i ∼ 105 m/s and νii ∼ 6.2 · 104 s−1, which in turn lead to
λmfp ∼ 1.6 m and L∥ ∼ 2π ·6.2 ·3 = 117 m, thus confirming Kni ≪ 1 for the ITER
SOL plasma.

For electrons, the same approach can be adopted. The relevant collision fre-
quency is now represented by the slowing-down collision frequency for a ther-
mal electron in a background of ions, i.e. the electron-ion Coulomb collisions:
λmfp,e = vth,e

νei
, where vth,e =

√︂
kTe

me
and νei ∼ ν̂ei = 1.33 · 105 n20

T
3/2
K

. Estimating Kne

for ITER: vth,e = 4.19 · 106 m/s, νei ∼ 4.2 · 106 s−1, leading to λmfp,e ∼ 1 m, again
confirming Kne ≪ 1 for the ITER SOL plasma.

It can be concluded from these estimates that a fluid model is adequate for
describing the SOL plasma behavior. Specifically, if toroidal symmetry can be
assumed, a 2D fluid model can be employed.

In concluding this section, it should be recalled that a fluid treatment would be
completely inadequate in the sheath region, which is almost collisionless. Therefore,
it is customary to consider the Sheath Edge (SE) as a boundary for the fluid domain,
where boundary conditions arising from the Bohm criterion and the sheath heat
transmission relation are imposed [190]. However, treating the electrostatic SE
as a boundary condition for the fluid model may lead to unphysical values of the
heat flux (since the SE is a transition region between a collisional and a nearly
collisionless region). To ensure that heat conduction at the SE boundary of the
fluid domain is maintained below physically allowable values, a limit heat flux can
be defined as the maximum convection which could be provided by electrons, if
they all had a directed velocity equal to the sound speed:

q⃗e = ∇Te

|∇Te|
1

|ke
∥,cl∇Te|−1 + q−1

lim

(4.2)

which results in a flux-limited electron conductivity:
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ke
∥ = ke

∥,cl ·

⎛⎝1 +
⃓⃓⃓⃓
⃓⃓ ke

∥,cl · ∂Te

∂v

Fnvth,eTe

⃓⃓⃓⃓
⃓⃓
⎞⎠−1

(4.3)

where qlim = Fnvth,eTe and ke
∥,cl is the classical (Spitzer-Härm) heat conductivity.

4.3 Fluid equations for the SOL plasma

4.3.1 Relation with kinetic theory
Fluid equations can be rigorously derived by taking moments of kinetic equations.
This procedure is completed by the choice of a suitable closure. In the following,
the kinetic equation from which the Braginskii equations are derived, as well as the
nature of the Braginskii closure, are discussed in brief. The complete derivation
can be found in [20]. A kinetic equation which is suitable for describing a plasma
where collisions are present is the Fokker-Planck equation. For each plasma species
α it reads:

∂fα

∂t
+ v⃗ · ∇r⃗fα + eα

mα

(︂
E⃗ + v⃗ × B⃗

)︂
∇v⃗fα =

(︄
∂fα

∂t

)︄
coll

+ Sα (r⃗, v⃗) (4.4)

This equation coincides with the Boltzmann equation, with the exception of the
collision term

(︂
∂fα

∂t

)︂
coll

. In the Boltzmann equation written for a neutral gas, the
collision term accounts for binary collisions, whereas in the Fokker-Planck equa-
tion long-range, small-angle collisions, which are those relevant for a plasma, are
considered, including the effects associated to all particle species. A synthetic but
exhaustive discussion on this topic can be found in [209]. The closure problem
involves evaluating unknown quantities (pressure tensor, heat flux, rate of change
of momentum due to collisions, heat generated as a result of collisions) that arise
when taking moments of the kinetic equations. The closure approach proposed by
Braginskii consists in obtaining expressions for the unknown quantities by expand-
ing the Fokker-Planck equation around an equilibrium (Maxwellian) distribution
f = f0 + δf .

4.3.2 Fluid (Braginskii) equations
Here, for the sake of simplicity, equations are written for a D plasma (i.e. the fluids
considered are D+ ions and e– electrons. However, for a fusion reactor, this system
must be generalized to include, as a minimum, also T+, He+ and He2+ ions. In
practical applications, also equations for the seeded impurity ions (e.g. Ar+, Ar2+,
. . . Ar18+) should be included, thus resulting in a larger system of coupled, nonlinear
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Partial Differential Equations (PDEs). For the case where an LMD is employed,
the plasma species resulting from Li/Sn emission and successive ionization(s) are
also present. It should be noticed that the equations here reported are, for the sake
of clarity, simpler with respect to the ones actually implemented in SOLPS-ITER.

Source and sink terms are associated to atomic processes, which are relevant for
the SOL plasma and will be described in the following.

Continuity (particle conservation)

For ions:

∂ni

∂t
+ ∇ · (niui⃗ ) = SP

iz + SP
rec (4.5)

where:

SP
iz = nen0 ⟨σv⟩iz is the particle source due to ionization of neutrals

SP
rec = −nen0 ⟨σv⟩rec is the particle sink due to plasma recombination

For electrons, the quasi-neutrality condition is used:

ne = ni (4.6)

Momentum conservation

For ions:

(︄
∂

∂t
+ u⃗i · ∇

)︄
miniu⃗i = −∇pi − ∇ ·

↔

Πi + eni

(︂
E⃗ + u⃗i × B⃗

)︂
+ R⃗i + S⃗

M

i (4.7)

where:

∇ ·
↔

Πi is the divergence of the stress tensor,
responsible for the viscous stress

eni

(︂
E⃗ + u⃗i × B⃗

)︂
is the electro-magnetic force

R⃗i is the rate of change of momentum due to collsions

S⃗
M

i is the rate of change of momentum due to atomic processes

The R⃗i term arises from the closure procedure and is related to the specific nature
of collisions in plasmas (i.e. this term is absent in a neutral gas). It can be written
as:
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R⃗i = ene

(︂
η∥j∥ + η⊥j⊥

)︂
− 0.71ne∇∥Te − 3

2η⊥
en2

e

B2 B⃗ × ∇Te (4.8)

where the terms on the right-hand side are the ion-electron friction force, the paral-
lel thermal force and the perpendicular thermal force, respectively. The S⃗M

i term is
instead associated to the momentum loss and sink processes, namely CX, ionization
and recombination:

S⃗
M

i = S⃗
M

i,CX + S⃗
M

i,iz + S⃗
M

i,rec

= nin0 ⟨σv⟩cx mi (u⃗0 − u⃗i) + nen0 ⟨σv⟩iz miu⃗0

− nin0 ⟨σv⟩rec m0u⃗i

For electrons:

(︄
∂

∂t
+ u⃗e · ∇

)︄
meneu⃗e = −∇pe − ∇ ·

↔

Πe − ene

(︂
E⃗ + u⃗e × B⃗

)︂
+ R⃗e + S⃗

M

e (4.9)

where:

R⃗i = R⃗e

Energy conservation

For ions:

(︄
∂

∂t
+ u⃗i · ∇

)︄(︃3
2niTi

)︃
+ pi∇u⃗i = −∇q⃗i + ∇ ·

(︂
Π⃗iu⃗i

)︂
+Qei + SE

i − +eniE⃗u⃗i − R⃗u⃗i

(4.10)

where:

pi∇u⃗i is the compression work
−∇q⃗i is the electron heat conduction

∇ ·
(︃

↔

Πiui⃗
)︃

is the viscous dissipation

Qei is the heating due to collisions
SE

i is the heating due to atomic physics processes
R⃗iu⃗i is the ohmic heating term
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Scrape-Off layer plasma modelling

The ion heat flux in a plasma, q⃗i, can be written as:

q⃗i = −χi
∥∇∥Ti − χi

⊥∇⊥Ti + χi
∧
B⃗

B
× ∇⊥Ti (4.11)

χi
∥ and χi

⊥ are parallel and perpendicular heat conductivities, respectively. χi
∥ =

κo,iT
5
2

i , with κo,i ∼ 60, is the strongly nonlinear parallel heat conductivity according
to the Spitzer-Härm conductivity formula. The ion-electron energy exchange can
be written as: Qe,i = 3me

mi
neνei (Te − Ti), and the ion energy source due to atomic

physics processes is computed as SE
i = SE

i,cx + SE
i,iz + SE

i,cx, where:

SE
i,cx = nin0 ⟨σv⟩cx

3
2 (Ti − T0) is the ion-neutral energy exchange

SE
i,iz = nen0 ⟨σv⟩iz

3
2T0 is the ion energy gain due to ionization

SE
i,rec = nen0 ⟨σv⟩rec

3
2Ti is the ion energy loss due to recombination

For electrons:

(︄
∂

∂t
+ u⃗e · ∇

)︄(︃3
2neTe

)︃
+ pe∇u⃗e = −∇q⃗e + ∇ ·

(︂
Π⃗eu⃗e

)︂
−Qei + SE

e + eneE⃗u⃗e + R⃗eu⃗e

(4.12)

where:

pe∇u⃗e is the compression work
−∇q⃗e is the electron heat conduction

∇ ·
(︃

↔

Πeu⃗e

)︃
is the viscous dissipation

Qei is the heating due to collisions
SE

e is the heating due to atomic physics processes
R⃗eu⃗e is the ohmic heating term

The electron heat flux in a plasma, q⃗e, can be written as:

q⃗e = −χe
∥∇∥Te − χe

⊥∇⊥Te + χe
∧
B⃗

B
× ∇⊥Te − 0.71Te

e
j∥ − 3

2
Te

eωeτeB
B⃗ × j⃗⊥ (4.13)
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χe
∥ and χe

⊥ are parallel and perpendicular heat conductivities, respectively. χe
∥ =

κo,eT
5
2

e , with κo,e ∼ 2000, is the strongly nonlinear parallel electron heat conductiv-
ity according to the Spitzer-Härm conductivity formula. The ion-electron energy
exchange can be written as: Qe,i = 3me

mi
neνei (Te − Ti). The ion energy source due

to atomic physics processes SE
e = SE

e,iz +SE
e,rad, where SE

e,iz is the electron volumetric
power loss due to neutral ionization, written as:

SE
e,iz = nen0 ⟨σv⟩iz Eiz (4.14)

and SE
e,rad is the ion volumetric power loss due to radiation, written as:

SE
e,rad = nen0L

D
z,rad (Te, neτD) +

nimp∑︂
j=1

nenz,jL
rad
z,j (Te, neτz) (4.15)

In the foregoing equation, the radiation contribution has been written separately
for D and other impurities. The first part represents radiation (line radiation +
Bremsstrahlung) caused by neutral D, and the second part represents radiation
caused by impurities present in the plasma (e.g. Ar, Li, W, . . . ).

4.3.3 Edge plasma codes
The solution of the Braginskii equations for the plasma species, together with a
set of conservation equations for the neutral particles, represents an important
task to support divertor design. For this reason, a number of codes are currently
used and actively developed worldwide. An edge plasma code is typically com-
posed of at least two modules: a multi-fluid solver for the plasma, and a kinetic
solver for neutral species, thus allowing to model the plasma-wall interactions in the
edge region. The SOLPS-ITER code is the result of the coupling between B2.5 (a
multi-fluid solver for ions) with EIRENE, a kinetic transport code [211]. Another
example of multi-fluid solvers coupled to EIRENE are SOLEDGE2D-EIRENE [22],
EDGE2D-EIRENE [185] and EMC3-EIRENE [60] (the latter featuring a 3D model
for ions, i.e. it does not assume axial symmetry). It should be noticed that a
kinetic treatment for neutral species is usually responsible for a significant increase
of the time required to obtain an edge plasma solution. For this reason, codes
such as UEDGE [170] have a fluid model for the neutral species, which allows for
faster convergence times, albeit with some limitations, see section 5.3.2. Also B2.5
(the latter corresponding to the plasma solver of SOLPS-ITER) features a fluid
model for neutral species. Finally, TECXY [215] features an even simpler, analyt-
ical model for neutral species, which allows for very fast calculations at the cost of
even more severe approximations.
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Chapter 5

SOLPS-ITER simulations of an
LM divertor for the EU DEMO

As discussed in the previous chapter, one of the possible shortcomings of LMDs
is the core plasma dilution/contamination caused by eroded liquid metal. On the
other hand, the erosion itself can lead to beneficial vapor shielding of the target. To
assess the balance of these effects and their impact on the performance of a fusion
reactor such as the EU DEMO, self-consistent models are required.

In this chapter, simulations to investigate the effect of installing an LMD using
a CPS on the EU DEMO tokamak within the same envelope of the baseline solid
divertor are presented. The SOLPS-ITER code is used to model the SOL plasma
and neutral species (both fuel neutrals and metal eroded from the target). A fluid
neutral model was adopted, for the sake of simplicity. SOLPS-ITER was coupled
to a model for the target temperature distribution, thus enabling the self-consistent
calculation of the LM target erosion rate. This allowed to fairly compare Li and
Sn used as materials for an LMD target, and to assess the effectiveness of seeding
Ar in the SOL to reduce the target heat flux and, consequently, the erosion rate.

This chapter is organized as follows: first, an introduction is provided, men-
tioning previous studies on which the present work is based (section 5.1). The
specific EU DEMO configuration and LMD designs here considered are described
in section 5.2. The model and the simulation strategy are described in section 5.3.
Results of simulations without and with Ar seeding are finally presented and dis-
cussed in section 5.4.1 and 5.4.2, respectively, comparing the behavior of Li and
Sn. The chapter is concluded by section 5.5, which provides a recap of the most
relevant results and future perspective of the present work
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SOLPS-ITER simulations of an LM divertor for the EU DEMO

5.1 Background and motivation
The study here presented is motivated by the currently ongoing research efforts to
develop an LMD design which complies with the EU DEMO divertor requirements
(e.g. in terms of PEX, He removal, engineering integration and core plasma perfor-
mance). As mentioned in the foregoing chapters, Li and Sn are currently regarded
as the most promising candidates for an LMD [143]. For a given plasma heat and
particle flux impinging on the target, a larger mass flux is eroded from a Li target
with respect to a Sn target, due to the larger sputtering yield and vapour pressure.
Conversely, for a given amount of eroded metal, Sn produces a more significant
plasma cooling rate, mostly associated to line radiation [138]. For both Li and Sn,
the vapor shielding effect has been experimentally observed [201, 166]. However,
the resulting self-mitigation of the target heat load might still fail to prevent an
excessive erosion rate, leading to unacceptable core plasma dilution (in the case of
Li) or to intolerable radiative energy losses in the core plasma (in the case of Sn).
Moreover, albeit partially self-mitigated, the peak target heat flux might still over-
come the power handling capability of the CPS-based LMD target, which is limited
by e.g. the maximum tolerable thermo-mechanical stresses on the solid substrate
supporting the CPS [202], the Critical Heat Flux (CHF) to the coolant [167], or
the maximum PFS replenishment rate allowed by the CPS [165]. Therefore, the
strategy of seeding external impurities such as Ar to increase the SOL plasma ra-
diation and, consequently, further mitigate the target heat load – a strategy that
is strictly necessary for a conventional solid divertor – may be considered also for
an LMD [192].

Modelling the SOL behavior in the presence of an LMD is essential to predict
whether an operating window for this system exists, both in terms of core plasma
compatibility and of target heat load. This challenge has been addressed in the
past by means of simplified models [138, 67, 140, 118]. Recently, more detailed
simulations, including the transport of the eroded metal in the SOL and a detailed
account of its interactions with the plasma, have been performed by means of 2D
edge plasma codes. Notably, the UEDGE, SOLPS4.3 and SOLPS-ITER codes were
used to study the NSTX-U tokamak equipped with a liquid Li divertor, the T15-
MD tokamak equipped with a liquid Li divertor and the FSNS facility equipped
with a Li vapor box divertor, respectively [164, 119, 51]. The TECXY code was
instead used to study a CPS-based LMD for both the EU DEMO and the DTT,
also including a 1D thermal model of the LM target to self-consistently account for
target evaporation [153, 154]. First integrated target-edge-core simulations for the
EU DEMO with an LMD were also performed using COREDIV [156].

In the present work, the SOLPS-ITER code was used, for the first time, to simu-
late the edge plasma of the EU DEMO equipped with a CPS-based LMD, comparing
Li and Sn used as LMs. The target response was considered self-consistently by
coupling SOLPS-ITER to a thermal model to determine the surface temperature
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distribution, in order to correctly describe the feedback on the SOL plasma. This
approach enables to fairly compare Li and Sn as target materials, in terms of core
plasma dilution/contamination and target heat flux and erosion. The effect of the
eroded metal in terms of the core plasma dilution/contamination was also studied,
although it is noticed that a more detailed evaluation of the impurity accumulation
in the core plasma would require coupling SOLPS-ITER to a core transport code,
which is beyond the scope of the present study. Finally, the effectiveness of seeding
Ar to mitigate the target heat flux, thereby reducing the erosion rate, is assessed
via further, dedicated simulations.
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SOLPS-ITER simulations of an LM divertor for the EU DEMO

5.2 System description

5.2.1 Vessel shape and magnetic equilibrium
The EU DEMO wall geometry considered in this work is consistent with [192],
which referred to the 2017 EU DEMO design [208], and is shown in Figure 5.1.
Consistently with the EUROfusion strategy for the development of the LMD con-
cept, the vessel shape and magnetic equilibrium were not modified with respect
to the baseline scenario, whereas the divertor target material (originally W) was
replaced with liquid Li/Sn.

Figure 5.1: Sketch of the EU DEMO FW geometry, with the divertor targets
highlighted in red. The Li/Sn net emission from the inboard and outboard targets
(ΓLi/Sn,IT and ΓLi/Sn,OT , respectively) is schematically indicated. The separatrix is
represented by the thick black line. The power entering the computational domain
from the plasma core (Pin) is also schematically indicated.
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5.2 – System description

5.2.2 Liquid metal target
For Li, the design proposed by Vertkov et al. [202] is considered, consisting in a thin
(2 mm) W plate covered by a Li-filled CPS (0.5 mm thick), see Figure 5.2. The
W plate is cooled on the side not exposed to the plasma via an impinging water-
gas spray, with a water temperature of 20 ◦C. It has been shown experimentally
that this technique allows to achieve heat transfer coefficients as large as 70-100
kW/(m2 K). This an important feature for an LMD, since it allows to withstand
large heat loads while keeping the PFS temperature as low as possible, thus promot-
ing a reduced evaporation. The maximum tolerable heat flux for this specific LMD
target design is claimed to be ∼ 20 MW/m2 and limited by mechanical stresses on
the actively cooled W plate, i.e. the substrate on which the plasma-facing CPS is
placed. This figure has been taken as a reference in the present work, although it
is recognized that this could be improved by reducing the size of the units, if this
is compatible with the adopted cooling strategy.

For Sn, the design developed at ENEA Frascati, which was described in some
detail in section 3.4.2, is considered [167]. The cooling water temperature is 120 ◦C
and the heat transfer coefficient can be computed according to the formulation pro-
posed in [167]. For this design, a heat flux handling capability up to ∼ 40 MW/m2

is claimed, which is limited by the critical heat flux to the coolant. This figure has
been used as a term of reference in this study, even though the upper temperature
limit for CuCrZr might be achieved at lower heat fluxes. For this reason, an alter-
native PFC using W-Cu as a heat sink has been developed at ENEA Frascati, and
a prototype is foreseen to be tested soon in a linear plasma device.

Figure 5.2: Schematic of the Li target considered for the simulations. Reproduced
from [202] with permission.
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SOLPS-ITER simulations of an LM divertor for the EU DEMO

5.3 Simulation setup
Steady-state calculations are performed considering the 2D domain shown in fig-
ure 5.1 for both plasma and neutral species, assuming toroidal symmetry. The
SOL plasma and pedestal are described via multi-fluid, Braginskii-like equations,
and also the neutrals are assumed to behave as a fluid. The target erosion is
computed self-consistently with the plasma and neutral distributions.

A self-consistent approach is achieved by coupling two models:
1. A 2D SOL plasma model (SOLPS-ITER), computing: the SOL plasma tem-

perature and density profile; the advection/conduction load on the divertor
targets; the radiated power in the SOL due to plasma-vapor interactions; the
impurity flux to core plasma.

2. A thermal model computing the wall temperature distribution, and conse-
quently the LM evaporation and sputtering rates.

Figure 5.3: Schematic of the coupling strategy.

5.3.1 SOL plasma
The SOLPS-ITER code is employed in the present stydy [211]. For each element
included in the simulation, the full set of charge states is considered, each treated
as a separate fluid. This approach is computationally expensive, but it enables a
detailed description of atomic processes in the plasma, which are especially relevant
for the SOL plasma power balance in the presence of an LMD. An alternative, which
has been considered in the early stages of the present work, consists in adopting the
faster, but less accurate, bundled charge state model [35], as it was done in [192].

Simulation domain

The simulation domain was shown in Figure 5.1, together with the quadrilateral
grid on which the multi-fluid equations are solved. The domain extends inside the
separatrix (in the core plasma region) for ∼ 10 cm to approximately include the
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5.3 – Simulation setup

pedestal region, and in the SOL for ∼ 6 cm to include several power decay lengths
(both distances are measured from the OMP).

Species considered

The plasma species included in the simulations are:
• D0 (fuel neutrals), D+(main plasma ions);
• Li0 (Li vapor), Li+, Li2+, Li3+ (Li ionized species), in case of an LMD using

Li;
• Sn0 (Sn vapor), Sn+, Sn2+, . . . Sn50+ (Sn ionized species), in case of an LMD

using Sn;
• Ar0 (Ar neutrals), Ar+, Ar2+, . . . Ar18+ (Ar ionized species), in case Ar seeding

is considered.
Each species is treated as a fluid, relying on Braginskii-like equations.

Fluid equations, flux limiters and diffusion coefficients

Classical parallel transport is considered, with coefficients according to [219]. Flux-
limiters for electron and ion heat conductivities, and ion viscosity, are included.
Friction and thermal forces are treated according to [194]. Anomalous perpendicu-
lar transport is instead considered by providing radially variable diffusivities (D⊥,
χe, χi) to the code. Specifically, uniform values are used in the SOL (D⊥ = 0.42
m2/s and χe = χi = 0.18 m2/s), to reproduce a power decay length λq ∼ 3 mm.
This value has been selected in view of the uncertainties regarding the actual extent
of the SOL power width for the EU DEMO. Indeed, while the application of exper-
imental scalings (e.g. the Eich scaling [48]) or heuristic models (e.g. the Goldston
model [64]) validated in present-ray devices would predict λq ∼ 1 mm, recent gyro-
kinetic calculations by Chang et al. suggest larger values [29]. It should be noticed
that it would be interesting to have a sense of how much difference it would make to
adopt the basic Eich scaling, and alternatively a much greater width as estimated
by Chang for ITER. Although there was no time to perform this study, it is foreseen
to repeat the same set of simulations varying λq to assess the effect of this choice
on the simulation results. Inside the separatrix, transport coefficients are increased
to simulate the presence of an Edge Transport Barrier (ETB), as expected in H-
mode operation, see figure 5.4. However, it should be noticed that the treatment
of the pedestal physics provided in this work is far from being comprehensive, and
a self-consistent modelling including the core plasma would be necessary, as it will
be explained in a later section.

Drifts and self-consistent electric currents are not included in the simulations,
again for the sake of simplicity. Based on recent SOLPS-ITER simulations con-
sidering the ITER SOL plasma with Ne seeding and a full treatment of drifts and
currents [99], it is expected that including these effects would lead to an increased
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SOLPS-ITER simulations of an LM divertor for the EU DEMO

Figure 5.4: Radial distribution of anomalous perpendicular diffusivities provided
to the code [191]

inboard/outboard asymmetry, due to the transport of impurities from the outboard
to the inboard divertor region [107].

Boundary conditions

As far as the power balance is concerned:
• Core boundary: according to the H-mode scaling for the EU DEMO, the

power crossing the separatrix PSOL must be at least 150 MW to guarantee
H-mode operation [120]. In the simulations here presented, the separatrix is
an internal surface, therefore the power crossing it is not strictly speaking a
boundary condition. However, by fixing PSOL among the various simulations,
it is possible to provide a fair comparison between the cases analysed (for
instance, core radiation is expected to be more significant for Sn than for Li).
For this reason, an amount of power Ppedestal > PSOL is introduced in the
domain from the innermost flux surface (the difference being associated with
radiation in the pedestal), manually checking a posteriori that PSOL ∼ 150
MW. Errors up to ∼ 1 MW in the power actually crossing the separatrix are
tolerated when manually calibrating Ppedestal. By resorting to this tactic, the
presence of additional seeded impurities used as core radiators, such as Xe, is
neglected, leaving the problem of performing integrated simulations including
the core to future studies.

• Targets: the heat deposited on the targets is evaluated assuming a sheath
heat transfer coefficient of 2.5 for ions and of 0.90 for electrons, which is the
default choice for SOLPS-ITER.
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5.3 – Simulation setup

• Walls: a radial decay length is imposed, since the grid does not extend up
to the wall. Preparatory studies have shown that the simulation results are
weakly dependent on the actual strength of this boundary conditions, which
confirmed that the radial extent of the grid in the SOL was sufficient.

As far as the particle balance is concerned:
• Core boundary: a D+ flux of 5 · 1020 s−1 is imposed, consistently with previous

EU DEMO scenario modelling studies [192].
• Targets: 100% fuel recycling, 100% deposition of other species.
• Walls: a leakage B.C. is imposed both at the wall boundary and at the private

plasma boundary. This implies that the outgoing flux is proportional to the
local particle density. This condition is selected to simulate the redeposition
on the FW.

5.3.2 Neutral species
A fluid model is also employed for vapor and fuel neutrals. It is recognized that
a more accurate solution would be obtained by relying on a kinetic model, such
as the one provided by EIRENE, the Monte Carlo neutral transport code included
in SOLPS-ITER [162]. This choice allowed for relatively inexpensive parametric
scans to be performed, at the cost of some approximations:

• Neutrals in regions of low collisionality are not correctly represented by a fluid
model.

• Molecular effects are neglected.
• The simulation domain for the neutral species does not extend up to the

physical wall, except for the divertor targets - the neutral domain actually
coincides with the plasma domain, see again figure 5.1. This implies that
condensation on the FW and neutral pumping from the sub-divertor region
cannot be accounted for in detail. For this reason, to mimic pumping and
condensation, suitable boundary conditions were imposed on the outermost
surfaces included in the computational domain. It should be noticed that
the EIRENE domain would instead extend up to the wall [17], allowing to
model e.g. condensation, provided that suitable condensation/reflection ki-
netic models are adopted.

These shortcomings do not prevent a detailed account of vapor shielding, which
occurs in the proximity of the strike point - where the vapor source is located, which
is also far from pumping ducts - and involves a non-negligible vapor collisionality.
A fluid modelling approach is therefore regarded as acceptable for the scope of the
present study.
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5.3.3 Target erosion model
Erosion processes

The erosion rate for Li is computed as:

ΓLi,gross = ΓD+f (β)
⎡⎣Yphys,D+→Li (ED+)

3 + Yad

1 + Aexp
(︂

Eeff

kT

)︂
⎤⎦

+ ΓLi+f (β)
⎡⎣Yphys,Li+→Li (ELi+)

3 + Yad

1 + Aexp
(︂

Eeff

kT

)︂
⎤⎦+ . . .

+ ΓAr+f (β)
⎡⎣Yphys,Ar+→Li (EAr+)

3 + Yad

1 + Aexp
(︂

Eeff

kT

)︂
⎤⎦+ . . .

+ η · pv (T, β) − pa√
2πmLikT

(5.1)

where:
• ΓD+ , ΓLi+ ,. . . are particle fluxes of impinging ions, and ED+ , ELi+ , . . . are the

energies of the impinging ions. The dots “. . . ” at the end of each line stand for
the ionized species not explicitly reported in the formula above (Li2+, Li3+,
Ar2+, . . . ).

• β is the D concentration at the surface, which is neglected in the present
study based on the assumption of negligible D retention in Li, which is in
turn motivated by the large surface temperature (therefore the formula above
is employed with f (β) = 1).

• Yphys is the physical sputtering yield evaluated according to the empirical
formula reported in appendix 1 of [205]. Input data for the empirical formula
are as follows: surface binding energy Es = 1.63 eV, surface density ρ = 530
kg/m3. The factor 1/3 accounts for the fact that 2/3 of sputtered Li consists
of ions [7].

• Thermal sputtering (second term in square parentheses) is evaluated accord-
ing to the adatom model, as proposed in [2]. Fitting parameters are Yad = 2.9,
A = 9.6·10−6 and Eeff = 0.7 eV [1]. It should be noticed that these fitting pa-
rameters have been obtained for D+ impinging on Li, and have been adopted
also for Li self-sputtering and sputtering associated to Ar due to lack of data.

• Evaporation is calculated according to the Hertz-Knudsen equation, as indi-
cated in the formula above. The vapor pressure is calculated according to
the formulations reported in Appendix A. A sticking coefficient of η = 0.75
is used, which is the default in SOLPS-ITER.

The erosion rate for Sn is computed as:
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ΓSn,gross = ΓD+f (β) [Yphys,D+→Sn (ED+)]
+ ΓSn+f (β)

[︂
Yphys,Sn+→Sn (ESn+)

]︂
+ . . .

+ ΓAr+f (β)
[︂
Yphys,Ar+→Sn (EAr+)

]︂
+ ...

+ η · pv (T, β) − pa√
2πmSnkT

(5.2)

where:
• ΓD+ , ΓSn+ ,. . . are particle fluxes of impinging ions and ED+ , ESn+ ,. . . are the

energies of the impinging ions. The dots “. . . ” at the end of each line stand
for the ionized species not explicitly reported in the formula above (Sn2+,
Sn3+,. . . , Ar2+,. . . ).

• β is the D concentration at the surface, which is neglected in this work based
on the assumption of negligible D retention in Sn (therefore the formula above
is employed with f (β) = 1).

• Yphys is the physical sputtering yield evaluated according to the empirical
formula reported in appendix 1 of [205]. Input data for the empirical formula
area as follows: surface binding energy Es = 3.14 eV, surface density ρ = 7300
kg/m3.

• Evaporation is calculated according to the Hertz-Knudsen equation, as indi-
cated in the formula above. The vapor pressure is calculated according to
the formulations reported in Appendix A. A sticking coefficient η = 0.75 is
employed, corresponding to the default in SOLPS-ITER.

For both Li and Sn, when calculating the evaporated flux, pa ∼ 0 is assumed,
consistently with [154]. Other authors suggested to assume pa ∼ pplasma in vapor
shielding regime, see [86, 201]. This aspect should be subject to further studies. The
proposed formulation allows to compute the poloidal profile of ΓLi/Sn,gross along the
target (one value for each grid cell boundary at the target, then multiplied times
the area of each grid cell).

Prompt redeposition

Prompt redeposition is taken into account for both Li and Sn as:

ΓLi/Sn, net = ΓLi/Sn, gross · (1 − fredep) (5.3)
This means that promptly redeposited particles are not emitted in these simulations
(i.e. they are not emitted-then-redeposited). To calculate fredep, the following
formulation based on [30] is adopted:

fredep = 1 − p2

1 + p2 (5.4)

69



SOLPS-ITER simulations of an LM divertor for the EU DEMO

with p = τion · ωgyro = λion/ρLi+/Sn+,max, where:
• τion is the ionization time of Li0/Sn0

• ωgyro is the angular gyro-frequency of the Li+/Sn+ ion
• λion = v⊥

⟨σv⟩izne
is the ionization length of Li0

• ρLi+/Sn+,max = mLi/Snv⊥
qB

is the Li+/Sn+ Larmor radius calculated for the case
when ion velocity is perpendicular to the magnetic field

This formulation is included in the routines of the SOLPS-ITER code dedi-
cated to plasma-wall interactions, although it was not applied to particles eroded
via processes other than sputtering. In this work, it was therefore ensured that the
same prompt redeposition fraction is applied also to evaporated particles. Since
the formulation depends on plasma parameters in the proximity of the target, a
poloidal profile of the prompt redeposition fraction is calculated and applied, self-
consistently with the plasma state. This formula neglects the possibility of multiple
ionizations in the sheath edge, as well as the effects of different ion and electron tem-
perature, which are included e.g. in the formulation proposed by Tskhakaya [197].

Non-prompt redeposition

Particles emitted (ΓLi/Sn,net) represent a source term for the model employed to
follow the neutral atoms in the SOL. Due to ionization, and according to the local
force balance, particles are allowed to return to the target plate, thus yielding an
additional redeposition contribution.

Calculation of the target surface temperature distribution

The Li gross erosion rate, computed according to the formulation (5.1), depends
on the surface temperature through the adatom sputtering term and the vapor
pressure appearing in the evaporation rate. The same thing applies to Sn, albeit in
this case the adatom contribution has been neglected, see equation (5.2). To self-
consistently evaluate the surface temperature, two different models were adopted
for the two designs here considered, in view of their different geometries.

The Li target, shown in Figure 5.2, has a flat geometry which can be conve-
niently simulated by decomposing it into a number of simple 1D finite difference
thermal models (each representing a poloidal location along the target length). The
W substrate and the LM-filled CPS were considered as two adjacent layers, neglect-
ing any possible thermal resistance between them, as shown in Figure 5.5. Due to
the slow motion of the LM in the CPS and based on the assumption that no droplet
ejection nor splashing phenomena occur, the CPS+LM system was treated as a sta-
tionary medium having an equivalent thermal conductivity [133], i.e. a solid layer
with averaged thermal properties evaluated by law of mixtures. Moreover, the Li
is assumed to be pure, thereby neglecting any property variation associated to the
presence of impurities on the surface or in the bulk of the LM. Evaporation cooling,
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temperature-dependent properties, enthalpy of refilling metal were included. The
active cooling provided by atomized water was taken into account by imposing a
Robin-type boundary condition on the cooled surface, setting a heat transfer co-
efficient of 8 · 104 W/m2/K and a water temperature of 20◦C, common to all the
radial location - having assumed a uniform cooling of the back of the plate.

Figure 5.5: Schematic of the 1D model adopted for determining the surface tem-
perature of the Li divertor.

The Sn target geometry is more complex, see Figure 3.11. For this reason, for
each poloidal location along the target, a 2D model based on the Finite Element
Modelling (FEM) method was adopted to describe the temperature behavior of
the single module unit and then coupled to SOLPS-ITER. This was achieved by
modifying the target heat transfer model developed by Carli [23], originally intended
for computing the temperature in an ITER W divertor based on heat fluxes from
SOLPS-ITER, see Figure 5.6 (left). In the present thesis work, the coupling between
the two codes was made self-consistent, and the necessary modifications were carried
out to take into account evaporation cooling, the specific geometry and materials
of the ENEA design, see Figure 5.6 (right). It must be acknowledged that the
application to the latest ENEA design was performed by G. Fiorita in his BSc
thesis [61]. The assumptions for the CPS (treated as a stationary medium) were
consistent with those for Li. As a final remark, due to the very limited coolant
temperature increase along the target (a few K) the thermal coupling via coolant
advection was neglected, thus leading to each “slice” being considered individually.
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This assumption allowed to simplify the model, while representing a conservative
choice (the resulting peak surface temperature will be larger neglecting the heat
transfer along the poloidal direction). The heat transfer coefficient is computed
according to the formulations suggested in [167], and the coolant temperature was
set to 120◦C.

Figure 5.6: Schematic of the FEM model adopted in [23] to simulate the thermal
behavior of the ITER W divertor (left) and CAD of a single Sn divertor module
unit [167] with the computational mesh adopted to model each radial slice of the
Sn divertor in the present thesis [61] (right).

For convenience, the poloidal sections were chosen so to correspond to the bari-
centers of the SOLPS-ITER grid cell. Thus, an array of 36 temperatures is passed
at each time step to SOLPS-ITER, which in turn employs this temperature dis-
tribution to evaluate thermal sputtering and evaporation. At the end of the time
step, a corresponging array of 36 plasma heat fluxes is passed back to the thermal
model.

As a conclusive remark, it should be noticed that the SOLPS-ITER heat fluxes
also include the power associated with surface recombination, whereas they do
not include radiation power load. Although the latter cannot be accounted for
self-consistently during the simulation, it is possible to verify a posteriori that its
contribution is negligible by post-processing the SOLPS-ITER results using e.g.
ray-tracing codes such as CHERAB [27, 26, 134], taking as input the computed
radiation power source distribution and providing the heat flux over the PFSs.

5.3.4 Coupling implementation
Calculations are initialized by running SOLPS-ITER up to steady state using

the built-in material erosion routines, which have been modified to include the for-
mulation reported in section 5.3.3. As it is well known, this requires long computer
times, even with a fluid neutral model: several days for D+Li, a couple of weeks for
D+Sn. Once a steady state SOLPS-ITER solution is found, the heat flux distribu-
tion along the target is passed to the target model, so that an initial temperature
distribution is found. At this point, both simulations (SOLPS-ITER and target)
are converged to a steady-state which is however not yet self-consistent. Therefore,
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time evolution for both simulations is started, and data are exchanged at each time
step. Specifically, the heat flux profile is passed from SOLPS-ITER to the target
model, while the latter provides the temperature profile, which is then used by the
material erosion routines embedded in SOLPS-ITER, which have been purposely
modified. The data exchange at each time step is performed via file exchange -
although more elaborate options based on e.g. the OpenPALM coupling frame-
work [44] have also been implemented, but disregarded for the moment due to the
lack of time to perform thorough testing.
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5.4 Results and discussion
To assess the effect of the presence of an LMD in different reactor operating con-
ditions, it is convenient to perform parametric studies varying the upstream elec-
tron density at the OMP separatrix, ne,sep. The range 3.5 · 1019 m−3 < ne,sep <
4.5 · 1019 m−3, corresponding to ∼ 40% - 52% of the Greenwald density [207], was
selected. After performing D+Li and D+Sn simulations, the effect of seeding Ar
in terms of reduced target erosion rate and heat flux was assessed.

5.4.1 Results without Ar seeding
The particle balance shall first be discussed, starting from the vapor source term,
i.e. the target erosion rate. Figure 5.7 shows that, as expected, the total (net) ero-
sion rate for Li (ΓLi) is ∼ 2 orders of magnitude larger than the total (net) erosion
rate for Sn (ΓSn). For Li, evaporation represents the dominant erosion mechanism,
and the relative contributions of the three erosion mechanisms considered is weakly
dependent on ne,sep. For Sn, consistently with the results presented in [153], evap-
oration is again found to be the dominant erosion mechanism, especially at large
values of ne,sep.
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Figure 5.7: Total target emission rate as a function of ne,sep for Li (left) and Sn
(right). The different contributions to the target erosion are also indicated. Note
the different y scale.

For Li, the three contributions to the target erosion (evaporation, thermal sput-
tering and physical sputtering) all show an inverse dependence on ne,sep. As for the
sputtering rate, this behavior is consistent with simple two-point model consider-
ations [190], since increasing ne,sep leads to a reduced target electron temperature,
and therefore lower erosion. Moreover, as shown in Figure 5.8 (left), the radiation
rate in front of the OT associated to Li vapor shielding, qLi

rad,OT , increases with ne,sep,
thus further decreasing the target electron temperature. This can be explained in

74



5.4 – Results and discussion

terms of the radiated power density LLi
Z (Te,ne)nLine, where the increase in ne more

than compensates for the lower nLi associated to the weaker erosion. The same
trend is observed in the power radiated via interactions with fuel neutrals qD

rad,OT .
The stronger radiation in front of the OT also leads to a mitigation of the heat
flux to the target and, consequently, to a lower target surface temperature, which
explains the trend in thermal sputtering and evaporation. It should be noticed
that another effect that contributes to reduce the erosion rate is the increase of the
prompt redeposition rate with ne,sep (not reported here). For the IT the same trend
is observed, but it is not reported here for the sake of clarity, since IT erosion only
accounts for a small percentage of the total.

For Sn, having neglected thermal sputtering, only physical sputtering and evap-
oration contribute to the erosion rate. Figure 5.8 (right) shows that the physical
sputtering rate remains almost constant with ne,sep, while the evaporation rate
globally increases, although both quantities show a non-monotonic behavior. This
can be explained in terms of two competing effects: the radiation in the OT re-
gion due to Sn vapor shielding qSn

rad,OT decreases as ne,sep increases, dominating over
the increase in qD

rad,OT , as shown in Figure 5.8 (right). This tends to determine a
larger target electron temperature and heat flux. Conversely, as for Sn, the prompt
redeposition rate increases as ne,sep increases.
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Figure 5.8: Radiated power density for to D and Li/Sn, integrated over the OT
region, as a function of ne,sep: Li (left) and Sn (right). Note the different y scale.

Figure 5.9 shows the resulting distribution of impurity concentration (nLi/Sn

ne
) in

the simulated domain, for the cases corresponding to ne,sep = 4.5 · 1019 m−3. For
both Li and Sn, the largest concentration is found close to the OT strike point
(where the strongest Li/Sn particle source is located) and in the far SOL, where ne

is low. As anticipated above, the strong asymmetry between conditions at IT and at
OT is associated to the inboard/outboard heat load asymmetry. Indeed, due to the
lower heat flux on the IT, the surface temperature is lower, and so the evaporation
rate. The low ion temperature at the IT also implies a small contribution from
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sputtering. As already mentioned, this asymmetry is probably underestimated,
having neglected drifts.

(a)

(b)

Figure 5.9: Computed 2D distributions of the Li concentration, nLi/ne (a), and
of the Sn concentration, nSn/ne (b), for the case ne,sep = 4.5 · 1019 m−3. The
enlargements show conditions in front of the OT.

Figure 5.10 (left) compares Li and Sn in terms of average impurity concentration
in the pedestal,

⟨︂
nLi/Sn/ne

⟩︂
pedestal

. Also indicated in the plot are “plasma cleanness
limits” which have been calculated in [153] based on the results of integrated target-
SOL-core simulations performed with the COREDIV code:

⟨︂
nLi

ne

⟩︂
pedestal

< 3% for
Li (corresponding to a 20% reduction of the fusion power with respect to the case
of pure D-T plasma) and

⟨︂
nSn

ne

⟩︂
pedestal

< 0.05% for Sn (corresponding to a back-
transition from H to L mode due to the reduction of Psep following from excessive
core radiation). The results here reported indicate that, for Li, plasma dilution
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is an issue, for the entire range of ne,sep considered in the present study. For Sn,
instead, the concentration is ∼ 2 orders of magnitude lower with respect to the case
of Li, and at sufficiently large values of ne,sep it is lower than the above-mentioned
“plasma cleanness limit”, thus suggesting the existence of an operational window for
which an Sn divertor is compatible with the EU DEMO core plasma performance
requirements. The corresponding value of the effective charge Zeff averaged over
the pedestal region included in the simulation domain, ⟨Zeff⟩pedestal, is reported in
Figure 5.10 (right). Again, it should be noticed that a more careful assessment
of the core plasma conditions, achieved by e.g. coupling SOLPS-ITER to a core
transport code, should be performed to allow for a fully self-consistent calculation
of the SOL and core conditions in the presence of an LMD, thus enabling more
quantitative conclusions on the core plasma compatibility of this concept to be
drawn.
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Figure 5.10: Impurity concentration (left) and Zeff (right) averaged over the
pedestal region: comparison Li vs. Sn.

The power balance can now be discussed. Figure 5.8, which was shown before to
support the discussion concerning the trends in erosion rate for Li and Sn, already
indicated a stronger OT radiation for Sn with respect to Li. In Figure 5.11, the
distributions of the radiated power density for Li and Sn are compared, for the case
corresponding to ne,sep = 4.5 ·1019 m−3. In this respect, Li performs better than Sn.
Indeed, while both LMs cause beneficial plasma cooling in front of the target, Li
only negligibly radiates in the core plasma, where it exists almost only in the fully
stripped charge state. However, it was shown above that this plasma cooling is not
sufficient to prevent an excessive core plasma dilution associated to the presence of
Li. For Sn, a non-negligible pedestal radiation is found, which however was shown
above to be marginally compatible with core plasma performance. The other main
qualitative difference with respect to Li is the significant radiation along the SOL
(not just in front of the OT). This implies a mitigation of the plasma power entering
the vapor shielding region in front of the target, thus reducing the evaporation rate
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necessary to sustain the vapor shielding regime.

(a)

(b)

Figure 5.11: Computed 2D distributions of the radiated power density for the case
ne,sep = 4.5 · 1019 m−3, for Li (a) and Sn (b). The enlargements show conditions in
front of the OT.

Figure 5.12 summarizes the total radiated power density (due to the metal
vapor, ions, fuel neutrals and main plasma ions) integrated over different regions
of the computational domain, for the case ne,sep = 4.5 · 1019 m−3. As it was already
evident from the 2D plots of Figure 5.11, radiation in the pedestal and along the
SOL is significant for Sn, whereas it is negligible for Li. It should be noticed that,
due to this fact, for the case with Sn at ne,sep = 4.5 · 1019 m−3 it was necessary to
increase Pin up to ∼ 170 MW, to keep PSOL ∼ 150 MW. The value of the required
Pin was found to be inversely proportional to ne,sep, due to the decreasing trend of
the pedestal radiation with increasing ne,sep. The situation is more balanced in the
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OT region, where still Sn radiates more. Finally, for Li a weaker inboard-outboard
asymmetry in plasma cooling is computed, since the inboard target erosion is not
completely negligible.

Figure 5.12: Schematic of the simulation domain with the regions highlighted and
summary table of the total radiated power density integrated over different regions
of the simulation domain for the cases D+Li and D+Sn, ne,sep = 4.5 · 1019 m−3.

To conclude this section, the effect of plasma-vapor interactions on the target
heat flux are discussed. Figure 5.13 shows the computed heat flux profiles on the
OT for the case ne,sep = 4.5 · 1019 m−3, for both Li and Sn. On the same plot,
a reference heat flux profile for a pure D plasma, again computed using SOLPS-
ITER and a consistent simulation setup, is reported. The beneficial reduction of the
target heat flux (∼50% for Li and ∼30% for Sn) associated to the vapor shielding
effect, for the cases where an LM target is adopted, is evident. Nevertheless, the
peak heat load for Li (∼ 31 MW/m2) is larger than the power handling limit of the
specific target design here considered, i.e. ∼ 20MW/m2. Similarly, the peak heat
load for Sn (∼ 44MW/m2) is slightly larger than the power handling limit of the
ENEA target design, i.e. ∼ 40MW/m2. The corresponding peak temperatures are
∼ 900◦C for Li and ∼ 1700◦C for Sn. These temperatures are responsible for the
significant target evaporation, which represents the dominant contribution to the
erosion rate, as discussed above.

For both Li and Sn, the heat flux computed by SOLPS-ITER far from the strike
point appears to be negligible. However, this calculation does not take into account
the possibly relevant radiative heat flux. For this reason, separate calculations, not
shown here, were performed with the aim of evaluating the radiative contribution
q′′

rad,OT to the heat load on the OT. This could be of interest e.g. to determine
whether the temperature far from the strike point is lower than the Li retention
limit, or to estimate whether radiation can be sufficient to keep the LM molten
along the entire target. The radiation load was estimated with the Monte Carlo
ray-tracing code CHERAB for the case ne,sep = 4.5 · 1019 m−3. The estimated peak
value of q′′

rad,tar is 1.33 MW/m2 in the case of Li and 1.97 MW/m2 with Sn, i.e. ∼
4% and ∼ 6% of the advection/conduction peak heat flux. Away from the strike

79



SOLPS-ITER simulations of an LM divertor for the EU DEMO

-0.1 -0.05 0 0.05 0.1

x
tar

 (m)

0

10

20

30

40

50

60

70

q
'' ta

r (
M

W
/m

2
)

q''
tar

=20 (MW/m
2
)

q''
tar

=40 (MW/m
2
)

D

D+Li

D+Sn

Figure 5.13: Target profiles of plasma advection/conduction heat flux for the cases
D+Li and D+Sn compared with a reference case with D, for ne,sep = 4.5 · 1019 m−3.

point, moving upwards along the OT, the relative contribution of the radiative
heat load increases to ∼ 30% for Li and ∼ 80% for Sn (at xtar = 0.2 m). This
indicates that, notwithstanding the additional heat load contribution associated to
radiation, the LM will freeze far from the strike points (at least with the target
cooling schemes here considered).

To summarize the outcomes of calculations without Ar seeding:
• For Li, an excessive plasma dilution is computed, for the entire range of ne,sep

considered in this study. Moreover, notwithstanding the self-regulation of
the target heat flux, the power handling limit of the LMD target design here
considered is overcome.

• For Sn, the calculations suggest that plasma contamination could be tolera-
ble, at sufficiently large values of ne,sep. Nevertheless, the peak target heat
flux is found to be slightly larger than the heat handling limit of the ENEA
design here considered, notwithstanding the self-protection provided by vapor
shielding.

These results suggest that the operational window for liquid Li or Sn divertor
targets employed for the EU DEMO without any additional impurity seeding might
be too narrow, if it exists. In addition, at least for the ITER-like target configura-
tion considered in this chapter, Sn appears more promising than Li. This motivates
further calculations to assess the effect of purposely seeding an additional impurity
(e.g. Ar) to serve as a SOL radiator. Thanks to the additional plasma cooling
provided by Ar, which is known to radiate mostly along the SOL, the target heat
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flux is expected to be reduced, so lowering the metal erosion rate, eventually also
limiting the core contamination.

5.4.2 Results with Ar seeding
For this second set of simulations, Ar was injected from the wall boundary of
the calculation domain with a uniform distribution, to obtain a total seeding rate
ΓAr = 5 · 1020 − 1 · 1021 s−1. This is consistent with [192], while a detailed study
on the optimization of the injection location is outside the scope of the present
work. Specifically, three Ar seeding rates, ΓAr = 5 · 1020 s−1, ΓAr = 7 · 1020 s−1 and
ΓAr = 1 · 1021 s−1, were considered. Again, to provide a fair comparison between
the cases here considered, it was ensured that the power crossing the separatrix
was always kept equal to PSOL = 150 MW. Figure 5.14 confirms that Ar injection
effectively reduces the target erosion. In particular, at large ne,sep, even the lowest
Ar seeding rate here considered, ΓAr = 5·1020 s−1, is capable of reducing the erosion
rate by approximately one order of magnitude, for both Li and Sn. As expected, for
a given value of ne,sep, increasing the Ar seeding rate leads to a monotonic reduction
of the erosion rate. To analyze the causes of this behavior, Figure 5.14 shows the
various contributions to the erosion rate of Li (left) and Sn (right), for all the cases
considered in this second part of the chapter (i.e. ne,sep from 3.5 · 1019 m−3 to
4.5 · 1019 m−3 and ΓAr,SOL from 0 to 1 · 1021 s−1). The observed reduction in both
evaporation and sputtering can be correlated to the power radiated in the SOL due
to interactions with the seeded Ar, shown in Figure 5.16. Indeed, as the power
radiated along the SOL increases:

• the target electron temperature is reduced, which implies a lower sputtering
rate;

• the power entering the “vapor shielding region” in front of the OT is reduced,
thus leading to a lower evaporation rate.

For Li, which does not significantly radiate far from the target – due to the
fact that it is soon fully stripped of its electrons - the presence of Ar determines
a significant increase in the SOL radiation rate with respect to the D+Li case.
For Sn, instead, Ar radiation in the SOL has to compensate for the previously
significant Sn radiation in the same region. This compensation is always effective,
except for the case with ne,sep = 3.5 · 1019 m−3 and ΓAr = 5 · 1020 s−1, where
the reduction in Sn radiation is larger than the Ar radiation in the SOL. This
explains the otherwise surprising non-monotonic trend in ΓSn with increasing ΓAr

for ne,sep = 3.5 · 1019 m−3. For a given Ar seeding rate, increasing ne,sep is found
to always lead to a reduction in the erosion rate. This is due to the fact that the
Ar radiation Prad = LAr

Z (Te, ne)nArne, which dominates the SOL power balance for
both Li and Sn (as shown in Figure 5.14), increases with increasing ne,sep due to
the global increase of ne.

Figure 5.17 shows the resulting distribution of impurity concentration (nLi/Sn

ne
)
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Figure 5.14: Total target erosion rate as a function of ne,sep for the different Ar
seeding rates considered, for Li (left) and Sn (right). Note the different y scale.
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Figure 5.15: Contributions to the target erosion rate for Li (left) and Sn (right).
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in the simulated domain, for the cases corresponding to ne,sep = 4.5 · 1019 m−3, for
the various Ar seeding rates considered in this work. The reduced target erosion
rate determined by Ar seeding clearly results in a lower Li/Sn concentration over
all the computational domain. The concentration remains relatively large in the
far SOL and in the private flux region, where the electron density is low.

To support a more quantitative discussion, Figure 5.18 shows the Li/Sn con-
centration averaged over the pedestal region, for the entire set of ne,sep and ΓAr

considered in this chapter, compared to the above-mentioned “plasma cleanness
limits”. Consistently with the results shown in Figures 5.14, 5.15 and 5.17, for a
given ne,sep, a larger ΓAr determines a lower concentration in the pedestal. As a
consequence, the allowed operational window - in terms of core plasma performance
- for the two LMD concepts considered in this paper, is significantly widened. For
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Figure 5.16: Contributions to the radiated power density, integrated over the SOL
region, for Li (left) and Sn (right). For each value of ne,sep the four bars correspond
to increasing Ar seeding levels, from ΓAr = 0 to ΓAr = 1 · 1021 s−1.

(a)

(b)

Figure 5.17: Computed 2D distributions of the relative concentrations for the case
ne,sep = 4.5 · 1019 m−3, for Li (a) and Sn (b). Increasing Ar seeding rates are
considered (from ΓAr = 0 to ΓAr = 1 · 1021 s−1, moving from left to right).

the sake of completeness, Figure 5.19 shows the computed Ar concentration, av-
eraged over the pedestal region, for the entire set of calculations performed. This
density is well below ∼ 0.5, which is the tolerability limit suggested in [161], thus
confirming that Ar does not represent a threat for plasma purity.

The beneficial effect of Ar seeding in terms of the improvement of the core
plasma compatibility of an LMD is reflected by the significant reduction of the
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Figure 5.18: Impurity concentration (Li or Sn) averaged over the pedestal region,
for various Ar seeding intensities: Li (left) and Sn (right). Note the different y
scale.
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Figure 5.19: Ar concentration averaged over the pedestal region, for various Ar
seeding intensities, for the cases D+Li+Ar (left) and D+Sn+Ar (right). Note the
different y scale. The Ar tolerability limit suggested in [161], ∼ 0.5, is not shown
for the sake of clarity.

effective charge Zeff averaged over the pedestal, ⟨Zeff,pedestal⟩, shown in Figure 5.20
(left) for the cases ΓAr = 0 and ΓAr = 1 · 1021 s−1. This result indicates that, while
Ar seeding is effective in mitigating the plasma power load to the divertor targets
(mostly thanks to SOL radiation, as discussed above), it does not represent a threat
for the core plasma purity, at least for the values of ΓAr considered in this work, as
it was discussed before based on the Ar tolerability limits computed in [161], see
again Figure 5.19. Another interesting feature of the result shown in Figure 5.20
is that, for ΓAr = 1 · 1021 s−1, the difference between the cases D+Li+Ar and
D+Sn+Ar in terms of ⟨Zeff,pedestal⟩ becomes negligible. This is a consequence of
the fact that Ar has become the dominant plasma impurity for these cases, whereas
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the density of Li/Sn is negligible. To complete the discussion, Figure 5.20 (right)
shows the radiated power density, integrated over the pedestal region, for the cases
ΓAr = 0 and ΓAr = 1 · 1021 s−1. For Li, the reduction of the core plasma dilution
associated to Ar occurs at the expense of a slight increase of core radiation due
to the presence of Ar (whereas core radiation due to Li was negligible). For Sn,
instead, the reduction of the core plasma radiation associated to Sn more than
compensates for the moderate increase in radiation associated to Ar. Again, for
the case ΓAr = 1·1021 s−1 a very similar behavior is observed for the cases D+Li+Ar
and D+Sn+Ar.
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Figure 5.20: Average Zeff in the pedestal region for different Ar seeding rates:
comparison Li vs. Sn (left), and radiated power density integrated over the pedestal
region for various Ar seeding rates: comparison Li vs. Sn (right). Only the cases
with ΓAr = 0 and ΓAr = 1 · 1021 s−1 are shown, for clarity.

To summarize the discussion on the particle balance for the cases with Ar seed-
ing, it can be stated that the operational window for an LMD in terms of core
plasma compatibility appears significantly widened, for both Li and Sn. Moreover,
even though a detailed discussion on the LM recollection from the FW is beyond
the scope of the present work, the reduction of the net erosion rate (by more than
2 orders of magnitude, for the largest ne,sep considered) might significantly affect
the design of the recollection system, or even make it unnecessary.

The power balance for the cases with Ar seeding can now be discussed. The
results reported in Figure 5.16, which was already commented during the discussion
concerning the mitigation of the target erosion rate associated with Ar seeding,
indicate that Ar represents the dominant contribution to SOL radiation, for all the
values of ne,sep and ΓAr considered in this study. Moreover, Figure 5.20 showed
how the radiation in the core is reduced for the case D+Sn+Ar with respect to
the case D+Sn thanks to the lower Sn erosion rate. To better visualize these
effects, Figure 5.21 shows the distribution of the radiated power density due to
Li/Sn and Ar for the cases D+Li and D+Li+Ar (a), and D+Sn and D+Sn+Ar (b)
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corresponding to ne,sep = 4.5 ·1019 m−3, for all the Ar seeding rates considered. The
similarity between the cases D+Li+Ar and D+Sn+Ar is apparent, and is associated
to Ar radiation becoming the dominant contribution to the power balance in both
the SOL and the pedestal. The enlargements shown in Figure 5.22, reporting only
the Li/Sn contribution, show that in the OT region, for the lowest values of ΓAr

considered, the vapor shielding (i.e. radiation associated to the interactions with
the eroded Li or Sn) still plays a non-negligible role. However, as ΓAr is further
increased, this effect is reduced, as the function of mitigating the heat load is
performed by Ar. An interesting conclusion can therefore be drawn: purposely
seeding Ar allows to move from a vapor shielding regime - where the heat load
mitigation is performed by the eroded metal close to the OT - to a regime in which
the mitigation of the plasma power leaving the separatrix occurs in the SOL due
to Ar radiation. It should however be remarked that, even though vapor shielding
is not exploited as a heat load mitigation mechanism during normal operation, it
could still provide target self-protection in the case of off-normal events such as
disruptions or unmitigated ELMs, as suggested in [165].

(a)

(b)

Figure 5.21: Computed 2D distributions of the radiated power density due to Li +
Ar (a) and Sn + Ar (b), for the case ne,sep = 4.5 · 1019 m−3. Increasing Ar seeding
rates are considered (from ΓAr = 0 to ΓAr = 1 · 1021 s−1, moving from left to right).

To provide an insight into the parametric dependencies of the effects just de-
scribed, the power radiated in the various regions of the calculation domain is now
discussed in more detail, distinguishing among the contributions of the various
species. Figure 5.23 (left) shows that, for the case D+Li+Ar, Ar determines the
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(a)

(b)

Figure 5.22: Computed 2D distributions of the radiated power density due to Li
(a) and Sn (b), for the case ne,sep = 4.5 · 1019 m−3, in front of the OT. Increasing
Ar seeding rates are considered (from ΓAr = 0 to ΓAr = 1 · 1021 s−1, moving from
left to right).

anticipated increase of the power radiated in the pedestal. This increase is signifi-
cant in relative terms, but it is not believed to represent a threat for core plasma
performance. Indeed, the Ar concentration is based on the tolerability limit for the
density of Ar in the pedestal . Figure 5.23 (right) instead shows that, for the case
D+Sn+Ar, the dominant effect in the pedestal is the reduction of Sn radiation due
to the lower Sn density. Figure 5.24 (left) indicates that, for Li, Ar radiation in
the OT more or less compensates for the reduced vapor shielding effect, especially
at large densities. Figure 5.24 (right), instead, indicates that for Sn the dominant
effect in front of the OT is the reduction in Sn radiation. This is made possible by
Ar radiation in the SOL, as already pointed out by results in Figure 5.16).

In the foregoing discussion, the effectiveness of Ar seeding in terms of mitigated
erosion rate and plasma contamination was shown. To conclude this section, it is
necessary to assess whether Ar seeding is also effective in reducing the target heat
flux on the OT – the most loaded between the two targets. To this aim, Figure 5.25
shows the target heat flux profiles for the case ne,sep = 4.5 ·1019 m−3, for the various
Ar seeding rates considered. For both Li and Sn, the peak heat flux is reduced by a
factor up to ∼ 2, which is sufficient to ensure compliance with the power handling
limit of the two LMD target designs considered in this work. These results suggest
that LMDs based on the CPS concept using either Li or Sn, used in combination
with Ar seeding, could be compliant with the EU DEMO plasma scenario in terms
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Figure 5.23: Contributions to the radiated power density, integrated over the
pedestal region, for Li (left) and Sn (right). For each value of ne,sep, the four
bars correspond to increasing Ar seeding levels, from ΓAr = 0 to ΓAr = 1 · 1021 s−1.
Note the different y scales.
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Figure 5.24: Contributions to the radiated power density, integrated over the OT
region, for Li (left) and Sn (right). For each value of ne,sep, the four bars correspond
to increasing Ar seeding levels, from ΓAr = 0 to ΓAr = 1·1021 s−1. Note the different
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of both plasma dilution/contamination and target heat handling limit. Again, it
should be noticed that Sn appears to have a wider operational window with respect
to Li, in terms of minimum ne,sep and ΓAr required to satisfy the above-mentioned
constraints.
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Figure 5.25: Outboard target profile of plasma advection/conduction heat flux for
D+Li+Ar (left) and D+Sn+Ar (right), for the various Ar seeding rates considered,
for ne,sep = 4.5 · 1019 m−3

5.5 Conclusions and perspective
In this chapter, a methodology for simulating the EU DEMO plasma in the presence
of an ITER-like LMD based on the CPS concept was presented. The SOLPS-ITER
code has been used, accounting for the plasma-vapor interactions self-consistently
thanks to the coupling to a purposely developed target model including the relevant
erosion phenomena (evaporation, thermal sputtering, physical sputtering) and ac-
counting for prompt redeposition. The proposed strategy allowed to fairly compare
the performance of selected LMD designs using Li and Sn, performing a parametric
scan over a range of outboard midplane electron densities at the separatrix, ne,sep.
In this first study, for the sake of simplicity, a fluid model was adopted for the
neutral species.

For both Li and Sn, simulation results indicate that the targets operate in a
vapor shielding regime, characterized by relatively strong evaporation inducing sig-
nificant radiation in the proximity of the OT, in turn determining a self-mitigation
of the target heat load. For Li, the resulting core plasma dilution was found to be
excessive, and the peak target heat load was larger than the power handling limit
of the LMD design considered in this work. For Sn, the core plasma contamination
was computed to be tolerable only at sufficiently large values of ne,sep, and the
computed peak heat flux was again close to the power handling limit of the design
considered. Based on these results, it was concluded that the operational window
for the EU DEMO equipped with an ITER-like LMD is narrow, if it exists, in the
absence of any additional impurity seeding.

These results motivated a further study considering the effects of seeding Ar. It
was found that the increased SOL radiation due to the presence of Ar can effectively
replace the self-mitigation of the target heat load which was associated to vapor
shielding in the cases without Ar. This led to a significant reduction of the erosion
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rate for both Li and Sn, thus noticeably widening the operational window from the
point of view of core plasma compatibility. Moreover, the reduction in peak target
heat flux allows to comply with the heat handling limits of the LMD designs here
considered. A significant outcome of the present study is that, based on the above-
described results, an LMD could be operated in a plasma scenario similar to the
one of a solid divertor (high recycling, very low evaporation/vapor shielding, power
exhaust via impurity seeding), thus avoiding the need to re-design the machine
operation and minimizing the required modifications to other reactor components.
At the same time, an LMD would still be more resilient to off-normal events with
respect to a solid divertor, thanks to the target self-protection (via vapor shielding)
and self-replenishment (via capillary forces).

These encouraging results should of course be supported by more refined mod-
elling and experiments. Three possible lines of activitiy in this respect are the
following:

• A kinetic model for the neutral species (both fuel neutrals and metal
vapor) should be included. Using SOLPS-ITER, the natural choice is to
switch from the fluid neutral model used in this work to the kinetic model
provided by the EIRENE code, which is included in the SOLPS-ITER code
package. This would allow to describe more accurately the vapor dynamics
and removal via e.g. condensation on the FW, as well as to account for
the pumping of fuel neutrals and He ash from the sub-divertor region. In
this way, the shortcomings of the modelling approach here presented, which
are associated with both the fluid nature of the model employed and to the
limited extension of the grid, could be removed, thus obtaining a more realistic
description of the neutral behavior. This activity is ongoing, at the time
of writing the present thesis. It should be mentioned that SOLPS-ITER
simulations for a Li divertor with kinetic neutrals and a fixed evaporation
source have recently been published by Emdee et al. [51].

• To systematically assess the plasma compatibility of the impurity flux entering
the separatrix, integrated simulations which self-consistently include not
only erosion from the target, transport in the SOL and interactions with the
plasma, but also transport in the core, are required. This could be obtained
e.g. by coupling SOLPS-ITER to ASTRA, see [178, 179].

• To give confidence in the application of these models to predict the behavior of
an LMD for the EU DEMO, validation is essential. A first validation of the
erosion model could be performed relying on data from LM target exposures
in linear plasma devices [132]. Moving to tokamaks, recent experiments on
the COMPASS tokamak with a small LMD module inserted, which were
briefly mentioned in section 3.1.4, could represent a first source of data [38].
Furthermore, the test of a small, actively cooled LM sample using Sn on
the ASDEX-Upgrade tokamak is foreseen in the next few years within the
framework of EUROfusion WPPRD work package. This would provide an
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excellent test bench for the modelling strategy here proposed.
The resulting improved, validated and integrated modelling strategy, which would
allow to confirm, from the modelling point of view, the compatibility of an LMD
with an EU DEMO scenario, is summarized in Figure 5.26.

Figure 5.26: Schematic of the proposed integrated modelling strategy, with high-
lighted the needed future developments.

The author wishes to point out a number of aspects concerning both the mod-
elling choices and the analysis of results which are worth further investigations in
the future:

• It could be interesting to assess the effect of the sweeping foreseen for some
period of time after loss of detachment in the case of an LMD.

• The present study did not target detached plasma operation (which would
require larger ne,sep and/or ΓAr), which is left for future studies.

• An increase of the “puff and pump” effect could reduce upstream impurities,
helping to keep the impurities in the divertor region.

• Some strategies to address the recollection of material from the main chamber
walls should be devised, also based on the amounts estimated in this work.

• The vapor model could be extended to evaluate the deposition of Li/Sn onto
the target based on Langmuir flux, with a sticking coefficient.

• It is expected, based on the results here obtained, that the Sn concentration
and radiation will rise dramatically if the Ar puffing fails or the separatrix
density falls. It has been mentioned in the conclusions that this should be
a positive aspect, because it makes the system more stable, preserving the
divertor from failing in such cases. However, this sudden increase in radiation
might drive disruptions, similarly to what happens for W injections.
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5.6 Data availability
To promote reproducibility of the results here presented, simulations have been
uploaded to the MDSplus database, maintained at IPP Garching. The identification
numbers (MDSplus IDs) of the simulations are reported in Table 5.1.

ne,sep =
3.5 · 1019 m−3

ne,sep =
3.75 · 1019 m−3

ne,sep =
4.0 · 1019 m−3

ne,sep =
4.25 · 1019 m−3

ne,sep =
4.5 · 1019 m−3

D+Li 182286 182287 182288 182289 182290
D+Sn 182222 182223 182398 182399 182226

D+Li+Ar
ΓAr = 5 · 1020 s−1 182275 182276 182277 182278 182279
ΓAr = 7 · 1020 s−1 182280 182281 182282 182283 182284
ΓAr = 1 · 1021 s−1 182270 182271 182272 182273 182274

D+Sn+Ar
ΓAr = 5 · 1020 s−1 182233 182234 182235 182330 182237
ΓAr = 7 · 1020 s−1 182238 182239 182246 182241 182242
ΓAr = 1 · 1021 s−1 182444 182445 182229 182230 182231

Table 5.1: MDSplus IDs of the simulations performed during the presented work.
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Chapter 6

Numerical modelling of an LM
vapor box divertor for the DTT

In this chapter, a self-consistent model for an LM box-type divertor is presented.
The model is applied to a possible box-tipe divertor for the DTT. A comparison
between Li and Sn (used as LMs) is performed in terms of the operating temper-
atures and of the flux of vapor which exits the divertor system towards the Main
plasma Chamber (MC). For Li, as expected, results indicate that a relatively large
density of vapor can be confined within the divertor chambers, a condition that is
not reached with Sn due to the weaker evaporation. For both Li and Sn, the flux
of vapor lost towards the MC was computed to be ∼ 2 orders of magnitude lower
than the evaporated flux.

This chapter is organized as follows: in section 6.1, some background on the
vapor box divertor is provided, to complement the brief introduction provided in
section 3.3. The DTT divertor here considered is described in section 6.2. The
specific aspects of the phenomenology of a vapor box divertor are discussed in
section 6.3. The three coupled modules of the code implementing the self-consistent
model (LM, SOL and walls, respectively) are then described in section 6.4. The
simulation setup for the calculation is described in section 6.5, and finally the results
are presented in section 6.6. Section 6.7 indicates conclusions and perspective of
this work.

The content of this chapter represents a rearrangement of the preparatory ma-
terial for the article [138].
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6.1 Background and motivation
In 2009 Nagayama [136] proposed four different LM divertor concepts, the simplest
of which consisted in an LM pool contained in the so-called Evaporation Chamber
(EC). In order to reduce the flux of Li atoms towards the MC, the author proposed
to add a Differential Chamber (DC), where the Li vapor could condense and the
necessary pumping of hydrogenic species could also take place. The concept was
based on evaporation cooling, i.e. in the usage of the LM latent heat of evapora-
tion to exhaust the heat coming from the plasma. In parallel, Ono et al. proposed
an active radiative liquid Li divertor concept which relied on non-coronal Li radi-
ation to exhaust the plasma heat, whereas evaporation of a liquid substrate was
considered only as the last layer of defense [147].

Those two ideas were then put together and further developed by Goldston et
al., who proposed an innovative concept, called Lithium vapor box divertor, where
both effects were exploited [65, 67]. To this aim, they proposed a box structure
intended to confine a large density of Li in the divertor region, while allowing for
a modest flux towards the Main plasma Chamber (MC). In this work, a concept
halfway between the Nagayama proposal and the Goldston’s vapor box divertor is
considered: a system with two boxes where the evaporation is determined by the
plasma impinging on the LM target (a pool or a CPS) rather than imposed by
fixing the temperature of the EC walls as in [67].

For this system, a simplified but self-consistent 0D model for the vapor in the
chambers, the temperature of the walls and the energy lost by the plasma via
interactions with the vapor was proposed in [140]. According to that extremely
simplified model, the Li vapor seemed to be effective in redistributing the plasma
heat load over the chamber walls. Moreover, passive pumping due to LM vapor
re-condensation in the EC and DC allowed for a reduction of main plasma chamber
contamination. The power balance within the vapor box was found to be domi-
nated by Li vapor radiation, thereby motivating a more thorough treatment of the
underlying physics. Although the vapor box divertor was originally proposed using
Li as an LM, in view of the increasing attention received by Sn, it is of interest to
assess the performance of this system also for this LM.

The aim of the work here presented is therefore to develop a self-consistent
model of a box-type LM divertor which is able to catch the most relevant physical
phenomena occurring in such a system while maintaining the computational time
reasonably low, so that it can be applied for preliminary studies. The DTT facility
was chosen as a test bench for the resulting code and for drawing preliminary
conclusions concerning the comparison between Li and Sn. The comparison between
Li and Sn should point out the differences in terms of operating temperatures of
both the LM and of the box structures, of impurity flow towards the main plasma
chamber and of recirculating LM flow rate.
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6.2 System description
Starting from the latest available CAD of the tokamak chamber [40], a tentative
layout of a box-type LM divertor which is compatible with the available space has
been suggested for the DTT, see Figures 6.1 and 6.2.

Figure 6.1: CAD of a DTT sector [40] with the proposed vapor box divertor in-
serted.

The proposed CAD accounts for geometrical constraints such as the dimension
of the tokamak chamber and the presence of two in-vessel copper coils (C1 and C4
in Figure 6.3) which are thought for plasma control or local field modification in the
divertor region. Figure 6.3 also shows the most relevant dimensions of the system at
hand and introduces the nomenclature which shall be used throughout this chapter
concerning the various chambers: Inboard Evaporation Chamber (IEC), Inboard
Differential Chamber (IDC), Outboard Evaporation Chamber (OEC), Outboard
Differential Chamber (ODC).

As very schematically shown in the picture, the position of the apertures has
been chosen according to the latest available reference SN equilibrium for the DTT
machine [216]. The choice of the apertures width follows instead from a trade-off.
Indeed, one should keep them as small as possible to avoid excessive vapor flux from
the IDC and ODC to the main plasma, but should also be concerned about the
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Figure 6.2: CAD of the possible LM box divertor sector for the DTT.

sputtering production which would occur, should the relatively high temperature
SOL plasma touch the aperture borders. Consequent impurities would frustrate
the improvement of the plasma purity which should be one of the main motivations
for employing a LM divertor. Of course, a more severe misalignment would cause
the melting of the box structure. Based on these considerations, a conservative
value of 5 cm has been selected for the four apertures of the system. This value
is based on an expected particle scrape-off width of ∼ 1 cm close to the entrance
of the plasma in the DCs, according to the model proposed by Goldston [64] and
assuming an expansion factor fexp ∼ 3 [52]. It is however recognized that this
narrow aperture width represents a potential downside of a box structure, since
it greatly limits flexibility of plasma operation. Moreover, thinking in EU DEMO
perspective, it should be noticed that the allowance for a large (∼ 70 cm in that
case) strike point sweeping is among the EU DEMO divertor design requirements,
which requires significantly larger apertures. These aspects will not be discussed
further in the present thesis, but it should be pointed out that recently a simplified
version of the vapor box divertor has been proposed [50] with reduced or removed
baffles, which could be easier to integrate in a fusion reactor.

The fact that the chosen number of chambers is 2, as in the original Nagayama
proposal [136], rather than a larger number (as proposed in [65]) deserves a sepa-
rate comment. Two is the minimum number of chambers which is needed to realize
the proposed concept of evaporation-radiation-condensation within a “closed” sys-
tem with only a limited flux of metal atoms towards the MC. A larger number of
chambers might be needed in case the vapor flux towards the main plasma was
calculated to be excessively large, but this will possibly be the subject of further
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studies, should this concept be considered for reactor implementation. In conclu-
sion, there is no principle limit to the number of chambers that can be foreseen
in the system except for space constraints - nor, as it will be clarified later, to
the number of chambers that the proposed model can take into account. What is
instead limited is the maximum extension of the “interaction region” between the
SOL plasma and the metal vapor. Indeed, that extension is constrained by the
shape of the plasma chamber and by the location of the X-point. This is relevant
for the performance of the system, since a larger interaction length would allow for
a larger amount of the plasma power to be radiated.

Figure 6.3 shows IEC and OEC connected to separate differential chambers. The
two systems are only communicating via the common wall between IDC and ODC,
but this coupling is expected to be modest due to the presence of the embedded
cooling channels.

Figure 6.3: Cross section of the DTT closed vapor box divertor geometry. Radial
coordinates start from the symmetry axis of the torus. The interaction region
between SOL plasma and metal vapor is schematically indicated.
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6.3 Phenomenology of a vapor-box divertor

6.3.1 Overview
With respect to an ITER-like LMD, the vapor box design involves additional physics
aspects that should be discussed. The above-mentioned evaporation, sputtering,
D retention and fuel recycling still occur. A short review of the phenomena to be
taken into account in order to correctly describe the behavior of a “closed” LMD
as the one presented in the foregoing section follows:

• Evaporation/condensation: one important feature of the vapor box divertor
is that recondensation of the vapor mostly occurs on the EC and DC walls,
rather than on the FW. The condensed metal is then recirculated to the target
- e.g. via capillary forces, if the walls are coated with a CPS. In this respect,
a vapor box divertor is similar to a heat pipe, where the heat is deposited
inside the system rather than outside. One consequence of this behavior is
that the latent heat of evaporation is spread over the chamber walls, where
condensation occurs.

• Vapor expansion: between the EC and the DC, vapor flow occurs. If the
pressure difference is sufficiently large, as it is expected for the envisaged
operating conditions of this system, choked flow conditions occur.

• Since the pressure of Li/Sn in the EC is expected to be between 1 and 1000 Pa
(this estimate is based on the saturation pressure at the operating temper-
ature), the DC will effectively serve as a chamber for providing differential
pumping, in order to “isolate” the EC from the MC. Indeed, the pressure
difference between the EC and the MC is significant, as the latter is of the
order of ∼ 10−3 Pa during tokamak operation. As a side remark, these figures
suggest that the validity of the ideal gas assumption and the applicability of
continuum models should be assessed. This topic will be addressed in some
detail in the following sections.

• The presence of electric current loops in the LM pool/film represents a con-
cern, and for this reason the actual implementation of this divertor concept
should also involve the use of a CPS.

Next sections contain a more detailed consideration of the above-mentioned
phenomena, as well as a review of the available correlations and formulations in
order to take them into account.

6.3.2 Erosion processes
Evaporation

The net evaporation rate from the i-th surface (i.e., the pool surface or the walls in
contact with the Li/Sn vapor) has been evaluated by means of the Hertz-Knudsen
equation [174]:
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Ṅ ev,net,i = Ṅ ev,i − Ṅ condens,i = η · Ai · 103 ·

⎛⎝ psat(Ti) ·NAv√︂
2πmLi/SnR0Ti

− pv ·NAv√︂
2πmLi/SnR0Tv

⎞⎠
(6.1)

where
• Ṅ ev,net,i is the net evaporation rate from the i-th surface in atoms/s
• Ṅ ev,i is the evaporation rate from the i-th surface in atoms/s
• Ṅ condens,i is the condensation rate to the i-th surface in atoms/s
• Ti is the temperature of the i-th surface in K
• Tv is the temperature of the Li/Sn vapor in K
• psat(Ti) is the saturation pressure evaluated at Ti in Pa
• pv is the pressure of Li/Sn vapor in Pa
• η is an empirical coefficient estimated in [174] to be equal to 1.66
• Ai is the surface area of the i-th surface in m2

• mLi/Sn is the molar mass of Li/Sn in g/mol
• NAv is the Avogadro number
• R0 is the universal gas constant in J/(kmol K)

This formulation for the evaporation source term allows to distinguish among the
different surfaces facing the Li/Sn vapor which, in general, will have different tem-
peratures. Note that the formulation remains unchanged if each wall is further
discretized, e.g. if a 2D model for the thermal behavior of the walls is employed.
In that case, the local values of temperature and pressure can be employed in the
same formulation.

While this expression is likely to be appropriate for describing the LM evap-
oration/condensation fluxes from/to the pool, it has to be considered only as a
very first approximation for the Li/Sn evaporation/condensation fluxes from/to
the walls, due to the strong effect of the wall temperature on the interface. It
should be remarked that the walls of the EC are assumed to be coated by Li/Sn
(either a liquid film - as in the Nagayama proposal - or an LM-filled wick - in case
a CPS is employed).

Sputtering

The adopted formulation for the sputtering part of the erosion flux of Li/Sn from
the pool under D plasma bombardment is consistent with the one described in
section 5.3.3.

6.3.3 Vapor transport
The first quantity to be determined is the pressure characterizing the evaporation
chamber. Indeed, thanks to the nature of the vapor box concept, a larger pressure

99



Numerical modelling of an LM vapor box divertor for the DTT

will exist in the EC with respect to the DC. The simplest possible assumption is
to consider the pressure in the EC equal to the saturation pressure of Li/Sn at its
temperature. This clearly represents an overestimation of the actual pressure, in
view of e.g. the effect of cold walls, which would locally lead to a reduction of the
pressure due to the associated particle sink. This point will be addressed in some
detail later.

Differential pumping

As mentioned above, the motivation for the presence of a DC in the original Na-
gayama proposal stems from the necessity to reduce the core plasma contamination
associated to the evaporated/sputtered Li/Sn flowing out of the EC. The physical
principle is differential pumping, i.e. the connection of two chambers having dif-
ferent pressures by means of one or more intermediate chambers, actively and/or
passively pumped (see Figure 6.4). In the system here considered, the high and low
pressure chambers are the EC and MC, respectively.

The intermediate chamber(s) induce a progressive reduction in mass flow rate
from the high pressure box to the low pressure box, and therefore a gradual passage
between the two extreme pressures of the system. In the system here considered,
this differential pumping is achieved by means of net condensation of Li/Sn vapor
on the walls of the DC, i.e. by a passive pumping mechanism. In such a system,
when a large pressure difference is involved, choked flow is likely to occur between
successive chambers [200]. It should be noticed that, as it willbe discussed later,
Figure 6.4 implicitly assumes equilibration of the flowing vapor within each box,
which is questionable.

Figure 6.4: Schematic of a differentially pumped system.

As it will be pointed out later, the presence of the SOL plasma further reduces
the Li/Sn efflux between successive chambers (and, eventually, towards the main
plasma chamber), thanks to ionization of Li/Sn vapor.
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Vapor flow between successive chambers

If an open EC is considered, then it is necessary to properly evaluate the Li/Sn
vapor mass flow rate towards the DC, as well as the outflow of Li/Sn from the DC
to the main plasma chamber.

If the effect of the SOL plasma as an ionizing medium is neglected, i.e. if the
Li/Sn vapor efflux is treated as in simple continuum gas dynamics, the aperture
between two successive chambers can be treated as a nozzle. From a basic applica-
tion of the First Law of Thermodynamics between a point upstream the aperture
and a point within the aperture itself, assuming adiabatic flow, the following well
known result is found:

Ṅnoz,1→2 =
⎡⎣ρaperture · Aaperture ·

⌜⃓⃓⎷2 · γ

γ − 1 ·
(︄
p1

ρ1
− paperture

ρaperture

)︄⎤⎦ · NAv

mLi/Sn

·103 (6.2)

where:
• Ṅnoz,1→2 is the particle flow rate from box 1 (i.e. the EC) and box 2 (i.e. the

DC), in s−1

• ρ is a density in kg/ m3

• A is the passage area between boxes in m2

• γ is the isentropic exponent, evaluated for an ideal gas as γ = cp

cv

• The values of the specific heats cp and cv, both in J/kg/K, are:
– cp = 5

2 ·R∗

– cv = 3
2 ·R∗

– R∗ = R0/PMLi/Sn being the specific gas constant of Li/Sn in J K/kg
The subscript aperture refers to gas conditions at the passage between two succes-
sive chambers. In particular:

• if p2
p1

≤
(︂

2
γ+1

)︂ γ
γ−1 , then paperture = p1 ·

(︂
2

γ+1

)︂ γ
γ−1 : this is the so called choked

flow condition
• if p2

p1
>
(︂

2
γ+1

)︂ γ
γ−1 , then paperture = p2: this condition is also known as subcrit-

ical flow
In both cases, ρaperture = ρ1 ·

(︂
paperture

p1

)︂ 1
γ (adiabatic expansion).

The optimization of the shape and relative location of successive nozzles is
beyond the scope of this document, but useful results for future developments of
the present concept are presented in [200] and could be used for an optimized design
of the nozzle chain.

6.3.4 Flow of re-condensed Li/Sn back to the pool
In this study the condensed Li/Sn is assumed to flow back to the Li/Sn pool both
from the EC (by gravity) and from the DC (by means of an external circuit, not
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modeled). The most promising option in terms of stability of the liquid metal and
robustness appears to be the application of a CPS, thus achieving a configuration
similar to the ones currently employed in heat pipes.

6.3.5 Plasma entrainment
The foregoing discussion concerning the Li/Sn “vapor shield” effect is relevant for
the plasma energy balance. However, the effect of ionization on the vapor itself
should also be considered, since it affects both the mass and the energy balance of
the Li/Sn vapor system. From the point of view of the vapor mass balance, indeed,
the fact that Li/Sn atoms get entrained by the SOL plasma implies a reduction of
the flux from the EC and consequently from the DC to the main plasma chamber.

One possible strategy to account for plasma entrainment while adopting a 0D
treatment for the vapor is to rely on the statistical mechanics formulation of the
particle flux striking on a surface (Langmuir flux), which assumes a Maxwellian
distribution of the atoms. The nature of this expression is exactly the same as the
Hertz-Knudsen one adopted at evaporating/condensing surfaces, but for a “purely
condensing wall” [65], since plasma cannot release entrained atoms until recombina-
tion has occurred: locally, it acts as a perfect particle sink. Therefore, the following
additional sink is added to the particle balance within each box :

Ṅ entrainment,k = pv,k ·NAv√︂
2πmLi/SnR0Tv,k

· 103 · Aw,k (6.3)

where k is the number identifying the box.
Recombination is assumed to occur within the lowest box and not on the pool

based on preliminary estimations of plasma parameters. This estimates suggested
that a sufficiently low temperature for recombination of Li/Sn atoms to occur should
be reached before the SOL plasma reaches the target, i.e. somewhere upstream with
respect to the target itself, but downstream with respect to the low LM vapor den-
sity differential chamber. As it will be explained shortly, this assumption depends
on the SOL plasma behavior, for which the modelling approach will be outlined in
the following section.

It is also important to recognize that even if all of the lithium vapor is con-
tained in the boxes, some lithium will flow as charged particles upstream along the
magnetic field lines - also suggesting that at some point there will be diminishing
returns from using more boxes.
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6.4 Model description

6.4.1 Introduction
An engineering model of the system should contain the essential aspects of its rich
physics. The most relevant phenomena are the following:

• Vapor condensation on the chamber walls, which requires knowledge of vapor
pressure and temperature within the chambers as well as of wall temperature.

• LM evaporation from the target, which can be estimated from a power balance
on the liquid-vapor system.

• Vapor flow between the chambers.
• Plasma-vapor interactions, estimated starting from the plasma temperature

and density profiles - which determine the cooling rate - and the vapor density.
• Active cooling of divertor structures.
The actual thermodynamic state of the system is determined by the interactions

among the above-mentioned phenomena, which should therefore be taken into ac-
count self-consistently, as explained in the introduction. For example, the plasma
cooling effect due to interactions of the SOL plasma with the intrinsic impurities
affects the heat flux reaching the target, since part of the upstream power has been
radiated and therefore will not reach the pool. The resulting heat flux to the pool
determines the LM evaporation, which is the source term for the vapor mass bal-
ance in the boxes and therefore influences the vapor density, which in turn affects
the extent of plasma cooling. Moreover, the role of the cold chamber walls cannot
be determined a priori, since their low temperature should allow for vapor con-
densation, but they are also subject to a non-negligible radiation heat load, which
could in principle raise the temperature up to the point where the vapor cannot
condense anymore (reflecting surfaces).

In order to obtain the desired self-consistency, the following three models have
been developed, implemented and finally coupled together:

1. A 0D Li/Sn thermodynamic model, which requires as an input the power
from the SOL plasma - split among the advective/conductive and radiative
channels - and the temperatures of the box walls. This module determines
the thermodynamic state of the Li/Sn vapor in both chambers according to
the formulations presented in section 6.3, as well as the evaporation/conden-
sation rates and the consequent power deposition on the walls. This model
is essentially unchanged with respect to [139], and therefore only essential
aspects will be reported here.

2. A 2D FEM thermal model for the divertor walls, which takes into account the
condensation and radiation load on the walls and the heat sink associated to
active cooling of the walls, as well as the heat transfer with the LM pool. The
output is the temperature distribution over the divertor structure. This dis-
tribution can outline potential concerns associated to excessive temperatures
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or temperature gradients, and it is used again in the calculations to evaluate
the condensation rates.

3. A 1D SOL plasma model, which takes as an input upstream plasma con-
ditions (q//,omp and ne,OMP ) and returns the 1D SOL temperature, density,
velocity and parallel heat flux profiles by taking into account plasma cooling
self-consistently. At this level, self-consistency means that the plasma tem-
perature distribution is determined by the amount of plasma cooling, which
in turn depends on the plasma temperature distribution). The outcome of
this module which is directly used by other modules is the power re-partition
among the two channels, conductive/convective and radiative.

While developing this model, attention has been payed to keeping the computa-
tional cost reasonably low, in order to make the model suitable for comparative
studies.

The coupling strategy between the various models is schematically represented
in Figure 6.5, where the meaning of the symbols is the following:

• q′′
rad ( W

m2 ) is the radiative heat flux distribution on the divertor chamber walls,
which follows from plasma-vapor interactions

• Twalls (K) is the temperature distribution over the chamber walls
• Ṅ evap (s−1) is the evaporation particle flow rate from the pool
• nz (m−3) is the vapor particle density within the various chambers
• ne (m−3) is the plasma density along the SOL
• Te (eV) is the plasma temperature along the SOL
• q̇rad ( W

m3 ) is the radiated energy distribution along the SOL
• qrad,EC (W) is the integral of that radiated energy over the flux tube corre-

sponding to the EC
• qrad,DC (W) is the integral of that radiated energy over the flux tube corre-

sponding to the DC

Figure 6.5: Schematic of the coupling strategy between the modules of the code.

In brief, the calculation is started by feeding upstream plasma conditions in
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terms of parallel heat flux along the field lines and plasma density to the 1D SOL
model. Once the inner iterations of this module have reached convergence, the
total radiated power within each box as well as the power reaching the target are
passed to the other modules. The power reaching the target along the advection/-
conduction channel, together with the fraction of radiated power reaching the pool,
is fed to the LM thermodynamic model. The radiated power on the walls is instead
passed to the 2D FEM model of the walls, together with the latest available esti-
mate of the load associated to condensation. The modules are run iteratively up
to convergence. The coupling between the various models has been implemented
according to an explicit scheme.

6.4.2 Thermodynamic model for the LM and vapor
As mentioned above, the aim of the simplified 0D model is to compute the thermo-
dynamic state of the Li/Sn liquid-vapor system within the various chambers. The
equations are essentially unchanged with respect to the ones presented in [140],
but they are now only solved to find the steady state solution, since the other two
modules are steady state and therefore no detail concerning the transient behav-
ior is needed - consistently with the requirement of minimizing the computer time
needed for a simulation. The assumptions and the model equations shall be briefly
recalled in the following for the sake of completeness, but the reader is redirected
to [140] for further details and for a thorough justification of the assumptions.

The main assumptions of the model are the following:
• The Li/Sn vapor is approximated as an ideal, monoatomic gas which is opti-

cally thin with respect to radiation - i.e. radiation generated due to plasma-
vapor interaction does not interact with the vapor itself, but is deposited
on the surface. The vapor is partly lost as a neutral gas towards the main
plasma chamber, and the amount which is lost is replaced by a replenishing
flux of liquid Li/Sn to the pool to ensure mass conservation within the system.
Vapor in the EC is assumed to be in thermodynamic equilibrium with the
pool. Finally, isenthalpic vapor flow between chambers is taken into account,
as well as the plasma entrainment effect, i.e. the fact that, due to the low
ionization potential of Li/Sn, vapor can be ionized and brought back to the
lower chambers.

• The Li/Sn pool receives a fraction of the total radiated load in the EC which
is approximated as frad,pool ∼ Apool

(Aw,EC+Apool) . All radiation received is assumed
to be absorbed, whereas thermal radiation exchange between the pool and the
walls is neglected. Moreover, all the Li/Sn which is condensed on both the EC
and the DC walls, together with an amount of replenishing LM corresponding
to the vapor flux towards the MC, is returned to the pool.

• The effects of plasma particle influx on the LM surface are neglected, i.e. no
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account is given here about retention, sputtering and non-condensable gases.
Only evaporation is considered as a source of metal vapor for the system.

It is worth remarking that this model only provides the pool temperature and
a single value of vapor temperature and density for a given box, thus smearing any
variation of the vapor density across the field lines and across the field lines within
each box. Given the low ionization potential of Li vapor, this can represent a strong
assumption.

As already mentioned, neglecting the H retention for Li/Sn is reasonable due to
the operating temperatures of the system, while for Sn no H retention is expected.
Sputtering should also be much less important than evaporation for both LMs due
to the expected high target temperature and low plasma temperature at the target.
The selected configuration is the simplest pool option. While for an open divertor
configuration this would not be feasible due to instabilities associated to j⃗ × B⃗
forces, for a closed-box this might be applicable. However, it should be recognized
that the CPS solution should not only ensure the absence of droplet emission, but
also guarantee a more uniform wetting of the PFS and a larger flexibility in terms
of surface orientation. This shall not be discussed further in the present thesis, but
it is worth mentioning that the model here proposed would also be applicable to
the case of an LM-filled CPS used as PFS.

For the EC, the mass source coming from evaporation is considered as an internal
transfer term, since vapor and liquid are assumed to be in equilibrium. The actual
mass sources are instead the replenishment mass flow rate and the entrained Li/Sn
mass flow rate (see explanation below), whereas the sink is represented by the
outflow through the aperture between EC and DC. For the DC, the EC→DC mass
flow rate represents a mass source, whereas the sink is provided by DC→MC mass
flow rate, the condensation on the DC walls and the entrained Li/Sn mass flow rate.
The energy balance for the EC is determined by the plasma heat load reaching the
LM surface, whereas the energy sinks are provided by condensation and EC→DC
mass flow rate - i.e. the Li/Sn carries its enthalpy when it leaves the system.

Figure 6.6 schematically shows the energy balance for the EC. The nomenclature
employed is the following:

• qcondens (W) is the heat load associated to condensation, evaluated as the
product of the condensation mass flow rate and the enthalpy associated to
phase change. This quantity is a sink for the energy balance of LM in the EC
and a source term for the 2D thermal model of the walls.

• qnoz (W) is the heat load associated to the vapor flux from EC to DC, eval-
uated as the product of the EC→DC mass flow rate and the corresponding
enthalpy. This quantity represents a sink for the energy balance of LM in the
EC but becomes a source for the energy balance of vapor in the DC.

• qentr (W) is the heat load associated to the entrained vapor flux returning
to the EC together with the plasma flow, evaluated as the product of the
entrained mass flow rate of vapor in the EC and the corresponding enthalpy.
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This quantity represents a source for the energy balance of the LM in the EC.
• qSOL (W) is the amount of power carried by the SOL plasma within the EC. Of

this power, an amount qrad will be radiated due to plasma-vapor interactions.
A fraction (1−frad,pool) of the latter, which in the schematic is called qrad,walls,
will represent a source term for the energy balance of the walls, whereas the
remaining fraction frad,pool will contribute to the energy balance of the EC as
a source term.

• qpool→wall (W) is the amount of heat lost from the LM pool to the cold walls.
It is evaluated by assuming only heat conduction to be relevant in the pool,
see eq. (6.4):

qpool→wall = 2π
∫︂

Apool→wall

xhpool (Tpool − Twall) dA (6.4)

Where:
– Apool→wall is the contact area between pool and wall
– x is the radial coordinate, which has been included in the integral to

take into account axisymmetry (together with the 2π factor)
– hpool

(︂
W

m2K

)︂
∼ kpool

spool
is the equivalent heat transfer coefficient due to

thermal conduction
– Tpool is the pool (and vapor) temperature in the EC
– Twall is the temperature distribution over the surfaces of the box struc-

tures which are in contact with the LM pool.
The coupling of this module with the other two has already been discussed. The

relevant engineering outcomes of this module are actually:
• The LM pool temperature
• The vapor outflow towards the main plasma chamber
• The amount of recirculating mass flow rate

6.4.3 FEM model for the walls
Preliminary calculations showed that the parameters chosen for active cooling can
strongly affect the thermodynamic state of the system. Indeed, the temperature
of the box walls facing the Li or Sn vapor and the pool affects qcond and qpool→wall.
This has motivated a more accurate description of the wall temperature field with
respect to the simple 0D balance proposed in [140], which was unable to take into
account the actual proposed cooling strategy nor the temperature gradients in the
walls. A 2D model treated by means of Finite Element Modelling (FEM) appeared
feasible in terms of required computational effort, and was therefore selected.

The main assumptions for the model and for the boundary conditions are here
reported. As for the model:

• All the cooling channels share the same value of coolant temperature and
heat transfer coefficient. A detailed analysis of the cooling strategy itself is
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Figure 6.6: 0D model domain for the IEC (left) and schematic of the 0D LM energy
balance in the same chamber.

indeed beyond the scope of the present work. The code, however, may take
into account different values of both surface temperature and heat transfer
coefficient, should different cooling strategies be motivated in the future (e.g.
by heating/cooling different walls in different ways to promote/hinder evap-
oration/condensation as needed).

• All the internal surfaces of a given chamber share the same radiation and
condensation heat flux, due to the 0D nature of the thermodynamic model.

As for the boundary conditions:
• Outer walls are adiabatic (heat exhaust is only allowed via the cooling chan-

nels).
• The heat transfer between pool and wall is modeled with an equivalent heat

transfer coefficient hpool, as already described in section 6.4.2 .
• The heat load on the walls which are not in contact with the LM pool is

evaluated as the sum of qcondens and qrad,walls. In the DC, qrad,walls is equivalent
to qrad since no pool is present. The corresponding heat flux to be provided
to the 2D model of the walls is evaluated by dividing qcondens and qrad,walls

by the surface area available for condensation and radiation, respectively.
This means that no details are given concerning the actual distribution of the
load on the chamber walls. In order to obtain such distribution, it would be
necessary to implement a 2D description of the vapor within the chambers -
in order to evaluate q′′

condens - and to determine how the energy radiated in
the SOL distributes over the walls. Those two points are left for future work.

• The active cooling is characterized by a coolant temperature Tcoolant and a
heat transfer coefficient h.

A schematic of the boundary conditions is provided in Figure 6.7. The IEC is
considered as an example, but a corresponding strategy is employed for the other
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chambers. In the schematic q′′ = q′′
rad + q′′

cond.

Figure 6.7: 2D FEM mesh of the IEC walls, with the quantities exchanged with
the 0D model schematically indicated.

The problem has been solved via a code written in the open-source object-
oriented language FreeFem++ [82], which has been coupled to the other two mod-
ules, written instead in Fortran 90.

6.4.4 SOL model
In order to provide a description of the variation of SOL plasma parameters along
the field lines while keeping the computational time reasonably low, 1D modeling
was regarded as the best compromise. The adopted model derives from a modifi-
cation of the 1D SOL plasma model proposed in [97]. The latter was intended to
model partially detached operation obtained via purposely seeded impurities. It
has been modified in order to take into account the boundary conditions available
in the present case as well as the presence of intrinsic impurities such as the LM
vapor, which are the only non-plasma species included in this modelling.

Figure 6.8 represents a schematic of the domain considered. The model approx-
imates the SOL plasma by means of a 1D model representing a flux tube of width
λq. Both inboard and outboard flux tubes are assumed to start at OMP. This flux
bundle extends for a length L from the outboard midplane to both targets. The
width of the flux bundle is increased of a factor fexp at the divertor entrance (i.e.
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the location where the SOL plasma flowing towards the target along the field lines
enters in the IDC/ODC) in order to roughly take into account flux expansion. The
assumed location for this sudden flux expansion which is chosen in the model has
been shown in [97] to have a negligible impact in terms of the calculation results. A
fixed non-coronal parameter τ along the SOL plasma is assumed, which is paramet-
rically varied in order to assess the possible effects of the non-coronal enhancement
of the impurity radiation due to Li/Sn, which [65, 129] and other authors suggested
to be relevant. Further assumptions are a single plasma temperature for electrons
and ions (Te = Ti = T ) as well as a single plasma density (ne = ni = n). As sug-
gested in [97], however, when writing the equations, the subscripts are sometimes
retained to remark which species is involved in each physical process. The plasma
cooling associated to the presence of the intrinsic impurities is directly proportional
to the density of the impurity itself, which is a result of the 0D thermodynamic
model and therefore uniform within each chamber.

Figure 6.8: Schematic of the 1D SOL plasma model.

A description of the model equations follows. Equations are solved for both
divertor legs.

Continuity for neutrals

Two groups (or “families”) of fuel neutrals are considered: a slow one, and a
fast one. The corresponding continuity equation is stated as follows:
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
d(n0,iv0,i)

dx//
= −Riznen0,i +Rrecneniδi1∑︁2

i=1 Γ0,i,tar = Γse ·RC
Γ0,1,tar = Γ0,2,tar

(6.5)

The first equation of (6.5) states the conservation of the i-th family of neutrals.
Neutrals are lost due to ionization, while slow neutrals arise from plasma recom-
bination. The fact that neutrals from recombination are accounted for only in the
slow group is formally expressed by the Kronecker symbol δi1. The recycling neu-
tral flux at the target is artificially split in two velocity groups in order to take
into account the (relatively cold) neutrals coming from Franck-Condon interactions
and reflection and the relatively fast neutrals coming from charge-exchange. The
assumed fraction of neutrals in the two groups has been shown in [97] not to sig-
nificantly affect the result of the calculation. The first, “slow” group has a velocity
corresponding to a neutral temperature T0 = 5 eV, and the velocity along the flux
bundle is assumed to be 1/4 of the mean thermal speed, as supposed by [97]:

v0 = 1
4

√︄
8eT0

πm0
(6.6)

The second group is started at the target with a velocity which is larger by a factor
10. The boundary condition represents the usual recycling relation, where Γse is
the plasma particle flux at the sheath edge and RC is the recycling coefficient,
which is assumed to be equal to 1, as discussed in section 3.5. The total amount
of recycling neutrals is equally split among the two groups. The subscript tar
indicates quantities at x// = 0, whereas in the following the subscript omp will
indicate quantities at x// = L.

Continuity for plasma

The continuity equation for the D plasma is stated as follows:⎧⎨⎩
d(nv)
dx//

= Riznen0 −Rrecneni

vtar = −cs (Ttar)
(6.7)

This equation is employed to evaluate the plasma flow velocity, which is negative
since integration is performed from the target to the OMP. cs is the sound speed,
meaning that the typical Bohm condition at the sheath edge is employed to provide
a boundary condition for this equation.

Energy equation for plasma

The energy conservation equation for the D plasma is stated as follows:
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⎧⎨⎩
dq//

dx//
= −Lz (Te, neτ)nenz − eTiRCX (Ti, ne)nin0 − eEizRiz (Te, ne)nen0

q//

(︂
x// = L

)︂
= q//,omp

(6.8)

Where:
• q// = q//,cond + q//,conv is the total parallel heat flux
• Lz is the cooling rate associated to plasma-vapor interactions, as introduced

in section 3.5.4 and reported in Figure 3.7
• RCX is the charge-exchange rate coefficient
• Riz is the ionization rate coefficient
• Eiz is the ionization potential of H
This equation is integrated from midplane - where an upstream parallel heat

flux corresponding to the upstream power which is directed towards each of the two
divertor targets - to target. Evaluating q//,omp requires the knowledge of the power
scrape-off width, which has been evaluated according to [64]:

λq,omp = 5671P 1.8
SOL (1 + k2)5/8

a17/8B1/4

I
9/8
P R

(︄
2A

1 + Z

)︄7/16 (︃
Zeff + 4

5

)︃1/8
1.6 (6.9)

Where:
• PSOL is the total power leaving the separatrix in W
• k is the plasma elongation
• a is the plasma minor radius in m
• Bis the total magnetic field in T
• IP is the plasma current in A
• R is the major radius of the machine in m
• A and Z are assumed to be equal to 2 and 1, respectively
• Zeff is the effective charge of all ions in the plasma

The parallel heat flux at midplane can now be evaluated by dividing the upstream
power by the cross-sectional area of the plasma flux bundle.

q//,omp = Pup

2πRomp

λq,omp sin
(︄

tan−1
(︄
Bθ

Bϕ

)︄)︄
(6.10)

Where Bθ and Bϕ are the poloidal and toroidal component of the magnetic field,
respectively.

The three terms on the right hand side of equation 6.8 are associated to power
loss mechanisms which decrease the total parallel heat flux, and specifically plasma
cooling due to plasma-vapor interactions, charge-exchange and ionization of neu-
trals, respectively. It is expected that the last two terms will only be relevant very
close to the target, where the neutral density is high.
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As mentioned above, to take into account flux expansion, at a distance from the
target x// = LEC + LDC = LDIV the heat flux is reduced by a factor fexp.

Hydrogen radiation has been neglected, since it is expected to be several orders
of magnitude weaker than the other contributions to the plasma energy balance.

Fourier equation

Contrarily to what is typically encountered in the literature, [97] proposes to obtain
the temperature distribution by means of the typical plasma conduction equation:⎧⎨⎩q//,cond = −k0T

5/2
e

dT
dx//

T
(︂
x// = 0

)︂
= q//,tar

γ·e·Γse

(6.11)

Where k0 ∼ 2390 W
m·eV7/2 and the boundary condition is given by the usual sheath

heat transfer relation, where γ is the sheath heat transfer coefficient. To obtain
q//,cond from q// it is necessary to subtract the convective contribution,

q//,conv =
(︃

5eTn+ 1
2minv

2
)︃
v (6.12)

which is obviously more relevant close to the target due to the increase of the
plasma flow speed and contributes to flattening the temperature profile (since, for
a given q//, a larger q//,conv implies a smaller q//,cond and therefore a less significant
temperature decrease.

Momentum conservation for plasma

Momentum is lost due to CX and recombination. As suggested in [97], a positive
contribution associated to ionization is neglected.⎧⎪⎨⎪⎩

d[n(miv
2+2eT)]

dx//
= −mivRCXnin0 −mivRrecneni

nomp = nup

(6.13)

Where nup has been related to the average core plasma density by means of a
relation proposed by [190]:

nup = 0.00236nek
1.11B0.78

ϕ (6.14)
Where k is the plasma elongation. However, the resulting upstream density is only
to be intended as a reference value to start parametric scans.

Summary

It is convenient to summarize the most relevant modifications with respect to
the model proposed in [97]:
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• The original model imposes the plasma temperature at the target (i.e. at the
sheath edge), whereas in this work that temperature is evaluated by means of
the sheath heat transfer coefficient relation (see discussion later). Conversely,
the equation for plasma density is now solved from OMP to target, taking as
a boundary condition the upstream temperature.

• The original model proposes to fix q//,tar - the parallel heat flux at target
- which was compatible to the q//,omp - the parallel heat flux at outboard
midplane - corresponding to the prescribed Psol - the power reaching the
separatrix. The matching of the two values was then obtained via an itera-
tive procedure. In this work, instead, integration of the energy conservation
equation has been reversed, so that the q//,omp corresponding to Psol can be
directly imposed as a boundary condition for the equation.

As already mentioned, the original model was developed with the aim of inves-
tigating partially detached conditions, and the electron temperature at the target
was fixed to a value consistent with that condition. Conversely, the present 1D SOL
model does not fix the plasma temperature at the target, which could therefore de-
crease up to the point where plasma completely recombines and does not touch
the target anymore (detachment, see e.g. [159]). However, the model is not able to
handle fully detached cases, since it heavily relies on the sheath heat transfer coeffi-
cient relation which would not be applicable anymore. Therefore, if in a simulation
one (or both) divertor legs are found to be in such a “fully detached” condition, the
entire parallel heat flux for that leg is assumed to be radiated in the corresponding
EC. Regarding this assumption, it should be noticed that it is unlikely that the
load will actually be uniformly spread on the chamber walls. Further studies would
be necessary to determine a more realistic distribution of the radiation profile over
the walls.

6.5 Simulation setup

6.5.1 Machine parameters
Table 6.1 summarizes the input data assumed for the calculation. The model is
applied to a proposed LM divertor for DTT, but it must be stressed that it would
be readily applicable to an analogous design for the EU DEMO.

As already mentioned, the value of the recycling coefficient in equation (6.5) is
taken equal to 1. As already discussed, this is reasonable for both Li and Sn.

As a final remark, data for reaction coefficients of H come from Atomic Data and
Analysis Structure (ADAS). The values corresponding to the local value of plasma
density and temperature and to the selected particle dwell time are obtained via
bivariate linear interpolation of the tables contained in those databases.
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Quantity Unit Value Meaning

PSOL,inboard MW 10.6 Power leaving the separatrix along the inboard divertor leg
PSOL,outoard MW 21.3 Power leaving the separatrix along the outboard divertor leg
A//,omp m2 6.14 · 10−3 Cross sectional area of flux bundle
q//,omp,out GW/m2 2.2 Upstream parallel heat flux, outboard divertor leg
q//,omp,inb GW/m2 1.1 Upstream parallel heat flux, inboard divertor leg
n0,omp m−3 1.23 · 1020 Upstream plasma density
T0,1 eV 5 Electron temperature of the slow group of neutrals
T0,2 eV 50 Electron temperature of the fast group of neutrals
f0,1 0.5 Flux fraction of neutrals in the slow group
Mtar 1 Mach number at targets
γse 7 Sheath heat transmission coefficient
Zeff 1.2 Effective plasma charge
fexp 3 Flux expansion factor
R 1 Recycling coefficient at targets

frad,pool 0.169 Fraction of radiated power towards LM pool
τ ms 0.1 − 10 Impurity particle dwell time in the SOL

λSOL,OMP mm 2.1 Scrape-off layer width at outboard midplane
Lconnection m 18.9 Connection length
L//,IEC m 0.52 Parallel-to-B distance within the various chambers
L//,OEC m 0.58
L//,IDC m 1.25
L//,ODC m 1.31

Table 6.1: Machine parameters and geometry inputs for the application of the
self-consistent model for the vapor-box divertor to the DTT.

6.5.2 Divertor cooling strategy
Following current DTT specifications [52], the divertor is assumed to be divided
into 18 sectors, each one independently cooled by means of pressurized water. Even
though it is mentioned in [3] that each sector is made up of 5 different subsectors,
we assume here that they are cooled in series. Following a simple energy balance
between the entrance and the exit of the cooling tubes for each sector, the heat
transfer coefficient is preliminarily evaluated, at least as an order of magnitude. We
assume the temperature increase along a single sector to be ∆Tsector = 80 ◦C, and
consider the inlet coolant temperature to be Tin,sector = 50 ◦C. The power load to
each sector is:
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qsector = PSOL,inboard+outboard

Nsectors

= 32
18 = 1.78MW = ṁsectorcp∆Tsector (6.15)

A water mass flow rate of ṁsector ∼ 3.5 kg/s is then necessary to remove the
deposited power. The corresponding flow velocity is evaluated by splitting the
flowrate equally among the 125 cooling channels, and the Reynolds number is eval-
uated accordingly. Finally, the heat transfer coefficient is estimated according to
the Dittus-Boelter correlation [88]:

NuD = 0.023Re4/5
D Prn (6.16)

Where n = 0.4 when the fluid is heated, as it will be the case here. The
parameters for active cooling are summarized in Table 6.2. Obviously, the cooling
configuration is subject to improvements which are, however, beyond the scope of
the present work. The only objective of this very preliminary evaluation was to
obtain a reasonable value for the heat transfer coefficient in order to carry out the
calculations.

Quantity Unit Value Meaning

Tcoolant
◦C 80 Coolant temperature

hIEC , hOEC , hIDC , hODC W/(m2 K) 5000 Heat transfer coefficient for cooling channels
assumed equal for all chambers

Table 6.2: Parameters for active cooling.

6.6 Results and discussion
In the following section the results of the calculations are shown for the two LMs
selected for this study (Li and Sn). For Li, two different values of the particle dwell
time τ are considered, namely τ = 1 ms and τ = 10 ms. This is motivated by the
fact that the radiative loss function for Li is strongly dependent on this quantity
(non-coronal enhancement of radiation), as reported in Figure 3.7. For Sn, instead,
the results are nearly independent on τ due to the weak dependence of the radiative
loss function on this quantity, see again Figure 3.7. Therefore, for Sn, only results
for τ = ∞ (corresponding to the coronal equilibrium condition) will be presented.

6.6.1 SOL plasma profiles
In this section, a comparison between Li and Sn in terms of SOL plasma profiles.
Only results for the outboard divertor leg shall be presented. Indeed, the upstream
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parallel heat flux is much larger and the connection length shorter for the outboard
side than for the inboard side, therefore it is expected that load conditions - in terms
of heat flux reaching the target and electron temperature - will be more severe.

Figure 6.9 (left) shows the calculated temperature profiles. The discontinuous
first derivatives of the temperature profiles around x// = LDIV ∼ 1.8 m are due to
the assumed localized flux expansion at the divertor entrance (the parallel heat flux
suddenly decreases by a factor equal to fexp, and therefore the temperature profile
flattens). After this point, the flux bundle has entered the divertor region where
the energy loss term associated to plasma-vapor interactions becomes important.
Therefore, for a given x// < LDIV , the plasma temperature will be lower with
respect to the corresponding one in the case of absence of impurities (not shown).
The extent to which the temperature will be lower depends on the plasma cooling
function, which in turn depends on the value of τ . From Figure 6.10 it is evident
that, for Li, the assumption of a larger value of τ implies a weaker plasma cooling
effect and therefore a larger Ttar, and globally a larger T within the divertor region.
The final strong temperature drop close to x// = 0 is associated to the plasma
energy losses due to ionization of the neutrals, which locally overwhelms all the
other terms. The behavior for the case of Sn is only slightly different with respect
to the Li, τ = 10 ms case. This somewhat surprising similar shall be explained in
the following.

Figure 6.9: Computed plasma temperature (left) and density (right) spatial profiles
along the outboard divertor leg field lines for Li (τ = 1 ms and τ = 10 ms) and Sn.

Density profiles corresponding to these temperature profiles are shown in Fig-
ure 6.9 (right). As expected, the profiles for the three cases considered are com-
parable up to the entrance in the divertor region, where the different amount of
plasma cooling causes differences in the profiles. The high radiation scenario cor-
responds to the lowest temperature, and therefore to the highest density (due to
total pressure conservation). Pressure conservation holds up to the point where
plasma-neutral interactions become important. At this point, close to the target,
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the expected density peak associated to ionization of recycling neutrals is retrieved.
This peak is much more significant for the high radiation case - i.e. low temper-
ature, high density - than for the low radiation case - i.e. high temperature, low
density. This fact is not straightforward to explain, since both temperature and
density positively affect the ionization rate. The latter is indeed stronger at higher
temperature (due to the temperature dependence of the ionization rate coefficient)
and at higher densities (there is a relatively weak density dependence for the ion-
ization rate coefficient, but the ionization rate is evaluated as Riz (Te, ne)nen0,
therefore the density dependence is slightly more than linear). For both cases at
hand, however, the temperature several ionization mean free paths far from the
target is larger than 10 eV, a condition where the density effect dominates over
the temperature effect. Finally, the observed density drop close to the target is
associated both to the presence of the aforementioned ionization source and to the
flow acceleration up to Ma = 1 at the sheath edge.

The electron temperature and the particle dwell time determine the actual local
value of the cooling rates. The resulting spatial distribution along the flux bundle is
shown in Figure 6.11 (left) for the three cases considered. The values shown there
result from the self-consistent evaluation of the plasma state and of the plasma
cooling. The value of this function is reported only in the divertor region, since
Li/Sn vapor is assumed to be only present there. As expected, values for Sn are
always several orders of magnitude larger than the ones for Li (for both values of
τ considered). The most interesting feature outlined by this plot is perhaps the
following: the strong non-linearity of the cooling rate implies that a larger τ is not
necessarily associated - locally - to a lower cooling rate, since the latter is strongly
dependent also on the plasma temperature, see also Figure 3.7.

The combination of Lz, vapor density and plasma density results in the density
of power which is lost by the plasma due to interactions with the vapor. This
quantity is shown in Figure 6.10. The discontinuity at x// = L//,OEC ∼ 0.6 m is
due to the corresponding discontinuity in nz(x//) (see Figure 6.11 (right)) which
is associated to the 0D nature of the model employed for describing the Li vapor.
Indeed, a single density for each chamber is computed by the 0D model.

The combination of the information coming from Figure 6.9, Figure 6.11 (left)
and Figure 6.11 (right) therefore explain the result in Figure 6.10, and in particular
the somewhat surprising similarity between the case Sn, τ = 1 ms and the case Li,
τ = 10 ms. For the OEC, for example, the electron density is similar, and the
three orders of magnitude difference between the loss functions are approximately
compensated by a three orders of magnitude difference between the vapor densities.

It is important to recall here that the plasma cooling effect is due to both
radiation and ionization of Li atoms. Therefore, the curves shown in Figure 6.10 do
not correspond to power radiated. An assumption concerning the location where the
power committed to ionization is released, i.e. to the location where recombination
of the Li plasma occurs, is necessary. This result is not provided by the present
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Figure 6.10: Power lost by the plasma per unit volume due to interactions with
metal vapor within the outboard divertor region for Li (τ = 1 ms and τ = 10 ms)
and Sn.

model, which only includes a simplified treatment of Li (or Sn) neutrals. For
simplicity, recombination of Li plasma is assumed to occur before the target is
reached. This assumption is subject to further improvements in the future.

Figure 6.11: Spatial profiles of the cooling function (left) and vapor concentration
(right) within the outboard divertor region for Li (τ = 1 ms and τ = 10 ms)and Sn

The results of this section show that the value of τ , which is one of the physical
unknowns of the problem, indeed affects the result in the case of Li. However, it is
anticipated from Figure 6.11 (left) that the thermodynamic state of the LM-vapor
system is not much sensitive to this assumption (density of Li vapor nz is similar
for the cases τ = 1 ms and τ = 10 ms). The following section shall further analyze
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this point, which is one of the most significant outcomes of the present work.

6.6.2 Temperatures of the system
As already stated, both inner and outer divertor targets have been included in the
study. While, for convenience, results for the inner target have not been shown in
the previous section, in the following the behavior of the entire divertor system is
discussed.

Figure 6.12 shows the temperatures evaluated in the outboard divertor cham-
bers for Li, τ = 1 ms (top) and Sn (bottom). The temperature distribution in
the structures is evaluated by means of the 2D finite element model, whereas the
(uniform) temperature of the vapor is evaluated by the thermodynamic 0D model.
For Li, results for τ = 1 ms are shown.

Figure 6.12: Temperature field of the structures and 0D temperature of the LM-
vapor system in the ECs and of the vapor in the DCs for Li, τ = 1 ms (top) and
Sn (bottom).

For the sake of completeness, the operating temperatures of the LM and vapor
in both divertor chambers are shown in Figure 6.13. The significant difference be-
tween the two LMs is a consequence of the interplay between the many phenomena
occurring and can be explained by looking at the power balance, which is detailed
in Figure 6.14. For the case of Sn, a larger amount of power is allowed to reach
the pool without being mitigated by radiation nor by evaporation/condensation
cooling and therefore a larger temperature is reached - given a similar global heat
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transfer coefficient between the power deposition zone and the cooling channels for
the two cases.

A simple explanation for this different split of the power entering the system
shall now be proposed. If neither radiation nor evaporation were present, i.e. if
the pool behaved like a solid, the only difference between the two LMs would be
represented by their thermal conductivity, and therefore the different resistance
offered by the pool to the flow of heat - this is strictly correct if sputtering is ne-
glected. Since this difference is relatively small, it does not significantly influence
the global heat transfer coefficient between the top of the pool and the cooling
water. Therefore, the system would reach a similar steady state temperature in
the two cases, which is much larger than the temperatures actually computed the
code. In the steady state analyzed by the code, the power which is not radiated
heats the target, but evaporation partly accommodates for it, exhausting part of
this power on the walls thanks to condensation. Indeed, above a certain temper-
ature, evaporation becomes significant, and consequently effects associated to the
presence of vapor start to be relevant. As already mentioned, the other relevant
contribution to the heat load mitigation, occurring on top of the cooling provided
by evaporation/condensation, is represented the cooling of the plasma induced by
the presence of a non-negligible amount of vapor in the chambers. The tempera-
ture at which evaporation starts to become significant is much lower for Li than
for Sn (see again Figure 3.6), i.e. Sn is much more difficult to evaporate, and this
explains why qSn

pool→wall > qLi
pool→wall in Figure 6.14. Therefore, the overall result is

that a larger amount of heat will reach the pool unmitigated in the case of Sn. In
all cases, qnoz, i.e. the power loss associated to the flow of vapor out of the DC, is
computed to be negligible.

Moreover, the difference between the distribution of the “mitigated” power be-
tween evaporation/condensation and radiation is due to the much larger values of
the cooling function for Sn, Figure 3.7, even with respect to Li far from coronal
equilibrium-. The amount of evaporated Sn is lower with respect to the amount of
evaporated Li, and this explains the much lower condensation contribution. Con-
versely, the small amount of Sn present in the chambers is sufficient to radiate a not
negligible amount of power due to the much larger value of the cooling function.

Similar arguments can be employed to explain the interesting result shown in
Figure 6.15, where the parametric scan on the τ parameter is presented for Li.
This bar plot explains why, according to the present calculations, this parameter
does not significantly affect the operating temperature of the system (see error bars
in Figure 6.13) notwithstanding the large difference in radiated power (see again
Figure 6.14). Indeed, the lower amount of power radiated in the case τ = 10 ms
implies a larger heat flux to the pool, which is accommodated by a more significant
evaporation without a large temperature increase (from Figure 3.6 it is clear that for
Li at the temperatures considered here, a small temperature variation is sufficient
to increase the evaporation rate by an order of magnitude).
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Figure 6.13: Temperatures of the LM-vapor system within the various chambers
for Li (left) and Sn (right). Error bars account for uncertainty on τ (very small
effect for Sn).

Figure 6.14: Power balance for Li, τ = 1 ms and Sn. The two bars on the left refer
to the OEC, those on the right to the IEC.

A final comment shall now be made concerning the power distribution, and
specifically the - relatively low - mitigation of the incoming power. It should be
stressed that the configuration hereby analyzed is characterized by a small LDIV ,
which determines the interaction length between the SOL plasma and the metal va-
por confined in the box structure. If the divertor boxes were designed in such a way
as to increase this quantity, the radiated power fraction would also increase. More-
over - somewhat paradoxically - a worst cooling of the structure could be partially
mitigated by a larger amount of radiated power due to the larger temperature and
consequent larger vapor density. However, this would also cause a larger amount
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Figure 6.15: Power balance for Li, τ = 1 ms and Li, τ = 10 ms. The two bars on
the left refer to the OEC, those on the right to the IEC.

of vapor flowing out of the DCs, and the consequences on the plasma should be as-
sessed. For Sn, the operating temperature is more dependent on the target cooling
strategy since the heat flux actually reaching the pool is larger.

A very final comment concerns the similar thermodynamic state of the LM -
vapor system in inboard and outboard target. This is mainly due to the different
areas available for condensation on the walls. Indeed, the two chambers appear to
be less unbalanced for Li, where condensation has been shown to play a significant
role.

6.6.3 Mass flow rates
The calculation of the mass flow rates circulating in the system or leaving it through
the apertures is among the most significant outcomes of hte code. The most relevant
ones are:

• The condensation mass flow rate within the EC, Gcondens,EC , i.e. the amount
of LM “recirculating” within this chamber.

• The condensation mass flow rate within the DC, Gcondens,DC . As already dis-
cussed, since a strategy for collecting this amount of condensed metal should
be devised, this mass flow rate is to be considered as an input for the design
of e.g. the external LM purification loop.

• The amount of vapor escaping through the aperture of the DC towards the
main plasma chamber GDC→MC . In the case of Li, this amount of LM might
provide the beneficial effects already discussed on the plasma discharge. How-
ever, plasma dilution should also be avoided, therefore this quantity should
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not be too large. Moreover, it should be kept in mind that a mechanism for
collecting and finally recirculating also this LM which condensed within the
MC should be devised. For Sn, this amount of vapor might be harmful for
the plasma purity and should therefore be kept low.

The computed Gcondens,EC , Gcondens,DC , GDC→MC are reported in Figure 6.16 (left)
for Li and Figure 6.16 (right) for Sn. The results should become an input for the
design of the external LM recirculation/purification system and for an assessment of
the acceptability of the flux of vapor to the MC. A feedback from these assessments
could be employed for modifying the target cooling strategy (Tin,sector, heat transfer
coefficient, pool thickness.

Figure 6.16: Mass flow rates of LM condensed in the divertor chambers and of
vapor entering the MC as evaluated by the code for Li (left) and Sn (right). Error
bars account for uncertainties on the parameter τ .

6.7 Conclusions and perspective
A self-consistent model for an LM divertor of box-type has been developed and
preliminary results have been obtained for the test case of the DTT.

For Li, the calculations here performed confirm the anticipated effectiveness of
this LM for use in a system, since both evaporation and radiation cooling signifi-
cantly contribute to a reduction of the target heat load. However, more detailed
investigations are required in order to determine whether the amount of Li vapor
flowing out of the DCs is sufficiently low to avoid plasma dilution. The present cal-
culations suggest that an operating condition characterized by a significant amount
of power exhausted via the “alternative” channels, namely radiation and evapora-
tion/condensation - the availability of which represents one of the the main advan-
tages of this type of divertor - can be already obtained with just two chambers.
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However, should the vapor flux towards the MC be too large, the number of cham-
bers can be increased to provide a more effective differential pumping and hence
further reduce this flux, compatibly with the available space.

For Sn, a much less significant importance of evaporation/condensation cooling
has been computed. Indeed, a very small density of Sn vapor is foreseen to be
present in the system. This result indicates that the additional complexity asso-
ciated to this divertor structure would not be justified by an enhancement of the
plasma cooling. However, also for Sn the reduction in vapor flux towards the main
plasma chamber was found to be significant, which could represent an important
feature since it could allow the local recollection of Sn.

The present study did not only provide a tool for comparing the behaviour of Li
and Sn in a box-type closed divertor of this kind. Indeed, a deeper understanding of
the interplay within the different physics mechanisms involved has been obtained.
In particular, several design parameters have been pointed out that, according to
this model, could provide a more efficient operation of this system in terms of heat
load spreading on the chamber wall surfaces. Those parameters are:

• The heat transfer coefficient, or equivalently the temperature of the coolant
flowing within the cooling channels below the pool. Compatibly with other
constraints, this could allow for a larger density of vapor to be confined in
the EC, and thus to a more effective load spreading.

• The interaction length between the plasma and the Li vapor, which should be
increased - compatibly with the chamber geometry and coil system, which will
be considered fixed when designing this system- in order to obtain a stronger
cooling of the plasma.

• As for conventional divertors, a larger upstream plasma density would imply
a lower electron temperature at the target.

These parameters can be varied separately or together. An extrapolation of
the results presented in this chapter which accounts for an optimized configuration
suggests that a large density of Li can be confined within the system. This density
could be sufficient to induce plasma detachment - promoted by the vapor itself,
rather than by seeded impurities, as already suggested in [67]. Even though further
studies would be needed concerning this point, it is clear that this perspective is
particularly attractive.

Even though this model accounts for much of the physics underlying the system
at hand, some important features are missing. In particular, no account has been
given to the pressure buildup of neutral H in the system, which may affect the
condensation rates, and no detail concerning the possible strategy for actively (or
passively) pump those neutrals has been proposed. Moreover, the model is steady
state, hence it does not follow the initial evolution of the system (which is, in prin-
ciple, interesting) nor potential ELM-driven transients. The greatest limitation is
perhaps represented by the impossibility to determine the target hotspot temper-
ature due to the 0D approach employed to model the LM pool and the vapor,
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which only allows to compute average surface temperatures. This means that only
semi-quantitative conclusions can be drawn from the model application.

Some envisaged future improvements of the model are the following:
• Remove assumption of uniform wall and pool loading (in order to fully exploit

the 2D wall model and evaluate hotspot temperatures).
• Include a more detailed analysis of Li vapor dynamics1.
As a final remark, it is recognized that it seems natural to ask how well the model

of the present chapter matches the results of chapter 5. Such a benchmark would
provide a more quantitative assessment of the capability of the simplified model
here presented to simulate the plasma and vapor behavior in the vapor shielding
region. This activity is therefore envisaged for the near future.

1A dedicated study using the Direct Simulation Monte Carlo (DSMC) method was performed
to assess the validity of the 0D approximation for the vapor, which is reported in the appendix
of [138]. A very brief summary of the obtained results is reported in Appendix B.
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Chapter 7

Conclusions and perspective for
Part I

To conclude Part I of the present thesis, it is convenient to summarize here its
content, including the introduction to the topic, the original methodologies and
results obtained, the relations among them and their relevance for the field, together
with future perspective.

The topic of the power exhaust in tokamaks, together with the associated con-
cerns for a fusion reactor, was first introduced. Liquid metal divertors were then
presented as one among the possible alternatives to the baseline strategy currently
adopted to address the PEX problem. To conclude the introductory part, an
overview of the state-of-the-art methods and tools for SOL plasma modelling was
provided.

A survey of the state of the art of SOL plasma modelling in the presence of an
LMD pointed out the need for developing self-consistent models, so to take into
account the mutual interactions between the evaporating divertor target surface
and the SOL plasma. In the present thesis, two approaches have been presented:
the first relies on the 2D multi-fluid plasma code B2.5, which was coupled to a
model for the target to self-consistently determine evaporation and sputtering; the
second, which is less detailed and requires a significantly shorter computer time,
is based on a 1D SOL plasma model for the D+ ions and for electrons, coupled
to a 0D model for the metal vapor and an analytical model for the fuel neutrals,
where the effect of impurities on the plasma is taken into account in a simplified
way. The first approach was applied to the simulation of an ITER-like LMD for
the EU-DEMO, whereas the second one was adopted to qualitatively estimate the
operating conditions of a vapor-box LMD for the DTT tokamak. It can be stated
that the present thesis work has successfully accomplished the task of developing
and applying self-consistent models for modelling the SOL plasma including its
interactions with the metal arising from an LMD. The 1D model is implemented
in a fast-running code, which is therefore suitable for scoping studies such as the
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one here presented. The 2D model is indeed more suitable for supporting more
advanced phases of the divertor design.

The application of these two models to the comparison of Li vs. Sn not only did
represent an ideal test bench, but also provided outcomes which are relevant for
the divertor design. For the ITER-like design, the 2D calculations confirmed that
Sn behaves better than Li, although it appears that only a very narrow operational
window exists if no seeded impurities are adopted. If Ar seeding is adopted, the
results suggest the existence of a a promising operational scenario with a liquid
Sn divertor and a relatively low amount of seeded Ar, working in high-recycling
regime. This scenario is similar to the baseline one, but has the advantage of being
more forgiving in case of off-normal events or ELMs. For the vapor-box divertor,
instead, Li was confirmed to represent an optimal candidate to exploit the specific
features of this design. Moreover, the results were presented so to identify the
different power exhaust mechanisms and possible strategy to enhance them, thus
providing useful guidelines for the design phase.

The perspective applications and improvements of the two individual models
were already described in the respective chapters. It shall here be sufficient to point
out the perspective application of the combination of the two models/approaches.
Provided that a thorough benchmark between the two approaches is realized1, they
could be used in synergy: the simplest one for scoping studies, and the detailed one
to provide inputs (especially heat and particle load profiles) to the divertor design,
while ensuring that the impact on the core plasma performance is not excessive.

1This requires to implement a simplified model for the metal vapor, thus allowing the simulation
of e.g. an ITER-like divertor, since the currently implemented model is indeed limited to a vapor-
box divertor geometry.
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Liquid metal-cooled nuclear
fission reactors
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Chapter 8

Generation IV fission reactors and
the lead-cooled fast reactor

The design of Generation IV fission reactors is currently ongoing within the Gener-
ation IV International Forum (GIF), with the objective to improve sustainability,
economically competitiveness, safety, security, reliability and proliferation resis-
tance with respect to the current nuclear fission reactor fleet.

This chapter aims at providing an overview of the international framework for
the efforts oriented towards the development of the next-step nuclear fission re-
actors, as well as the specific features of the lead-cooled fast reactor concept, to
which this second part of the present thesis is devoted. Section 8.1 describes the
objectives of the Generation IV of nuclear fission reactors. Section 8.2 describes
the potential advantages of fast neutron spectrum reactors, among which the ones
representing the specific interest of the second part of this thesis are those cooled
with liquid metals, and particularly by heavy liquid metals. Section 8.3 introduces
the ALFRED project as a demonstrator for the lead-cooled fast reactor design. Fi-
nally, section 8.4 describes the need for the development of numerical tools oriented
at informing the core design phase of an LM-cooled fission reactor. Addressing this
need represents the main focus of the present work.
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8.1 Generation IV fission reactors
Nuclear fission is currently the first low-carbon electricity source in OECD coun-
tries, where it provides 18% of the electricity supply. Notwithstanding this signif-
icant contribution to meet the sustainable development goal of clean energy, the
public acceptance and efficiency of current generation power plants are affected by
several known open issues:

1. production of long-lived radioactive waste;
2. low efficiency in fuel utilization;
3. risk of proliferation;
4. reliability of active safety systems.
In view of the shortcomings indicated above, the GIF initiative was started

in 2001 as an international cooperation to research and develop the next genera-
tion (the so-called fourth generation) of nuclear energy systems by assessing their
feasibility and capabilities, see Figure 8.1.

Figure 8.1: Sketch of the successive generations of nuclear reactors with approxi-
mate time spans for deployment [145].

.

The objectives of GIF can be summarized as follows [144, 145]:
• Sustainability-1: improved fuel utilization;
• Sustainability-2: minimization of long-term waste;
• Economics-1: reduction of life cycle costs to improve competitiveness with

other sources;
• Economics-2: minimization of financial risk;
• Safety & Reliability-1: operational safety and reliability;
• Safety & Reliability-2: reduced core damage probability;
• Safety & Reliability-3: eliminate the need for off-site emergency response;
• Proliferation resistance and physical protection: minimize susceptibil-

ity to diversion of undeclared production and vulnerability of installations.
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Based on the objectives listed above, GIF selected six reactor technologies
among ∼ 130 proposed concepts:

• Very-High-Temperature Reactor (VHTR);
• Molten Salt Reactor (MSR);
• SuperCritical-Water-cooled Reactor (SCWR);
• Sodium-cooled Fast Reactor (SFR);
• Gas-Cooled Reactor (GCR);
• Lead-cooled Fast Reactor (LFR).
The GIF identified three phases for the delopyment of each of the above-listed

systems:
1. Viability: test basic concepts under relevant conditions, identify and solve

all potential technical issues;
2. Performance: operate prototypes to verify and optimize processes on an

engineering scale;
3. Demonstration: detailed design of the demonstrator for the concept, fol-

lowed by licensing, construction and operation.

8.2 Fast reactors
Three out of the six concepts selected by GIF are Fast Reactors (FRs), i.e. reactors
characterized by a fast neutron spectrum. This feature brings desirable advantages
in terms of sustainability (the first two among the GIF objectives):

1. The long-term radiotoxicity of spent nuclear fuel is mostly associated to ac-
tinides (Pu, Minor Actinides (MAs)). While Light Water Reactors (LWRs)
only allow for Pu recycling, FRs can also effectively burn MAs.

2. The capability to breed fuel leads to an increased fuel utilization efficiency.
On the other hand, the higher burnup and increased damage levels in the core lead
to increased thermo-mechanical requirements for fuel and structures. Moreover, if
the coolant is an LM, corrosion can represent a significant issue. Additionally, the
relevant presence of Pu causes a worsening of kinetic paramters. Moreover, since
the reactor is not in the most reactive configuration, events such as core cmpaction,
fuel melting or coolant losses can increase the reactivity.

The focus of the present thesis is on Liquid Metal Cooled Reactors (LMCRs),
characterized by a fast neutron spectrum due to the low moderation provided by
the coolant. More specifically, the focus is on Heavy Liquid Metal Cooled Reactors
(HLMCRs), and in particular on the Lead-cooled Fast Reactor (LFR) concept. In
the following section, the main advantages and drawbacks of HLMCRs are pre-
sented.

133



Generation IV fission reactors and the lead-cooled fast reactor

8.2.1 Potential advantages
The main advantages of HLMCRs are:

• high core outlet temperature, which increase the thermal efficiency of the
reactor;

• no need for coolant pressurization to prevent boiling, thereby allowing to
operate at ∼ 1 atm core outlet pressure, with a consequently reduced required
vessel thickness;

• good coolant heat transfer properties;
• no core voiding, thanks to the high boiling point;
• low reactivity with air and water (as opposed to the SFR);
• high coolant density, providing enhanced natural circulation capabilities;
• good retention properties of volatile fission products;
• good shielding of gamma rays.

8.2.2 Main disadvantages
The main disadvantages of HLMCRs are:

• large fissile inventory required due to the low moderation;
• harsh neutron damage due to the fast neutron spectrum;
• corrosion of structures;
• potential formation of Polonium (Po), which is particularly relevant if Lead-

Bismuth Eutectic (LBE) is used as a coolant;
• strong coolant-structure interactions and buoyancy of components, implied

by the high coolant density;
• erosion of structural materials;
• risk of coolant freezing due to the high melting point (327 ◦C);
• difficult inspection due to the coolant opacity.

8.3 ALFRED: an LFR demonstrator
In view of the above-mentioned challenges associated to the LFRs, R&D is clearly
needed in terms of reactor components, thermal-hydraulics, neutronics, structural
materials, instrumentation, coolant and cover gas chemistry, in order to increase
the level of technological readiness of this concept. To this aim, a full-scale demon-
stration plant, Advanced Lead-cooled Fast Reactor European Demonstrator (AL-
FRED), is planned, for which the schematic layout is shown in Figure 8.2. The Fos-
tering ALfred CONsortium (FALCON) agreement, signed in 2013, has the objective
of bringing LFR technology to industrial maturity through the design, construction
and operation of ALFRED.

The strength of the ALFRED reactor is represented by its noticeable safety
features:
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• “safe by design” approach;
• prompt detection of any deviation from expected behavior;
• adoption of proper margin from the early design stage;
• implementation of several lines of defense.

Figure 8.2: Conceptual configuration of ALFRED, reproduced from [19].
.

8.4 The role of numerical tools in LFR core de-
sign

8.4.1 A comprehensive approach to core design
The design of an LFR core is a multi-disciplinary task which deals with a large
number of tightly interconnected physical/engineering parameters associated to
the three “pillars” of core design: neutronics, thermal-hydraulics and thermo-
mechanics.

A comprehensive approach to core design involves:
• identification of technological constraints, from which design guidelines are

derived;
• inclusion of safety principles and criteria early in the design;
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• management of interfaces between the core and other reactor systems;
• design of individual components;
• optimization of performances by working on available margins.
The reactor design then undergoes a verification phase, where the actual be-

havior of the system is assessed both in nominal and in accidental conditions. The
design and verification phase occur iteratively and have different needs which call
for different tools.

8.4.2 Design-oriented codes
Design-Oriented Codes (DOCs) are intended to support the design process by
clearly characterizing a particular core configuration in terms of its effectiveness
in meeting design targets and constraints. A DOC achieves this objective while
requiring only a short computational time thanks to a well defined application do-
main. Within this domain, the code results are comparable to the ones calculated
by benchmark codes. The models to be implemented are selected according to a
trade-off between complexity and accuracy [113]. One of the specific features of a
DOC is the attempt to attain balanced contributions from the various error sources.
Summarizing, the key feaures of a DOC are:

• equilibrium;
• low computational time;
• a clear application domain.

8.4.3 Verification-oriented codes
Verification-Oriented Codes (VOCs) feature a comprehensive treatment of one or
more of the NE, TH and TM problems, relying on sophisticated models and nu-
merical methods. The required input for VOCs is usually detailed, including the
specific geometry and material composition, making these codes suitable for the
verification phase. The required accuracy for a VOC is reached at the expense of
longer simulation times and less clear relations between inputs and outputs.
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Chapter 9

Design, development and
preliminary validation of the
TIFONE code

In this chapter, the development, verification and validation of TIFONE, a DOC for
the TH modelling of the inter-SA coolant in the full core of HLMCRs, is presented.
Specific care is devoted to describe the development rationale and procedures, per-
formed in compliance with ENEA software quality standards.

First, an introduction regarding the motivations for developing TIFONE and
the quality assurance framework is provided in sections 9.1 and 9.2.

Then, from section 9.3 to section 9.9, the code structure and the selected ap-
proach to solve the problem are described. Specifically, the general guidelines for
the code design and the global features of the code are summarized in section 9.3.
The calculation domain and its spatial discretization are discussed in section 9.4.
Section 9.5 describes the set of subchannel (SC) equations adopted in TIFONE.
The solution strategy is reported in sections 9.6 and 9.7. The closure relations for
the empirical parameters appearing in the equations are reported in section 9.8.
The connection logic implemented in the code is described in section 9.9.

Sections 9.10 to 9.16 are intended to give a glance of the software development
procedures. Specifically, sections 9.11 and 9.12 provide technical details concerning
the input and output structures. In section 9.13, the data structures employed
by the code are described in detail. The code functional modeling is described
in section 9.14. Programming guidelines followed during the code implementation
phase are described in section 9.15. The detailed code design in the form of a
pseudocode for selected code components is presented in section 9.16.

Finally, section 9.18 reports the verification and validation of the code. Specifi-
cally, the guidelines followed during the verification phase of the code are reported
in section 9.17. Finally, the preliminary validation against experimental data from
the KALLA facility is presented in section 9.18.
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9.1 Introduction and motivation
The presence of the Inter-Wrapper (IW) region is inherent in core designs charac-
terized by closed SA. Among the goals of the core TH design of LFRs exploiting
the closed sub-assembly (SA) option, cold by-passes must be avoided and exces-
sive thermal gradients among opposite faces of the assembly ducts prevented. To
achieve these goals, a suitable coolant flow outside the assemblies themselves must
be guaranteed, compatibly with the IW gap, the latter being established by the
core thermo-mechanical design. Moreover, for wrapped assemblies, the possibil-
ity of gagging arises, giving an extra degree of freedom to the designer for lev-
eling thermal gradients at the assemblies’ outlet. Therefore, the design process
requires knowledge of the axial and radial coolant temperature profiles in the IW
gaps throughout the whole core (i.e., including all core SAs), as well as the axial
and perimetrical wrapper temperature profiles, and notably the (possibly) differ-
ent values of each side of the wrapper itself which could induce SA bowing. The
above-mentioned requirements point out the necessity of a DOC for solving the IW
flow and heat transfer problem.

To address this need, a DOC, Termo-Idraulica delle Fughe che Occorrono nel
Nocciolo fra gli Elementi (TIFONE), was developed and verified according to
the Software Quality Management System in place within ENEA’s SICNUC di-
vision [75]. The SC approach was chosen, since it allows to achieve a sufficient level
of spatial resolution while retaining the key features of a DOC, namely equilibrium,
a low computational time and a clear application domain. The current version of
TIFONE solves, for an HLMCR exploiting the closed SA option in hexagonal ge-
ometry, the inter-assembly coolant mass, energy and momentum equations, as well
as the convection equations between the coolant and the wrapper. The calculation
domain extends radially over the IW region of the entire core, and axially between
the dividing and the merging points of the inter- and intra-SA coolant flows. The
required inputs are the core geometry, as established by the core TM design, the
axial and perimetrical distribution of the heat flux flowing out of all the SAs in the
core, and the coolant inlet temperature and flow rate, and the fraction of the core
inlet mass flow rate flowing along the IW region. Among the perspective applica-
tions of TIFONE is the coupling with codes for the thermal-hydraulic analysis of
the single SA, so to allow for a full-core simulation. The code has been preliminarily
validated against experimental data from the Karlsruhe Liquid metal LAboratory
(KALLA) IW flow and heat transfer experiment, showing satisfactory agreement.
This first application of TIFONE confirmed its ability in reproducing the measured
data in its anticipated validity domain.
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9.2 Quality assurance framework
According to ENEA Quality Assurance procedures for nuclear software develop-
ment, the initial phases of the development of a new computational tool are as
follows:

• Initial planning: definition of the general plan for the project and of the spe-
cific plan for the quality assurance, reported in a Software Quality Assurance
Plan (SQAP) document [78].

• Requirements definition: identification of measurable requirements of the
code to be developed, in order to satisfy the general requirements specified
in the first phase. Requirements are organized in a Software Requirements
Specification (SRS) document [76].

• Software design: development of a conceptual design of the code, where mod-
els, methods and algorithms are discussed which satisfy the requirements
specified in the foregoing phase. The software design is reported in the Soft-
ware Design and Implementation Document (SDID) document, where the
design choices, along with their rationales, and the resulting code structure
to be implemented, are described. The design elements (software structure,
components, interfaces and data which are necessary for the implementation
phase) are presented. For each design element, compliance with the require-
ments defined in the SRS document [76] is explicitly demonstrated.

• Code development: coding and production of code documentation which is
compliant with the requirements specified above.

• Code validation: while verification procedures are carried out and docu-
mented during the code development phase to qualify compliance with the
design indicated in the SDID, the code validation phase involves comparing
the code with experimental data and/or results of more accurate codes to
assess the capability of the product to meet the specified requirements within
its anticipated validity domain.

Reporting all the steps above would be out of the scope of a PhD thesis. It
was therefore necessary to operate a selection. In particular, the initial stages of
the software development process (up to the requirements definition phase) will
not be described in detail - the introduction to this chapter already described the
motivations for the development of TIFONE and the key associated requirements.
Therefore, in the following, the material corresponding to the scope of an SDID,
together with the code validation phase, are presented. Therefore, the remainder
of this chapter will include the the physico-mathematical model selected to address
the IW flow and heat transfer problem, solution algorithms and validation results.
Additionally, it was also chosen to report the key elements of the software design
phase, with the aim of providing future software developers of DOCs for nuclear
applications with a robust code design strategy.
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9.3 Code design overview

9.3.1 Problem description
In compliance with the software requirements specified in the SRS document, TI-
FONE solves, for an LFR exploiting the closed sub-assembly (SA) option in hexago-
nal geometry, the inter-assembly coolant mass, energy and momentum conservation
equations, as well as the convection equations between the coolant and the wrapper.

9.3.2 Calculation domain
The calculation domain extends radially over the Inter-Wrapper (IW) region of the
entire core, and axially between the dividing and the merging points of the inter-
and intra-SA coolant flows. Figure 9.1 provides a convenient visualization of the
axial extension and composition of the calculation domain, while figure 9.2 shows
the calculation domain corresponding to the inter-wrapper gap between several
SAs. This drawing conveys the peculiar shape of the domain, which consists in a
thin region (a few mm) extending axially and radially over the whole core.

9.3.3 Required spatial resolution and selected modelling
approach

The required spatial resolution of the calculation is such to discriminate at least
each gap between adjacent SAs and to distinguish among different axial elevations.
In compliance with these requirements, TIFONE discretizes the IW region over the
entire core both axially and radially. Radially, the coarsest admissible discretiza-
tion is one featuring a single control volume for each gap between adjacent SAs.
This represents a lower bound for the domain discretization refinement. Conversely,
the code is required to run in at most several minutes on an average single-core
computer to reflect the characteristics of a DOC. This renders a detailed approach
(e.g. RANS-based CFD) unattainable. Based on these considerations, the subchan-
nel (SC) method is believed to represent an ideal trade-off between computational
speed and spatial resolution, as schematically indicated in Figure 9.3. This method
has been widely used in nuclear reactor design and analysis in the past, and still
represents an important tool, see for example [125].

9.3.4 Literature review
A number of codes evaluating the Thermal-Hydraulic (TH) behavior of closed SAs
for Liquid Metal Cooled Reactors (LMCRs), aimed at both design and safety stud-
ies, has been developed in the past. Before starting the TIFONE code design, a
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Figure 9.1: Schematic of the bypass flow domain, adapted from [113].

survey of existing LMCR thermal-hydraulic codes has been carried out, with par-
ticular attention to the ones featuring a module for the inter-SA heat transfer.
The survey focused on codes based on the SC method. Indeed, as discussed in
section 9.3.3, this method is considered to provide a suitable compromise between
accuracy of the result and complexity of the calculation.

1. COBRA-WC [63] is a transient reactor safety analysis tool based on the SC
method. This code solves the thermal-hydraulics of each SA, and takes into
account the inter-SA heat transfer by assuming pure conduction across a stag-
nant coolant in the IW region. The IW coolant is therefore not consistently
modeled with an ad-hoc set of conservation equations.

2. NETFLOW [131] is another transient reactor safety analysis tool. The ap-
proach for inter-SA heat transfer is analogous to the one used by COBRA.

3. SUPERENERGY-II [12] is a multi-SA, steady state computer code for LMCR
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Figure 9.2: Representation of the inter-wrapper flow domain.

Figure 9.3: Complexity scale of thermal-hydraulic calculation approaches, inspired
by [168].

core thermal-hydraulic analysis based on the SC method. SUPERENERGY-
II is part of the ENERGY code series, developed at MIT in the late 70s-early
80s. This code was specifically aimed at providing a fast, full-core solution in
steady state to support the design of LMCRs. As far as the IW heat transfer
is concerned, SUPERENERGY-II offers the possibility to choose between
two different approaches. The first approach is based on the simplifying
assumption of stagnant liquid metal in the gap, whereas the second includes
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the effect of convective heat transfer and the energy exchange between SCs in
the IW region. SUPERENERGY-II can therefore be regarded as a Design-
Oriented Code (DOC) featuring an IW heat transfer calculation capability.
These features make the SUPERENERGY-II code a sound reference for the
design of TIFONE.

4. ANTEO+ [114] is a design-oriented, SC code for single-SA thermal-hydraulics
which has been developed and validated at ENEA. To provide consistent,
non adiabatic conditions to the SA, a simplified model for the IW flow region
surrounding the SA can be adopted for the calculation. This approach cannot
however fully take into account the inter-SA heat transfer. The code has
recently been extended to mixed convection regime inside the bundle [112].

Moreover, a technical document concerning a possible approach to the TH analysis
of the IW coolant in fast reactors has been retrieved at ENEA [189]. This document
provides a thorough description of the problem and proposes an approach based on
the SC method, similar to [12] and [31] but featuring a more detailed treatment of
the transverse momentum equation (see section 9.5).

The literature review has pointed out that at present no DOC is capable of
solving the IW flow problem with the level of detail required by the SRS. However,
in the past considerable effort has been devoted to this subject, thus representing
a sound basis for this work. While, of course, learning from the problem formu-
lation adopted in the above-mentioned codes, TIFONE adapts it to the specific
needs indicated in the SRS while taking advantage of modern scientific software
development techniques.

9.3.5 Coupling with SA thermal-hydraulic codes
According to the SRS, TIFONE must be able to accept as input the core-wide
distribution of the power discharged in the inter-assembly coolant by the SAs.
The self-consistent coupling of TIFONE to an SA TH code such as ANTEO+ to
perform full-core TH calculations is therefore beyond the scope of the first version
of TIFONE, whose design is presented in this thesis.

Nevertheless, it is recognized that the possibility to extend the code so that the
power crossing the wrapper is computed self consistently based on the knowledge
of the coolant temperature and velocity fields both inside and outside SA would
be a desirable feature for future code versions. This vision has driven some of the
design choices.

9.3.6 Code high-level architecture
The high-level architecture for TIFONE is schematically shown in Figure 9.4. This
flow-chart contains the essential elements required for an SC code to solve the IW
flow problem, namely:
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• Read input: read user-defined information characterizing the problem.
• Generate connection logic: the domain is discretized and the connections

among control volumes are computed and stored to be used in the solution
phase.

• Compute flow split: the subdivision of the mass flow rate entering the IW
region among the SCs is determined.

• Solve forced convection problem: determine the TH solution by assuming no
net radial mass exchange between adjacent SCs.

• Assess forced convection assumption: once the forced convection solution
is available, apply a criterion for determining whether a mixed convection
solution is required. In case the criterion is not met, the forced convection
solution is the solution of the problem. Otherwise, the mixed convection
problem is solved.

• Output: relevant design-oriented outputs of the calculation, as well as the
full problem solution, are printed.
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Figure 9.4: Flowchart representing the logical sequence of operations to be executed
by the code.
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9.4 Spatial discretization

9.4.1 Inter-assembly gap
Radial discretization

As stated in section 9.3.3, the radial resolution of the calculation must be at least
capable of distinguishing each gap between adjacent SAs.

While designing TIFONE, three possible alternatives have been considered to
radially subdivide each IW gap (the space between the sides of two neighboring
SAs):

(a) One possibility is to subdivide the gap between adjacent SAs into a number of
SCs (called edge SCs). These edge SCs are indicated in red in Figure 9.5 (a).
The region between three hydraulically connected gaps is associated to a
single SCs (called corner SC), indicated in green in Figure 9.5 (a). A 3D
sketch of a corner SC is provided in Figure 9.6.
This choice allows to take into account the thermal-hydraulic connection be-
tween adjacent gaps, as well as to take advantage of the most detailed in-
formation available for the heat crossing the wrapper. This discretization
has been adopted in [12], as well as in the simplified treatment of the IW
thermal-hydraulics in the ANTEO+ code.

(b) Another possibility is to employ a “corner-based” subdivision that can be
obtained from a simplification of option (a) - corresponding to a number of
edge SCs equal to zero. The corner SCs are thus extended up to the center of
the gap. This option reduces the overall number of SCs while retaining the
connection between different gaps.

(c) Finally, a “side-based” option has been considered. This option consists in
adopting a single SC for each gap between adjacent SAs. The difficulties
associated to that choice are mostly due to the connection between adjacent
SCs. Indeed, it is difficult to identify acceptable inter-SC mixing correlations
in this particular geometry.

TIFONE adopts subdivision (a), as it allows for the greatest user flexibility - for
instance, it can be coarsened up to the limiting case of option (b) if needed. Indeed,
depending on the particular application and on the spatial resolution of the input
data (heat flux flowing out of the SA and heat deposited inside the IW gap), the
user is able to choose between two possibile approaches for the radial discretization
of the domain:

1. “Default” approach: the user indicates the number of edge SCs for each gap.
This number is used to evenly subdivide the side of each SA into a corre-
sponding number of nodes, in such a way that the side length of each node
(including the corner nodes) is equal. This choice is the simplest and allows
the automatic generation of the nodalization for the entire core starting from
a single number specified in input.
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Figure 9.5: Inter-assembly gap SC subdivision options.

2. “Manual” approach: the user manually indicates the number and location
of the radial node boundaries for each SA (assumed equal for all sides of a
given SA). In this case, each SAs is allowed to have an independent radial
nodalization. This second approach is useful to retrieve the discretization
shown in Figure 9.5 (a), with the inter-SC boundaries distributed according
to the location of the boundaries between the edge SCs of the neighboring
SAs. In the event that the two neighboring SAs have a different number of
edge SCs, the finest discretization is employed.

Guidelines for quantifying the effect of the selected nodalization on the code accu-
racy will be provided based on the outcomes of the code verification phase.

The possibility to further split the IW gap between the neighboring assem-
blies (with boundaries at the gap centerline) has also been considered. However,
this would provide an unnecessary level of detail, while potentially hindering code
stability. This option is therefore disregarded.

Axial discretization

Each SC is axially subdivided in a number of control volumes which are by default
of equal length. The user is free to choose arbitrarily the actual distribution of
axial nodes (see section 9.11). The code is therefore capable of determining the
axial variation of the quantities of interests. Recommendations concerning the
choice of the axial discretization step, according to both stability and convergence
requirements, stem from from the numerical tests performed during the verification
phase of the code.
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Figure 9.6: 3D drawing of a corner SC.

9.4.2 SA wrapper
The wrapper is discretized as well. For the sake of simplicity, the wrapper axial
and radial discretization is consistent with the nodalization adopted for the IW
region, see Figure 9.5(a). Each wrapper control volume can exchange heat with the
adjoining coolant inside and outside the SA, as well as with neighboring wrapper
nodes located at the same axial position.
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9.5 Governing equations

9.5.1 Assumptions
As already indicated in section 9.3, TIFONE aims at determining the TH behavior
of inter-assembly coolant over the entire core of an LFR, as well as the wrapper
outer temperature for each SA. This is done adopting the SC method, using the dis-
cretization identified in section 9.4. The underlying assumptions of the SC method,
as indicated in [196], are:

1. The control volume is fixed and common to all the conservation equations,
except the transverse momentum equation;

2. The transverse flow (i.e. the flow between neighboring SCs) “loses memory
of” his original direction when passing from an SC to the neighboring one.

Additional simplifying assumptions have been adopted in the present work, with
the aim of achieving a balance between code complexity and accuracy of the results,
which is an essential feature of a DOC:

1. The problem is solved in steady state;
2. The IW channel cross section is axially constant;1
3. Energy deposition by viscous dissipation in the coolant is neglected;
4. Axial heat and momentum transfer via conduction and turbulent momentum

flux, respectively, are neglected;
5. The channel is assumed to be vertical, therefore gravity only contributes as

a body force to the axial momentum balance;
6. Molecular and turbulent momentum transfer in transverse direction between

adjoining SCs are neglected, i.e. friction between neighboring SCs is not taken
into account.

In the following, the governing equations for the SC method are presented and
simplified according to the above-mentioned assumptions for the problem at hand.
Boundary conditions are also indicated. The formulation is consistent with [31].

1The entrance and exit regions located at the bottom and top of the core, respectively, are
actually characterized by an axially variable cross section, see Figure 9.1. However, these regions -
which are part of the computational domain - are not directly modeled. Their presence is instead
accounted for simply by means of localized pressure loss coefficients.

It is noticed that, in the future, the code could be extended to simulate the situation where
the hexagonal assemblies are deformed, thus yielding a variable flow cross section. However, this
feature is beyond the scope of the first version of the code. Nevertheless, it is to be noticed
that consistent programming practices have been adopted during the code development phase, to
simplify potential future extensions.
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9.5.2 Conservation of mass
Conservation of mass describes the axial evolution of the mass flow rate in each SC.
The mass flow rate for a given SC can indeed change due to net mass exchange
with the neighboring ones. This transfer can be caused by either pressure differ-
ences or density differences (buoyancy effects). In the following, the formulation,
simplifications and boundary conditions adopted for TIFONE will be described.

Formulation

The complete form of the mass conservation equation for the i-th SC reads:

Ai∆z
∂

∂t
⟨ρi⟩ + ∆ṁi = −∆z

Nnei,i∑︂
j=1

Wij (9.1)

where ∆z is the axial length of the SC - which will also be called control volume in
the following. Here and thereafter, the axial variation of a quantity ψ between z (i.e.
the axial coordinate of the inlet of the control volume) and z + ∆z (i.e. the axial
coordinate of the outlet of the control volume) is expressed as ∆ψ = ψz+∆z − ψz.
The operator ⟨ ⟩ indicates volume averaged quantities over the control volume. The
subscript j denotes quantities related to one of the Nnei,i neighbors of SC i. Nnei is
equal to 2 for edge SCs and to 3 for corner SCs. The subscript ij indicates exchange
quantities between SC i and SC j. A is the cross-sectional SC flow area, ρ is the
fluid density, v is the fluid velocity, ṁ = {ρvA} is the axial mass flow rate (where
the { } operator represents a surface average over the flow area) and W is a mass
flow rate per unit length in kg/(m s). In steady state, the equation becomes:

∆ṁi

∆z = −
Nnei,i∑︂
j=1

Wij (9.2)

Boundary conditions

The code takes in input both the total core mass flow rate and its repartition
between the SAs and the IW region (the latter representing the calculation domain
for TIFONE). Once the mass flow rate entering the IW calculation domain is known,
TIFONE further subdivides it radially among the SCs. The approach for doing
so depends on the choice concerning the treatment of the transverse momentum
conservation equation, as described in section 9.5.4. The user is nevertheless left
with the possibility to independently choose the flow repartition among SCs in
the IW region. This capability will, for example, allow the designer to test the
effectiveness of an ad-hoc, local variation of the by-pass flow gagging scheme to
tune the mass flow rate in a subset of the IW SCs.
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9.5.3 Conservation of energy
Conservation of energy describes the axial evolution of the coolant enthalpy in
each SC. The enthalpy variation along a given SC is due to energy deposition in
the SC, heat transfer with the portion of the wrapper wetted by the SC and net
energy exchange with neighboring SCs. The latter can be caused by either net mass
exchange (with the consequent energy transport) or by mixing effects which do not
imply a net mass exchange (conduction and turbulent mixing, see section 9.5.3).
In the following, the formulation, simplifications and boundary conditions adopted
for TIFONE will be described.

Formulation

The energy conservation equation can be stated as follows:

Ai∆z
∂

∂t
[⟨ρh⟩i] + ∆ [ṁi {hi}] = Ai∆zq̇eq,i − ∆z

Nnei,i∑︂
j=1

[︂{︂
W ∗D

ij hi

}︂
−
{︂
W ∗D

ji hj

}︂]︂

− ∆z
Nnei,i∑︂
j=1

Wij {h⋆} + Ai∆z
⟨︄
dPi

dt

⟩︄
(9.3)

where h is the fluid enthalpy, q̇eq,i is the equivalent power per unit volume deposited
in the SC due to either heat transfer with the adjacent SAs or the volumetric heat
generation, W ∗D

ij and W ∗D
ji are turbulent interchange flow rates per unit length

between SCs, {h∗} is an effective enthalpy transported by the cross flow (averaged
over the contact area between SCs i and j) and P is the static pressure.

For the sake of simplicity, it can be assumed that {ρhiv} ∼ hi {ρv}, where v
is the flow axial velocity. Based on the axially-averaged nature of the equation,
this is tantamount to assuming that hi is representative of both the area-averaged
enthalpy {hi} and of the volume-averaged enthalpy ⟨hi⟩ for SC i. Consistently,{︂
W ∗D

ij hi

}︂
−
{︂
W ∗D

ji hj

}︂
∼ W ∗D

ij hi −W ∗D
ji hj. Moreover, for single phase flow, W ∗D

ij hi −
W ∗D

ji hj = W ∗H
ij (hj − hi), where W ∗H

ij is the effective mass flow rate per unit length
for energy exchange between SCs i and j. By applying these simplifications, the
steady state energy conservation equation becomes:

∆
∆z (ṁhi) = Aiq̇eq,i −

Nnei,i∑︂
j=1

W ∗H
ij (hj − hi) −

Nnei,i∑︂
j=1

Wij {h∗} (9.4)

In the IW region, the effective energy exchange between SCs i and j, W ∗H
ij (hi − hj),

is in general associated to two contributions:

W ∗H
ij (hi − hj) = q′′

ijsij

⃓⃓⃓⃓
⃓
conduction

+ q′′
ijsij

⃓⃓⃓⃓
⃓
turbulence

(9.5)
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where q′′ is a heat flux and s is the width of the gap between adjacent SCs.
The conduction contribution can be expressed as follows:

q′′
ijsij

⃓⃓⃓⃓
⃓
conduction

= ρ̄ijsijκij

(︄
ᾱij

ηij

)︄
(hi − hj) (9.6)

where α is the fluid thermal diffusivity, η is the centroid-to-centroid distance be-
tween the SCs, κ = η

l
is the conduction shape factor, i.e. the ratio between the

centroid-to-centroid distance and the effective mixing length l. Quantities charac-
terized by a bar ( ¯ ) are averaged between SCs i and j. Note that, to simplify
notation, here and thereafter the volume average nature of the physical quantities
appearing in the equations is not explicitly stated (e.g. ρ̄ij = (⟨ρi⟩ + ⟨ρj⟩) /2 would
simply be written as (ρi + ρj) /2). Details concerning the specific approximation
adopted to evaluate the averaged quantities are provided in sections 9.6 and 9.7.
The turbulence contribution can be characterized as follows:

q′′
ijsij

⃓⃓⃓⃓
⃓
turbulence

= W T,H
ij (hi − hj) (9.7)

where W T,H is the effective mass exchange rate between adjacent SCs due to turbu-
lent interchange. Cheng ([31]) proposed to correlate W T,H to the eddy diffusivity
(ε) concept, thus writing:

W T,H
ij = ρ̄ijsij

(︄
εij

ηij

)︄
(9.8)

Correlations for κij and εij - or, alternatively, W T,H
ij - are presented in section 9.8.4.

The energy source term q̇eq,i can be characterized as follows:

q̇eq,i = q̇i +
Nw,i∑︂
m=1

q′′
w,o,mph,m

Ai

(9.9)

where the first term on the right-hand side, q̇i, is the heat deposited in the coolant
per unit volume (e.g. due to gamma rays) and the second one represents the
contribution of heat transfer with the wrapper. The summation runs over the
number of wrapper walls in contact with the SC (Nw=2 for edge SCs and Nw=3 for
corner SCs). q′′

w,o,m is the heat flux crossing the m-th wrapper outer surface (hence
the subscript o) in contact with SC i. ph,m is the heated perimeter associated to
the m-th wall in contact with SC i. Details concerning the calculation of q′′

w,o,m are
provided in section 9.5.5.

Boundary conditions

The inlet temperature distribution is specified by the user. Care has been devoted
to ensure that it is straightforward for the user to set a uniform inlet temperature
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(see section 9.11), as this situation frequently occurs.

9.5.4 Conservation of momentum
Conservation of momentum describes the axial and radial evolution of the coolant
momentum in each SC. The momentum variation for a given SC is due to gravity,
friction with the portion of the wrapper wetted by the SC, localized pressure losses
and net momentum exchange with neighboring SCs. The latter can be caused by
either net mass exchange (with the consequent momentum transport) or by mixing
effects (which do not imply a net mass exchange, see section 9.5.4). In the following,
the formulation, simplifications and boundary conditions adopted for TIFONE will
be described.

Formulation

Axial The axial momentum conservation can be stated as follows:

∆z ∂
∂t

⟨ṁi⟩ + ∆ [ṁi {vi}] = −Ai∆z ⟨ρi⟩ g − Ai∆{P}

− ∆z
Nnei∑︂
j=1

[︂{︂
W ∗D

ij vi

}︂
−
{︂
W ∗D

ji vj

}︂]︂
− ∆z

Nnei∑︂
j=1

Wij {v⋆}

− ∆z1
2 ⟨ρi⟩ v2

iAi
fi

DH,i

− Ai∆Pform,i

(9.10)

where W ∗D
ij and W ∗D

ji are turbulent interchange flow rates per unit length between
SCs, v∗ is an effective velocity transported by the cross flow (averaged over the
contact area between SCs i and j), g is the gravitational acceleration, f is the
friction factor with the walls, DH = 4A/pw is the hydraulic diameter (where pw is
the wetted perimeter), ∆Pform is the form (localized) pressure loss per unit length.

Consistently with the assumptions adopted in section 9.5.3 for the energy con-
servation equation, for the sake of simplicity, it can be assumed that {ρvv} ∼
v {ρv}, which, based on the the axially-averaged nature of equation (9.10), cor-
responds to assuming that vi is representative of both the area-averaged axial
velocity {vi} and of the volume-averaged axial velocity ⟨vi⟩ for SC i. Consis-
tently,

{︂
W ∗D

ij vi

}︂
−
{︂
W ∗D

ji vj

}︂
∼ W ∗D

ij vi − W ∗D
ji vj. Moreover, for single phase flow,

W ∗D
ij vi − W ∗D

ji vj = W ∗M
ij (vj − vi), where W ∗M

ij is the effective mass flow rate per
unit length for momentum exchange between SCs i and j. By applying these sim-
plifications, the steady state axial momentum conservation equation becomes:
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∆ (ṁivi)
∆z = −Ai ⟨ρi⟩ g − Ai

∆ {P}
∆z

−
Nnei∑︂
j=1

W ∗M
ij (vi − vj) −

Nnei∑︂
j=1

Wij {v∗}

− 1
2 ⟨ρi⟩ v2

iAi
fi

DH,i

− Ai
∆Pform,i

∆z

(9.11)

The effective momentum exchange term W ∗M
ij , similarly to the W ∗H

ij term en-
countered in equation (9.4), is composed by a molecular (diffusive) contribution and
a turbulent contribution which is proportional to an equivalent mass flow rate for
unit length. The molecular contribution to the axial momentum exchange between
SCs is usually neglected [31]. The equivalent mass flow rate per unit length for
turbulent contribution W T,M

ij is instead considered equal to its energy counterpart
W T,H

ij and related to the eddy diffusivity concept. For simplicity, in the following
it will be referred to simply as W T

ij . Empirical correlations for this quantity will be
discussed in section 9.8.4.

Radial The radial momentum conservation can be generally stated as follows:

∂

∂t
⟨Wij⟩ + ∆

∆x′ [Wij {u}] + ∆
∆z [Wij {v}] = −

[︄
sij

∆
∆x {Pj}

]︄
−
{︃

Fix

∆x′∆z

}︃
(9.12)

where u is the local transverse velocity, ∆x′ indicates the transverse characteristic
length and Fix is a force acting on the fluid along the transverse direction due to
interactions with the solid. This equation is typically treated by considering a dif-
ferent control volume with respect to the one adopted for the foregoing equations.
The control volume boundaries for the radial momentum balance can e.g. coincide
with the barycenters of the two neighboring SCs [196]. Solving this equation in-
troduces significant complexity in the code structure. Moreover, the phenomena it
describes - namely, cross flow driven by pressure differences between neighboring
SCs - are only important in the case of flow area variations and/or flow obstruc-
tions, otherwise they can be regarded as second-order effects. For the problem at
hand, and in compliance with the required simplicity of a DOC, these effects can
be neglected. Therefore, this equation reduces to imposing an equal pressure drop
among all the SCs for each axial step:

Pi = Pj ∀i, j (9.13)
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Boundary conditions

As the radial momentum equation has been reduced to the equality of the pressures
among SCs for each axial level, boundary conditions have to be imposed for the
axial momentum balance equation only.

Axial The inlet pressure is assumed to be equal among all the SCs. The absolute
value of the pressure is irrelevant - for incompressible flow, only the pressure differ-
ences are important - and therefore the inlet pressure can be arbitrarily specified
by the user for all the SCs.

9.5.5 Heat transfer in the wrapper
Imposed heat flux at the wrapper outer surface

TIFONE evaluates the axial distribution of the outer wrapper temperature, with
a required radial resolution at least sufficient to distinguish each of the six sides
of the wrapper. Compliance with this requirement is ensured by the wrapper dis-
cretization approach described in section 9.4.2.

In section 9.3.5 it has been mentioned that the code must be able to receive
as input the distribution of the heat flux flowing out (or in) the wrapper outer
surface, q′′

w,o. To ensure a suitable flexibility of the user input, the user is allowed to
specify an arbitrary axial and radial resolution of q′′

w,o, which is then interpolated to
compute the heat source q′′

w,o,m appearing in equation (9.9). Once q′′
w,o,m is known,

the outer wrapper temperature can be computed as:

Tw,o,m = Tsc + q′′
w,o,m/αo (9.14)

where Tsc is the mass flow averaged temperature of the IW coolant wetting wrapper
surface m and αo is the corresponding heat transfer coefficient. Correlations for
the Nusselt number, allowing the evaluation of the heat transfer coefficient, are
presented in section 9.8.3.

In view of the potential interest of the designer for knowledge of the wrapper
inner temperature distribution, the following estimate is proposed:

Tw,i,m = Tw,o,m +
q′′

w,o,mkw

sw

(9.15)

where kw is the wrapper thermal conductivity and sw is the wrapper thickness.
This formulation neglects heat deposition in the wrapper, and is therefore to be
regarded as a first approximation.
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Imposed heat flux at the wrapper inner surface

In case the distribution of the heat flux crossing the wrapper inner surface, q′′
w,i,k is

known, then q′′
w,o,k is calculated as follows:

q′′
w,o,k = q′′

w,i,k + q̇w,eq,kδw (9.16)
where q̇w,eq,k is the equivalent power deposited in the wrapper per unit volume in
the k-th wrapper node and δw is the wrapper thickness. q̇w,eq,k is composed by two
contributions:

q̇w,eq,k = q̇w,k +
Nnei,k∑︂

j=1

(︂
T̄w,j − T̄w,k

)︂ kw,k

ηkjlk
(9.17)

where q̇w,k is the actual power per unit volume deposited in the wrapper by gamma
rays and the summation, running over the Nnei,k neighboring wrapper nodes to k,
represents the contribution of heat conduction in the wrapper. T̄ is the temperature
of a wrapper node, averaged over the wrapper thickness. kw,k is the thermal con-
ductivity of the wrapper node k, ηkj is the inter-nodal distance between k and j and
lk is the radial extension of node k. To avoid introducing unnecessary complexity,
the following approximation is introduced for the average temperatures:

T̄w,j − T̄w,k ∼ Tw,o,j − Tw,o,k (9.18)
where Tw,o is the wrapper temperatures at the outer face.

Coupling with codes computing the SA thermal-hydraulics

Although not relevant for the first version of TIFONE, in view of the future per-
spective of coupling it with an SA TH code (e.g. ANTEO+) to obtain a full-core
thermal-hydraulic solution, two other possible inputs in terms of heat flux are here
mentioned: In case TIFONE should be coupled with a code providing the coolant
temperature (e.g. ANTEO+), two additional equations must be added to the sys-
tem [88]:

αi (Tsc − Tw,i) = −q̇w,eq,k

δw

2 − kw

δw

(Tw,o − Tw,i) (9.19)

αo (Tw,o − Tbp) = q̇w,eq,k

δw

2 − kw

δw

(Tw,o − Tw,i) (9.20)

where Tsc is the temperature of the neighboring SC to the wrapper inside the SA,
Tw,i and Tw,o are the wrapper temperatures at the inner and outer face, respectively.
αi and αo are the corresponding heat transfer coefficients. In this case, the wrapper
and coolant temperatures must be determined self-consistently, knowing the coolant
temperature and heat transfer coefficient at the inner side of the wrapper and the
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heat deposition in the wrapper itself. Equations (9.19) and (9.20) need therefore
to be included in the linear system.
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9.6 Forced Convection Solution
The forced convection approximation consists in neglecting not only the pressure-
driven cross-flow (as already indicated in section 9.5.4) but also the buoyancy-driven
cross-flow. In this section, the simplifications of the governing equations and the
solution strategy are described.

9.6.1 Treatment of the governing equations
According to the forced convection assumption, the radial velocity distribution
is considered constant along the axial coordinate. For this reason, energy and
momentum equations are decoupled - apart from the temperature dependence of
the coolant thermophysical properties.

Conservation of mass

The mass conservation equation for SC i reduces in this case to:

ṁi = const (9.21)
The actual value of ṁi for each SC, i.e. the radial subdivision of the inlet

mass flow rate among the SCs, is determined by means of a flow split model (see
section 9.6.1).

Conservation of energy

The term ∑︁Nnei
j=1 Wij {h∗} in equation (9.4) is neglected according to the forced

convection assumption. The resulting equation to be solved is:

ṁi
∆hi

∆z = Aiq̇eq,i −
Nnei∑︂
j=1

ρ̄ijsij

[︄
κij

(︄
ᾱij

ηij

)︄
+
(︄
εij

ηij

)︄]︄
(hj − hi) (9.22)

Conservation of momentum

Axial The term ∑︁Nnei
j=1 Wij {v∗} in equation (9.11) is neglected according to the

forced convection assumption. The resulting equation to be solved is:

Ai
∆Pi

∆z = −Aiρig − ṁ2 ∆
∆z

(︄
1

ρiAi

)︄
− Ai

fi

De,i

ρiv
2
i

2

−
Nnei∑︂
j=1

sij

[︄(︄
εij

ηij

)︄]︄
(vj − vi) − Ai

∆Pform,i

∆z

(9.23)
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Radial - flow split model Due to the simplified treatment of the radial momen-
tum conservation equation adopted for TIFONE, a way of specifying how the inlet
flow rate in the IW region distributes among the SCs is required. To this purpose,
a flow split model is employed.

According to equation (9.13), the pressure drop among all the SCs is assumed
to be equal. By equating the expressions for the pressure drop associated to each
SC, a set of nonlinear equations is obtained having as unknowns the flow fractions
for each SC i, Xi [113]. Starting from the difference form of equation (9.13):

∆Pi = ∆Pj ∀i, j (9.24)
For incompressible flow in parallel hydraulic channels of constant cross sections,

∆P is due to head losses (both localized and distributed) and to the hydro-static
pressure. The latter being equal for all SCs, the equation can be written as:

v2
i

fi

DH,i

L+ ξiv
2
i = v2

j

fj

DH,j

L+ ξjv
2
j (9.25)

where L is the total axial length of the domain and the form pressure loss term has
been expressed as ∆Pform = 1

2ρξiv
2
i , where ξ is the sum of the localized pressure

loss coefficients for SC i. The term 1
2ρ has been simplified in equation (9.25).

f , DH and ξ are shared by SCs of the same type (i.e. having the same shape -
corner or side - and the same cross section). It is therefore convenient to classify SCs
amongNcat categories before proceeding to the solution of the flow split system, thus
eliminating redundant equations. In the following, i and j will therefore indicate
different SC categories.

It is customary to introduce a flow split parameter X = v
vave

where vave is the
velocity averaged over all the SCs in the domain. Equation (9.25) can thus be
written as:

Xi

Xj

=

⌜⃓⃓⃓
⎷fj

L
DH,j

+ ξj

fi
L

DH,i
+ ξi

∀i, j (9.26)

These Ncat − 1 equations must be closed by relying on the continuity equation:

Ncat∑︂
i=1

NiAi

Atot

Xi = 1 (9.27)

The resulting nonlinear system of equations has the following form:
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⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 −K21 0 . . . 0 0
0 1 −K32 0 0
... . . . ...
0 0 0 1 −KNcat Ncat−1

N1A1
Atot

N2A2
Atot

N3A3
Atot

. . .
NNcat−1ANcat−1

Atot

NNcat ANcat

Atot

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

X1
X2
...

XNcat−1
XNcat

⎤⎥⎥⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0
0
...
0
1

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(9.28)

where Kji =
√︄

fj
L

DH,j
+ξj

fi
L

DH,i
+ξi

. The solution of the linear system at each iteration is

achieved via the traditional Gauss Elimination Method (e.g. via the implementation
provided in the DGETRF and DGETRS routines included in the BLAS/LAPACK
libraries [15]).

Heat transfer in the wrapper

The wrapper temperature calculation is in this case straightforward (i.e. it can be
computed after having solved the problem for the coolant) and can be performed
by simply evaluating equation (9.14) for each wrapper node m.

9.6.2 Solution strategy
Conservation of energy

Equation (9.22) can be solved by means of a forward approximation, processing
subsequent axial levels k. In the following, equations are written for SC i at a
given axial level k. Subscripts z and z + ∆z indicate quantities evaluated at the
inlet and at the outlet of axial node k. By approximating SC-averaged enthalpies
as hi ∼ hi,z+∆z/2 ∼ hi,z + ∆hi

2 , equation (9.22) can be written having as unknowns
the enthalpy increments ∆h:

∆hi = ∆z
ṁi

·⎧⎨⎩Aiq̇eq,i −
Nnei∑︂
j=1

ρ̄ijsij

[︄
κij

(︄
ᾱij

ηij

)︄
+
(︄
εij

ηij

)︄]︄
·
(︄
hj,z + ∆hj

2 − hi,z − ∆hi

2

)︄⎫⎬⎭
(9.29)
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This equation can be easily cast in matrix form, where each row corresponds to the
energy conservation equation written for a SC:

∆hi

⎡⎣1 − ∆z
2ṁi

Nnei∑︂
j=1

Mij

⎤⎦+ ∆z
2ṁi

Nnei∑︂
j=1

(Mij∆hj)

= ∆z
ṁi

Aiq̇eq,i − ∆z
ṁi

Nnei∑︂
j=1

Mij (hj,z − hi,z)
(9.30)

where

Mij = ρ̄ijsij

[︄
κij

(︄
ᾱij

ηij

)︄
+
(︄
εij

ηij

)︄]︄
(9.31)

In equation (9.30), the unknowns are indicated in bold. Each row of the solution
matrix can have up to three nonzero off-diagonal terms (in case of corner SCs,
which have three neighbors). The thermophysical properties required to evaluate
the term Mij are evaluated at node k − 1.

The solution of the linear system is achieved via the traditional Gauss Elimi-
nation Method (e.g. via the implementation provided in the DGETRF and DGETRS
routines included in the BLAS/LAPACK libraries). It should be noticed that ex-
ploiting already existing numerical libraries reduces the time for code development,
maintenance and V&V, in that it allows to focus on the high-level code develop-
ment, to access optimized solutions. Also, this improves code portability.

Conservation of momentum

Consistently with the assumptions adopted in the derivation of the flow split model,
the acceleration pressure drop and the inter-SC friction terms are neglected in forced
convection conditions. The resulting axial momentum conservation equation to be
solved to obtain the axial pressure drop for SC i corresponding to axial level k can
then be written as:

∆Pi,k = −∆zρig − ∆z fi

De,i

ρiv
2
i

2 − ∆Pform,i (9.32)

Thanks to the approximations introduced for the transverse momentum equa-
tion, it is sufficient to evaluate the pressure drop for a single SC (∆Pk ∼ ∆Pi,k).
Thermophysical properties appearing in this expression are evaluated at the radially
averaged temperature for axial level k.
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9.7 Mixed convection solution

9.7.1 Treatment of governing equations
A convenient solution method for SC equations in mixed convection regime has been
proposed by Chen [31]. The equations are first re-written so that the unknowns
are the density and velocity variations for each SC, as well as the axial pressure
drop (which is the same among each SC, due to the simplification of the transverse
momentum equation). To achieve this result, the increments of the quantities
appearing in the equations of a generic control volume i located between the axial
locations z and z + ∆z are expressed as follows:

∆ṁi = (ρiviAi)z+∆z − (ρiviAi)z

∆ (ṁihi) = (ρiviAihi)z+∆z − (ρiviAihi)z

∆ (ṁivi) =
(︂
ρiv

2
iAi

)︂
z+∆z

−
(︂
ρiv

2
iAi

)︂
z

Ai∆ {Pi} = Ai∆P
ρz+∆z = ρz + ∆ρ
hz+∆z = hz + ∆h
vz+∆z = vz + ∆v

(9.33)

Moreover, the enthalpy is eliminated in favor of the density, taking advantage of
the relation ∆h ∼ R∆ρ where R =

(︂
∂h
∂ρ

)︂
.

The form of the equations obtained by adopting these approximations and re-
arranging terms is discussed in the following sections.

Conservation of mass

The mass conservation equation is not solved directly for each SC. The total mass
balance is instead enforced at each axial level to close the system of equations:

Nsubc∑︂
i=1

∆ṁi = 0 (9.34)

which can be conveniently written as [31]:

Nsubc∑︂
i=1

Ai (vi,z + ∆vi) ∆ρi +
Nsubc∑︂
i=1

Aiρi,z∆vi = 0 (9.35)

A more compact notation is the following:

Nsubc∑︂
j=1

(Cρi∆ρi + Cvi∆vi) = 0 (9.36)
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where:

Cρi = Ai(vi,z + ∆vi) (9.37)

Cvi = Aiρi,z (9.38)

Conservation of energy

First, the term∑︁Nnei
j=1 Wij {h∗} is approximated as H∗

i

∑︁Nnei
j=1 Wij, where the auxiliary

quantity H∗
i is formally defined as:

H∗
i =

∑︁Nnei
j=1 [|xij| (hi + hj) − xij (hi − hj)]

2∑︁Nnei
j=1 |xij|

(9.39)

where xij = ∆ṁi − ∆ṁj, thus representing an indicator of the net mass exchange
between SCs i and j occurring in the axial interval ∆z. However, it has been
observed that using this expression for H∗

i could hinder the code convergence [113].
For this reason, the user is allowed to select via the input file whether to use the
simpler approximation H∗

i ∼ hi. Guidelines for the selection of the approximation
are determined during the code verification phase and eventually included in the
user manual.

The resulting equation to be solved for each SC i is:

∆
∆z (ṁhi) = Aiq̇eq,i −

Nnei∑︂
j=1

ρ̄ijsij

[︄
κij

(︄
ᾱij

ηij

)︄
+
(︄
εij

ηij

)︄]︄
(hi − hj) −H∗

i

Nnei∑︂
j=1

Wij (9.40)

By enforcing the continuity equation to be satisfied, ∆ṁi

∆z
= −∑︁Nnei

j=1 Wij, and by
recalling the definition of the mass flow rate axial variation along an interval ∆z
provided in equation (9.33), the energy equation can be re-written as:

(ρiviAihi)z+∆z − (ρiviAihi)z = Ai∆zq̇eq,i

− ∆z
Nnei∑︂
j=1

ρ̄ijsij

[︄
κij

(︄
ᾱij

ηij

)︄
+
(︄
εij

ηij

)︄]︄
(hi − hj)

+H∗
i

[︂
(ρiviAi)z+∆z − (ρiviAi)z

]︂ (9.41)

Rearranging again the terms, and denoting as above the axial variation of a
quantity ψ between z and z + ∆z as ∆ψ = ψz+∆z − ψz, the energy equation for
subchannel i can be written as:

Si∆ρi +Bi∆vi = Qi∆z + EEXi (9.42)
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where:

Si = (vi,z + ∆vi) [−H∗
i + hi,z +R (ρi,z + ∆ρi)] (9.43)

Bi = ρi,z (hi,z −H∗
i ) (9.44)

EEXi = −∆z
Ai

Nnei∑︂
j=1

ρ̄ijsij

[︄
κij

(︄
ᾱij

ηij

)︄
+
(︄
εij

ηij

)︄]︄
(hi − hj) (9.45)

Conservation of momentum

Axial The first step towards the solution is again represented by a rearrangement
of the terms. First, the term ∑︁Nnei

j=1 Wij {v∗} is approximated as V ∗
i

∑︁Nnei
j=1 Wij, where

the auxiliary quantity V ∗
i is defined by an expression analogous to equation (9.39):

V ∗
i =

∑︁Nnei
j=1 [|xij| (vi + vj) − xij (vi + vj)]

2∑︁Nnei
j=1 |xij|

(9.46)

This expression for V ∗
i could determine convergence issues which are similar in na-

ture to those already pointed out forH∗
i . For this reason, the user is allowed to select

via the input file whether to use the simpler approximation V ∗
i ∼ vi. Guidelines

for the selection of the approximation are determined during the code verification
phase and eventually included in the user manual. The resulting equation to be
solved is:

∆
∆z [ṁ {vi}] = −Aiρig − Ai

∆P
∆z − Ai

fi

De,i

ρiv
2
i

2

−
Nnei∑︂
j=1

sij

[︄(︄
εij

ηij

)︄]︄
(vi − vj) − V ∗

i

Nnei∑︂
j=1

Wij

(9.47)

As it has been done in section 9.7.1, by enforcing the continuity equation to be
satisfied and by explicitly writing the term ∆ṁi, the equation can be written as:

(︂
ρiAiv

2
i

)︂
z+∆z

−
(︂
ρiAiv

2
i

)︂
z

= −Ai∆zρig − Ai∆P − Ai∆z
fi

De,i

ρiv
2
i

2

− ∆z
Nnei∑︂
j=1

ρ̄ijsij

[︄(︄
εij

ηij

)︄]︄
(vi − vj)

+ V ∗
i

[︂
(ρiviAi)z+∆z − (ρiviAi)z

]︂
(9.48)

Rearranging the terms, the momentum equation for SC i can be written as:

164



9.7 – Mixed convection solution

Ei∆ρi + Fi∆vi + ∆P = Gi +MEXi (9.49)
where:

Ei = (vi,z + ∆vi) (vi,z + ∆vi − V ∗
i ) + fi∆z

16De,i

(2vi,z + ∆vi)2 + g∆z
2 (9.50)

Fi = ρi,z

[︄(︄
2 + fi∆z

2De,i

)︄
vi,z +

(︄
1 + fi∆z

8De,i

)︄
∆vi − V ∗

i

]︄
(9.51)

Gi = −ρi,z

(︄
g∆z + fi∆z

2De,i

v2
i,z

)︄
(9.52)

MEXi = −∆z
Ai

Nnei∑︂
j=1

ρ̄ijsij

(︄
εij

ηij

)︄
(vi − vj) (9.53)

Radial - flow split model The flow split model to be used for the mixed con-
vection solution is identical to the one adopted for the forced convection solution,
described in section 9.6.1.

Heat transfer in the wrapper

The wrapper temperature calculation for the mixed convection solution is identical
to the one adopted for the forced convection solution. It can be performed after
having solved the problem for the coolant by simply evaluating equation (9.14) for
each wrapper node m.

9.7.2 Solution strategy
Forced convection initialization

As mentioned in section 9.3.6, TIFONE first solves the forced convection problem.
This allows to verify whether the criterion for forced convection (reported in sec-
tion 9.8.5) is met. In case a mixed convection solution is required, the previously
computed forced convection solution is employed to initialize the calculation.

Matrix form of the system

The solution process involves treating one “slice”, i.e. one axial level, at a time.
For each axial level k, the system of equations (9.36), (9.42) and (9.49) is solved
to find the increment ∆ρi and ∆vi for each SC, as well as the pressure drop ∆P ,
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which has been assumed to be equal for all the SCs. The matrix form of the system
of equations is the following:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

S1 B1 0 0 . . . 0 0 0
E1 F1 0 0 0 0 1
0 0 S2 B2 0 0 0
0 0 E2 F2 0 0 1
... . . . ...
0 0 0 0 SNsubc

BNsubc
0

0 0 0 0 ENsubc
FNsubc

1
Cρ1 Cv1 Cρ2 Cv2 . . . CρNsubc

CvNsubc
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∆ρ1
∆v1
∆ρ2
∆v2

...
∆ρNsubc

∆vNsubc

∆P

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q1∆z + EEX1
G1 +MEX1
Q2∆z + EEX2
G2 +MEX2

...
QNsubc

∆z + EEXNsubc

GNsubc
+MEXNsubc

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9.54)

The solution of system (9.54) is necessarily iterative due to its nonlinear nature.
For each axial node k, the forced convection solution for ∆ρi, ∆vi and ∆P is used
as a starting guess for the iterative process, thus allowing to estimate ρ and v at the
end of the node, thereby allowing to compute the matrix coefficients. The linear
system is then solved to update the guess for ∆ρi, ∆vi and ∆P . The solution is
achieved via either the Gauss Elimination Method (as for the forced convection
system, see section 9.6.2) or the Greene method suggested in [31]. The procedure
is repeated up to convergence. The convergence check is posed on ∆ρi, ∆vi and
∆P , as well as on the total mass conservation.

Once the solution for node k is available, the values of the unknowns at the
beginning of node k + 1 are computed and the procedure is repeated until all the
axial nodes have been processed.

Coolant and wrapper temperature calculation

As already mentioned, a consequence of the solution method adopted is the fact that
the enthalpy increase ∆h does not appear explicitly among the unknowns of the
system of equations. Therefore, after having solved the system, ∆h is determined
from the density variation according to the relation ∆h ∼ R∆ρ, where R =

(︂
∂h
∂ρ

)︂
.
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This eventually allows to determine the temperature Tsc for each SC at the axial
node between z and z + ∆z as Tsc = Tsc,z + ∆h

2cp
.

Once the coolant temperature is known, as already mentioned, the wrapper
temperature is simply computed according to equation (9.14) for each wrapper
node.
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9.8 Constitutive relations
Constitutive equations required by TIFONE include:

• localized pressure loss coefficients;
• correlations for the friction factor;
• correlations for the Nusselt number;
• correlations to characterize the internodal mixing;
• empirical criterion to determine whether a mixed convection solution is re-

quired.

9.8.1 Localized pressure loss coefficient
Due to the assumption concerning the geometry of the channel, the only localized
pressure losses are associated to the inlet and outlet sections (see Figure 9.1). The
associated pressure loss coefficients - falling outside the scope of TIFONE - are
therefore specified by the user, so that the input file and associated reader can
include means to provide such information.

9.8.2 Friction factor
As far as pressure losses are concerned, the behavior of liquid metals is similar to
that of more common fluids (such as, e.g., water) [141]. Correlations for circular
ducts are adapted to the duct geometry relevant for the present work by means of
the hydraulic diameter concept: Dh = 4Ac/pw, where pw is the wetted perimeter
of the SC, and by a corrective factor which accounts for the different shape of the
SC.

Blasius

Blasius [16] has proposed a simple correlation for the friction factor in a smooth
circular tube:

f = 0.316
Re0.25

Dh

(9.55)

where ReDh
= (ρvDh) /µ is the Reynolds number computed using the hydraulic

diameter as the characteristic length. This correlation is applicable in turbulent
regime up to Re < 105. No general accuracy is specified inside the validity range.

Since this correlation has been derived for a circular tube, the correction factor
knon−c discussed in section 9.8.2 is applied to finally obtain the distributed pressure
drops.
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Colebrook

Colebrook [33] has proposed an empirical fit of the pipe flow pressure drop data
which is valid for turbulent flow, Re < 108:

1√
f

= −2.0 log
(︄
ε/Dh

3.7 + 2.51
ReDh

√
f

)︄
(9.56)

An accuracy of ∼ 15% can be expected from using this formula for a noncircular
duct applying the hydraulic diameter concept.

Again, since this correlation has been derived for a circular tube, the correction
factor knon−c discussed in section 9.8.2 is applied to finally obtain the distributed
pressure drops.

Haaland

Haaland [81] has proposed a formula approximating the Colebrook/Moody chart
which explicitly correlates f to Re, Dh and ε, the latter representing the surface
roughness:

1√
f

= −1.8 log
⎛⎝(︄ε/Dh

3.7

)︄1.11

+ 6.9
Re

⎞⎠ (9.57)

Again, since this correlation has been derived for a circular tube, the correction
factor knon−c discussed in section 9.8.2 is applied to finally obtain the distributed
pressure drops.

Corrective factor for non-circular geometries

To any of the above correlations that is selected to represent a reference circular
duct, a corrective factor is to be introduced to account for the actual, non-circular
shape of the considered SCs. For this, according to the Idelchik handbook [87], de-
pending on the case-specific dimensions, a corrective factor knon−c can be introduced
to finally obtain the distributed pressure drops.

For laminar flow (Re < 2000) in rectangular channels the correction factor lies
in the range 0.89 < knon−c,lam < 1.5, with the specific value depending on the aspect
ratio of the channel. The limit for a plane slot (a/b → 0), which is the relevant
geometry for edge SCs, is knon−c,lam,edge = 1.5.

For turbulent flow (Re > 2000) in rectangular channels the correction factor lies
in the range 1.0 < knon−c,turb < 1.1, with the specific value depending again on the
aspect ratio of the channel. The limit for a plane slot (a/b → 0), is knon−c,turb,edge =
1.1.
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Liang

A numerical and experimental study has recently been performed by Liang et
al. [110]. An experimental setup consisting of three converging gaps and using
deionized water as a working fluid has been employed to validate a numerical model
both in laminar and in turbulent conditions. The validated numerical model has
then been adopted to extrapolate the friction factor correlations to other values of
the channel aspect ratio β.

The recommended correlation for the friction factor in the IW region in laminar
flow regime (Re < 2500) is the following:

f ·Re = Cl (9.58)
where:

Cl = 96
(︂
1 + 0.2149β + 0.01572β2 − 0.0256β3 + 0.02413β4 − 0.008649β5

)︂
(9.59)

The authors of this study recommended that the correlation proposed by Sadatomi
is used for the turbulent flow regime (Re > 3200) [173] :

f = Ct

Re0.25 (9.60)

where Ct is a geometry factor for turbulent flow, which is computed as:

Ct

Ct,0
= 3

√︄
0.0154 Cl

Cl,0
− 0.012 + 0.85 (9.61)

where Ct,0 = 0.3164 and Cl,0 = 64 are the constants for circular pipe in laminar
and turbulent regime, respectively, and Cl can be computed by means of equa-
tions (9.58) and (9.59).

9.8.3 Nusselt number
To what concerns correlations for the Nusselt number, the literature review per-
formed in the latest edition of the NEA liquid metal handbook ([141]) is here
followed.

Kays

The correlation by Kays [101] is the only one available for nonuniform heating at
the two sides of a rectangular channel:

Nu

⃓⃓⃓⃓
⃓
qw=constant

= Nu0

1 − γφ
(9.62)
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where γ is a tabulated correction factor and φ is the heat flux ratio between the
two sides of the duct. Values for Nu0, γ and φ as a function of Re and Pr are
provided in Table 1 of [101]. No information is provided concerning the expected
accuracy within its validity range, 104 < Re < 106 and 0 < Pr < 1000.

Duchatelle

The correlation provided by Duchatelle [45] has been developed for the specific case
of a duct with one heated side and one adiabatic side. This physical situation is
anticipated to occur only for peripheral SCs.

Nu = 5.85 + 0.00341Pe1.29 (9.63)
The correlation is claimed to be valid for 0 ≤ Pr ≤ 0.04 and 104 ≤ Re ≤ 105.

No information is provided concerning the expected accuracy within its validity
range.

Dwyer

The correlation proposed by Dwyer [47], similarly to the one proposed by Duchatelle,
has been developed for the specific case of a duct with one heated side and one adi-
abatic side.

Nu = 5.60 + 0.01905Pe0.775 (9.64)
The correlation is claimed to be valid for 0 ≤ Pr ≤ 0.04 and 104 ≤ Re ≤ 105.

No information is provided concerning the expected accuracy within its validity
range.

Sleicher/Rouse

In [100], it has been shown that the correlation proposed by Sleicher and Rouse
([186]) agrees well with Direct Numerical Simulation (DNS) results for the case of
uniform heating. The proposed correlation is the following:

Nu = 6.3 + 0.0167Re0.85Pr0.93 (9.65)
which is claimed to be valid for 0.004 < Pr < 0.1 and 104 < Re < 106. No
information is provided concerning the expected accuracy within its validity range.

9.8.4 Internodal mixing
No correlations for the empirical parameters describing the inter-SC mixing have
been found in the literature for the specific geometry here considered. However,
in view of the possibility that correlations might become available (thanks to e.g.
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reduction of new experimental data or Direct Numerical Simulations), the code
foresees the possibility to implement them in a straightforward way. Due to this
limitation, simplifying assumptions are proposed to be adopted in the first version
of TIFONE, which are now discussed.

Conduction shape factor

The conduction shape factor κ appearing in the term EEX (equation (9.45)) is
taken equal to 1 for each couple of SCs, due to the lack of better information. Due
to the simple geometry, this is believed to represent a reasonable approximation
for the energy exchange between edge SCs. This assumption might instead be
questionable for the energy exchange between edge SCs and corner SCs. The effect
of this assumption will be investigated during the validation phase.

Eddy diffusivity

No correlation for the eddy diffusivity εij has been found for in the literature for
the particular SC geometry relevant for TIFONE. Therefore, the eddy diffusivity
is put to zero (0) (i.e. the internodal energy exchange is assumed to be purely
conductive). This approach was adopted also in [12] for the IW region.

9.8.5 Criterion for mixed convection
After the first forced convection solution is available, TIFONE decides whether a
mixed convection solution is required. This is done according to available empirical
models.

Jackson

Jackson [90] proposed a criterion for the onset of buoyancy effects for the case of
sodium flowing inside a vertical pipe:

Gr

Re2 > 0.002 (9.66)
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9.9 Generation of connection logic
The connection logic is generated at the beginning of the code execution. Connec-
tion logic involves SCs numbering, identification of neighboring SCs and wrapper
nodes and generation of connectivity matrices. The latter are then employed to
compute the exchange terms between neighboring SCs and to collocate them in the
matrix formulation of the problem, equation (9.54).

The connectivity matrices can be logically subdivided into three categories:
• SA-based maps, containing the connections between SAs, between SAs and

gaps, between SAs and corners and between SAs and SCs.
• gap-based maps, containing the connections of each gap to the neighboring

SAs and to the neighboring corners, as well as to the edge SCs located along
the gap.

• corner-based maps, containing the connections of each corner to the neighbor-
ing SAs and to the neighboring gaps, as well as to the corresponding corner
SCs.

• SC-based maps, containing the connection of each SC which the gap or corner
where it is located, as well as with the number and indexes of the neighboring
SCs and wrapper nodes.

9.9.1 SA numbering
The criterion adopted for the enumeration of the SAs in the xy plane is shown in
figure 9.7. The origin is placed at the central SA, which is associated to the 0 index.
The numbering proceeds by sextant, each time continuing from the final number of
the previous sextant. Within the sextant, each SA row is filled from the center of the
lattice to the boundary. Once the boundary is reached, the numbering continues on
the next row, parallel to the one that has just been completely filled and neighboring
counter-clockwise. At the end of each sextant, the next one (moving counter-
clockwise) is addressed.

The adopted numbering criterion is based on sextants and is suitable for an
LFR core - which represents the application domain for TIFONE. However, recent
experimental studies carried out at the KALLA facility [199], which yielded invalu-
able data for the code validation phase, have been carried out using only three SAs,
see Figure 9.8 (left). TIFONE must therefore be sufficiently flexible to simulate also
this configuration. To this aim, the user is allowed to specify the missing sextants,
which in the case of the KALLA experiment are {3,4,5,6}.

For each SA, the sides and corners are numbered as indicated in figure 9.9.
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Figure 9.7: Numbering convention for a sample hexagonal lattice.

(a) KALLA experiment lay-
out.

0 -1x

y

12

-1

-1 -1

(b) SA numbering for KALLA.

Figure 9.8: Configuration of the KALLA experiment and numbering convention for
this case.

9.9.2 SA-based maps
It is of interest to determine which are the neighboring SAs to a given SA. It is also
helpful to know which sides of the neighboring SAs are facing each other. To this
aim, the regularity of the lattice is exploited. Each sextant is mapped to a table, as
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Figure 9.9: Numbering convention for sides (blue) and corners (red, circled) for a
given SA.

shown in Figure 9.10. The 0 SA is placed at the left of the first SA of the sextant.
The rows of the sextant are then listed. On the left side of the table, below the 0
element, the SAs of the first row of the following sextant are listed. At the center
of the top row, the remaining neighboring SAs to the current sextant (belonging
to the previous sextant, or, in the case of the first sextant, to sextant 6) are listed.
The remaining cells of the table are filled with -1, indicating regions outside the
core.

Each SA of the current sextant is then connected to 6 of the 9 neighbors in the
table, as shown in Figure 9.10. The connection starts from the neighbor on the top
and proceeds clockwise. The number indicated on the connection line indicates the
side of the current SA which confines with the neighboring SA. This procedure is
repeated for sextant 2, with the only modification of a circular shift of the sides
associated to each connection (notice the difference between SA #1 and SA #11
in the left and right frames of Figure 9.10, respectively.

Figure 9.10: Strategy to determine connectivity between SAs. Example for sextants
1 (left) and 2 (right).
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The result of this procedure is a map connecting each side of a given SA to the
corresponding neighboring SAs. In case the SA confines with the core boundary
for a given side, the map contains -1, which can be easily interpreted by the code.

9.9.3 Gap-based maps
As already mentioned in section 9.4, the IW region is made of gaps (i.e. the regions
between two neighboring SAs) and corners (i.e. the regions where three SAs con-
fine). To promote a structured generation of the SCs numbering and connectivity,
it is necessary to define a global numbering of gaps and corners. This is simply
achieved by cycling over the sides of each SA, starting from number 1, increment-
ing a counter and ensuring that a gap is not counted more than once. During this
processing it is straightforward to produce the maps associating each gap to the
two neighboring assemblies, taking also note of the side indexes. For the sake of
clarity, the resulting gap numbering for the sample lattice shown in Figure 9.7 is
reported - only for the first sextant - in Figure 9.11, where the core boundary is
also schematically reported.

For specific cases, the gaps along the core boundary may not be present (this is
the case for KALLA, see again Figure 9.8). Therefore, the user is allowed to select
whether or not to include the gaps along the core boundary in the calculation
domain.
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Figure 9.11: (Partial) gap numbering for the sample geometry.
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9.9.4 Corner-based maps
The numbering of the corners inside the domain, as well as the connections between
corners and SAs and between corners and gaps, is generated adopting the same
approach as the one employed for gap-based maps. For the sake of clarity, the
resulting corner numbering for the sample lattice shown in Figure 9.7 is reported -
only for the first sextant - in Figure 9.12.

Moreover, once the numbering of the corners is determined, it is straightforward
to generate a map connecting each gap to the two neighboring corners, taking
into account the possibility that one of the two neighbors may be non-existent (in
cases where SCs on the core boundary are not included in the simulation domain,
see 9.9.3).
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Figure 9.12: (Partial) corner numbering for the sample geometry.

9.9.5 SC-based maps
The ultimate goal of this section is to describe how the numbering and the connec-
tions between SCs are generated in TIFONE. The selected solution takes advantage
of the availability of a numbering of the gaps, as described in section 9.9.3, and
of the map describing the connection between gap and corners discussed in sec-
tion 9.9.3.
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The procedure starts by initializing the SC index to 1. Gap #1 is then selected,
and the current SC index is assigned to the first of the two neighboring corners to
gap #1, according to the map describing the connections between gap and corners2.
The SC index is then incremented and the corresponding SC assigned to the edge
SC adjacent to the first corner. The procedure is repeated until the user-specified
number of edge SCs is reached. At this point, the subsequent SC index is assigned
to the second neighboring corner to the current gap.

During this procedure, each time the SC index is incremented - thus defining
a new SC - the inter-SC neighboring map is updated. In this way, after a gap
has been processed, the corresponding SCs numbering and connections have been
computed, and the next gap can be processed.

There are a few exceptions to be handled by the code:
• The first (or second) neighboring corner to a gap may be non-existent if it is

located on the core boundary, in the case where SCs on the core boundary
are not included in the simulation domain. In this case, the first (or last) of
the edge SCs for that gap is assigned as first (or second) neighbor -1. This
allows to easily keep track of the SCs during the problem solution.

• In case the first (or second) neighboring corner to a gap has already been
assigned a SC number, that number is retrieved so to correctly build the
connection matrices for the edge SCs of the given gap. Moreover, the number
of times a corner has been encountered is exploited to determine the index
of neighbor map to which the neighboring SC along the current gap is to be
assigned.

At the end of this procedure, the connections between SCs, between SCs and
gaps and between SCs and corners are available for the code calculation phase.

2The notion of “first” and “second” neighboring corner to a given gap derives from the following
convention: the SA which was first associated to the gap during the gap numbering phase is
considered as a reference to assign the gap orientation, and therefore the “first” neighboring
corner to a given gap is the one that is encountered first by moving counter-clockwise along the
reference SA.
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9.10 Overview of the code design procedure
In the foregoing sections, the problem to be solved by the TIFONE code has been
described, and the selected methodologies to address this problem while complying
with the requirements of a DOC have been presented in detail. The next phase of
the code development procedure is the code design, which is typically documented
in the SDID document. The steps involved in the code design shall be presented in
the next sections. For the sake of clarity, the present section contains an overview
of the procedure.

9.10.1 Definition of the code inputs and outputs
The first step involves the identification of the required inputs and outputs to

the codes. The level of detail of input and output quantities is typically specified
in the SRS document. Inputs and outputs are then subdivided into categories, in
order to identify an exhaustive set of interfaces between the code and the user.

9.10.2 Data modelling
At this point, based on the selected problem solving procedure, the data to be
treated by the code can be thoroughly described and organized into datasets. The
output of this data modeling procedure is organized in tables, where the proposed
variable names, their foreseeable dimension and a brief description of their meaning
is included. In this phase, it is convenient to adopt variable names which are
consistent with the chosen naming convention for the code.

It should be noticed that the datasets are only intended to organize the data
treated by the code into logical categories and to identify the data dimensions.
Datasets do not prescribe a specific data organization in the source code (e.g. into
derived data types). This choice is left to the code developers.

9.10.3 Code functional modelling
To support a structured code design, a code functional model can then be produced.
The functional model translates the physico-mathematical approach proposed for
the solution of the problem into the series of transformations undergone by the
data contained in the data dictionary. Each transformation corresponds to a code
function.

The code functional modelling procedure involves the description of the code
functions (i.e. the transformations undergone by the data) with an increasing level
of detail, until the single functions are highly consistent (i.e. the scope of the
data treated in each function is sufficiently limited). At the end of this functional
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modelling phase, the individual functions to be performed by the code, as well as
the input and output data for each function, are systematically identified.

The outcomes of the code functional modelling phase are graphically represented
by means of Data Flow Diagrams (DFDs).

9.10.4 Detailed code design
Once the individual functions to be performed by the code, as well as the interfaces
of each function to the rest of the code, have been identified, the last step to
be performed is the detailed code design. This task is performed top-down: at
the higher levels, the detailed code design simply translates the information flow
described in the DFDs into the sequence of macro-functions to be performed by
the code. Each macro-function is then detailed, going deeper in each functional
unit. The result, which can be presented by means of Program Design Language
(PDL) or via flowcharts, is intended to provide the required input for the actual
code implementation. At the end of the detailed code design, for each functional
unit, both the interfaces and the detailed processing algorithm are specified. The
procedure calls are now indicated, thus clarifying the logical connection between
each functional unit (whereas the functional modelling phase was only concerned
with the flow of data).
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9.11 Input description and formatting

9.11.1 Input description
The code reads input data from formatted input files. Required input for the code
can be subdivided among different categories, which are hereafter described.

Case description

The user specifies information that can be useful to identify the run, namely the
name of the user, the name of the project and the specific reactor core simulated.
Two user-specified labels (a short one and a long one) are also made available, so
that the user can describe the simulated problem with an arbitrary level of detail.
The two labels are then be echoed to the output files (see section 9.12).

The above mentioned information is contained in a Fortran namelist,
/caseDescription/. Details concerning the contents of the two entries in this
namelist are provided in section 9.16.2.

Geometry

The user specifies the geometrical characteristics of the SAs and of the IW gaps,
namely the wrapper axial length and thickness, the IW gap thickness and the
wrapper outer flat-to-flat distance. These quantities are assumed to be equal among
all the SAs.

The core arrangement is defined by specifying, for each sextant, the number
of SA rows and the number of SAs per row, as mentioned in section 9.9.2. This
information is used by the code to generate the connection logic, as well as to
determine the coordinates of the baricenter of each SA.

The above mentioned data is contained in two Fortran namelists, /geometry1/
and /geometry2/.

Boundary conditions

The total coolant mass flow rate in the core and the fraction of that flowrate flowing
in the IW region are specified in input. The core inlet temperature and pressure
are provided as well.

The above mentioned data is contained in the Fortran namelist /bc/.

Source terms

The axial and radial distribution of the heat flux flowing in/out the outer side of
the wrapper for each SA, as well as the axial and radial distribution of the heat
deposited in the IW coolant, are specified in input. This means that the source
terms are specified “SA-based”, as opposed to, e.g., “gap-based”.
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The user is allowed to specify a different heat flux grid for each SA. It is instead
assumed that the grid is the same among the sides of a given SA. The user is also
allowed to specify a different heat deposition grid - not necessarily coinciding with
the heat flux grid - for each SA. It is instead assumed that the grid is the same
among the sides of a given SA.

The above mentioned data is contained in two separate input files, one for the
heat flux and one for the heat deposition.

Materials

The input allows the user to choose the coolant and wrapper materials. Indeed,
even though the code is specifically intended to support the design of LFRs, it is
possible that experimental measurements to be used in validating the code are only
available with other LMs, e.g. LBE or sodium.

The user can also select one among the available correlations for the LM density,
viscosity, specific heat and thermal conductivity, as well as for the wrapper thermal
conductivity.

The materials and correlations chosen by the user are contained in the Fortran
namelist /materials/.

Models

Constitutive relations of empirical nature are employed by TIFONE, as indicated
in section 9.8. In particular, the user is allowed to choose among the available
correlations for: localized pressure loss coefficient; friction factor; Nusselt number;
conduction shape factor; eddy diffusivity; onset of buoyancy (mixed convection)
effects.

The user choice for each correlation is specified in the Fortran namelist /models/.

Numerics

The user-specified quantities affecting the numerical behavior of TIFONE are as-
sociated to both the spatial discretization and the requested tolerances for the
problem solution.

The spatial discretization approach has been discussed in section 9.4. The user
can specify the radial discretization approach selected (uniform or manual). In case
a uniform radial subdivision is required, TIFONE only requires the specification
of the number of SCs for each gap. In case a manual subdivision is required,
instead, TIFONE reads a separate file containing the radial discretization detail
(for each SA, the number and location of the radial nodes. The axial discretization
is provided by the user by specifying the number and location of the axial nodes.

As discussed in section 9.7.2, the mixed convection solution can be considered to
be converged when the errors on the global mass balance, core IW coolant pressure
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drop, enthalpy increase and velocity increase are below their respective, user-defined
tolerances.

The specifications concerning the radial and axial discretization, as well as the
tolerances, are contained in the Fortran namelist /numerics/. If needed (i.e. if the
"manual" radial discretization has been selected), the radial discretization detail is
contained in a separate input file.

9.11.2 Input formatting
The input categories listed above point out the necessity of the following input files:

1. input.inp: contains the namelists /caseDescription/, /geometry1/,
/geometry2/, /bc/, /materials/, /models/ and /numerics/;

2. heatFlux.inp: contains the heat flux crossing the outer side of the wrapper
for each SA;

3. heatDeposition.inp: contains the heat deposited in the coolant for each
SA;

4. radialDiscr.inp: contains the heat deposited in the coolant for each SA.
The input.inp file is formatted according to the above-mentioned design choices,

using Fortran namelists. While recognizing that more structured and readable in-
put formats are available, the Fortran namelist has been selected as a trade-off
between complexity and effectiveness. Moreover, files containing Fortran namelists
allow for an arbitrary number of comments throughout their length. The pres-
ence of comments and the usage of self-explanatory variable names will ensure an
acceptable level of readability for the input file.

The heatFlux.inp and heatDeposition.inp files are both formatted according
to the structure indicated in listing 9.1. The same structure is repeated for each
SA. nAxQo and nRadQo are the number of points for which the heat flux is specified
in the axial and radial direction, respectively. The corresponding coordinates are
contained in the vectors zAxQo and xRadQo. qOut contains the heat flux values.

1 !********************************************************
2 ! Input file heatFlux .inp for TIFONE
3 !********************************************************
4 !Heat flux input for SA #0
5 nAxQo nRadQo
6

7 zAxQo (1) zAxQo (2) ... zAxQo(nAxQo)
8

9 xRadQo (1) xRadQo (2) ... xRadQo ( nRadQo )
10

11 qOut (1 ,1) qOut (2 ,1) ... qOut( nRadQo (0) ,1)
12 qOut (1 ,2) qOut (2 ,2) ... qOut( nRadQo (0) ,2)
13 ...
14 qOut (1, nAxQo) qOut (2, nAxQo) ... qOut(nRadQo ,nAxQo)
15
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16 !Heat flux input for SA #1
17

18 ...

Listing 9.1: Structure of the heatFlux.inp file.

The radialDiscr.inp file is formatted according to the convention indicated
in listing 9.2.

1 !********************************************************
2 ! Input file radialDiscr .inp for TIFONE
3 !********************************************************
4 ! Radial discretization for SA #0
5 nRadNod
6

7 xRadNod (1) xRadNod (2) ... xRadNod ( nRadNod )
8

9 ! Radial discretization for SA #1
10

11 ...

Listing 9.2: Structure of the radialDiscr.inp file.

9.11.3 Input error handling and default behavior
The code detects inconsistencies in the provided input, and stops the execution
with suitable error messages. The error messages points to:

1. The line (or block) of the file where the inconsistency has been found;
2. The line (or block) in the code where the error occurred/was caught;
3. The keyword, if available, in which the error occurred;
4. A description of the detected error and a hint on corrective actions to be

taken to correct it.
The user is allowed to omit the input parameters which can be safely assigned a

default value. In sections 9.13.1 to 9.13.4, the default settings for selected variables
will be indicated. For all the other variables, omitting the input triggers an error
message.
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9.12 Output description and formatting
The code output consists of two parts: a short summary report and a comprehensive
detailed output. The first is human readable, while the second is straightforward to
post-process. In the following, the structure of both output files is described.

9.12.1 Summary report
The summary report is designed so that it can be attached as-is to a technical
report. It therefore contains all the necessary information to reproduce the specific
simulation at hand, as well as the most relevant engineering parameters.

The summary report starts with a header summarizing the code version, date
and time of the simulation, the name of the user, the name of the project, the
specific reactor core simulated and two user-specified labels (a short one and a long
one) as indicated in section 9.11. With the exception of the date and time, which
are retrieved at runtime from the PC where the simulation is performed, and of the
code version, which is retrieved from the git repository, this information is found
in the caseDescription dataset.

Subsequently, it contains a human-readable outline of the code inputs, i.e. it
prints the content of datasets Core geometry, Boundary conditions, Materials, Nu-
merics, Models (see section 9.13).

The Source terms dataset is too large to be conveniently reported as-is in the
summary report. Nevertheless, summarized information about the source terms are
desirable. To this aim, the summary report also includes the following:

• Total heat to IW coolant from the wrapper;
• Total heat deposited in the IW coolant;
• Maximum heat flux to the IW coolant from the wrapper;
• Maximum volumetric heat deposition inside the IW coolant.
Information on the SC categories (defined in section 9.6.1 during the discussion

regarding the flow split model) are also provided. Specifically, for each category,
the geometrical data adopted to perform the flow split calculation (namely, Dh, f
and A), as well as the output of that calculation (in terms of Xi,X2, ..., XNcat) are
included in the summary report.

The summary report then indicates whether the mixed convection solution has
been computed or not, specifying the numerical values of Re and Gr used in the
mixed convection criterion and comparing explicitly the ratio Re/Gr with the as-
sumed threshold value.

The subsequent section of the summary report contains key simulation results,
namely:

• Value and location of maximum wrapper temperature, and complete temper-
ature distributions (in coolant and wrapper) for such SA;
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• Value and location of maximum temperature difference between wrapper
sides, and complete temperature distributions (in coolant and wrapper) for
such SA;

• Value and location of maximum coolant temperature, and complete temper-
ature distributions (in coolant and wrapper) for such SA;

• Average coolant temperature at core inlet;
• Average coolant temperature at core outlet;
• IW coolant pressure drop.
Finally, the summary report includes the convergence history for the flow split

calculation. In case the mixed convection solution is computed, the summary re-
port also indicates the maximum number of iterations which were needed to reach
convergence with respect to ∆ρi, ∆vi, ∆P and the total mass conservation, respec-
tively.

9.12.2 Detailed output
The detailed output is aimed at providing complete information concerning the
simulation, in a format that allows to conveniently post-process and visualize the
results via suitable post-processing scripts. For this purpose, the user is able to
choose a finite set of axial locations for which the following quantities are printed
in the detailed output:

• radial distribution of the coolant mass flow rate;
• radial distribution of the coolant temperature;
• radial distribution of the coolant velocity;
• coolant pressure;
• outer wrapper temperature.

For the sake of completeness, the detailed output also contains the following:
• cross sectional area for each SC;
• coordinates of the baricenter of each SC;
• heat flux flowing in/out of each wrapper node;
• heat deposited inside each SC;
• axial and radial distribution of the Nusselt number;
• axial and radial distribution of the friction factor;
• inner wrapper temperature.
The user will probably benefit from the availability of the connection logic in-

ternally used by TIFONE, e.g. to produce plots and/or to perform detailed post-
processing. For this reason, the content of the Connectivity dataset is also present
in the detailed output.

Due to the relatively large number of output quantities to be written, a number
of plain text files is needed for the detailed output. To reduce the disk usage and
the total number of files produced, as well as to simplify the inclusion of metadata,
the code could take advantage of the HDF5 fortran library [195] in the future, to
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promote easy storage of the output files and enhance case reproducibility. In this
case, the single .h5 file containing the detailed output will contain an attribute (i.e.
a metadata of type string) describing the problem at hand. The attribute will be
the same as the one adopted for the summary report.
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9.13 Data modeling
In the foregoing sections, the problem solving approach and the corresponding
mathematical formulation have been described. The required input and output
quantities for the code have been identified in compliance with the requirements
specification contained in the SRS document. At this point, the data to be treated
by the code can be thoroughly described and organized into datasets. The result
of this data modeling procedure represents the first step of the code design proce-
dure, and is organized in tables. The proposed variable names have been chosen
consistently with the naming conventions specified in section 9.15.2.

It should be noticed that the datasets are only intended to group the data
treated by the code into logical categories and to identify the data dimensions.
Datasets do not prescribe a specific data organization in the source code (e.g. into
derived data types). This choice is left to the code developers.

In the following, only a few representative datasets, among those employed in
TIFONE, are reported, for the sake of simplicity.

9.13.1 Core geometry

Core geometry
Column Data type Description Notes
lAx float Axial length of the domain
thickWrap float Wrapper thickness Assumed equal for each SA
thickGap float Inter-assembly gap thick-

ness
Assumed equal for the gap
between each couple of SAs

flatToFlat float Outer size of each SA
nSide int Number of sides for each SA nSide=6 is defined inside

the code
nRowSext int Number of SAs rows for

each sextant
Assumes that the geometry
can be decomposed in 6 geo-
metrically identical sextants

nSaRow int(nRowSext) Number of SAs for each row Not including the central
SA

saBaric float (nSa,2) (x,y) coordinates of the
baricenter of each SA, ref-
erence frame placed at the
center of the central SA

This array is internally com-
puted by the code (not a
user input)

Table 9.1: Core geometry dataset.
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9.13.2 Boundary conditions

Boundary conditions
Column Data type Description Notes
tempInlet float Core inlet temperature
mdotIn float Total core mass flow rate
iwFrac float Fraction of the core mass

flow rate flowing in the IW
region

The IW flow rate is then
distributed among the SCs
based on the flow split cal-
culation

presInlet float Core inlet pressure Defaults to 0.0 Pa

Table 9.2: Boundary conditions dataset.

9.13.3 Materials

Materials
Column Data type Description Notes
cLm string Label identifying the

coolant type
cWrap string Label identifying the wrap-

per material
cLmDens string Label identifying the

selected correlation for
coolant density

cLmVisc string Label identifying the
selected correlation for
coolant viscosity

cLmCp string Label identifying the
selected correlation for
coolant specific heat capac-
ity

cLmCondTh string Label identifying the
selected correlation for
coolant thermal conductiv-
ity

cWrapCondTh string Label identifying the se-
lected correlation for wrap-
per thermal conductivity

Table 9.3: Materials dataset.
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9.13.4 Numerics

Numerics
Column Data type Description Notes
nAxNod int Number of axial nodes
zAxNod float

(nAxNod+1)
Axial coordinates of node
boundaries

cRadDiscr string Label identifying the se-
lected approach for the ra-
dial discretization

nScSide int Number of nodes for each
side of the wrapper

Used in case
cRadDiscr="default".
Same for each SA

nRadNod int(nSa) Number of nodes for each
side of the wrapper

Used in case
cRadDiscr="manual",
i.e., user-defined radial
discretization

xRadNod for each
SA, float (
nRadNod(iSa)+1
)

Location of the radial node
boundaries for each side

Used in case
cRadDiscr="manual"

cSolMethod string Label identifying the se-
lected method for matrix
system solution

maxItSplit int Maximum number of itera-
tions for the solution of the
flow split problem

maxItMixed int Maximum number of itera-
tions for the solution of the
mixed convection system for
each axial level

tolFlowSplit float Tolerance for flow split cal-
culation

tolMassBal float Tolerance for total mass
balance

tolPres float Tolerance for pressure
tolVelc float Tolerance for velocity
tolTemp float Tolerance for temperature

Table 9.4: Numerics dataset.
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9.13.5 Models

Models
Column Data type Description Notes
cLoc string Label identifying the se-

lected correlation for local-
ized inlet and outlet pres-
sure losses

cFrc string Label identifying the se-
lected correlation for fric-
tion factor

cNus string Label identifying the se-
lected correlation for Nus-
selt number

cKappa string Label identifying the se-
lected correlation for con-
duction shape factor

cEps string Label identifying the se-
lected correlation for eddy
diffusivity

cVelcStar string Label identifying the se-
lected approach for evaluat-
ing exchange term V ∗

cEnthStar string Label identifying the se-
lected approach for evaluat-
ing exchange term H∗

cMixedConv string Label identifying the se-
lected criterion to assess
whether the flow regime is
forced or mixed

Table 9.5: Models dataset.
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9.13.6 Problem dimensions.

Problem dimensions
Column Data type Description Notes
nSc int Total number of SCs in the

IW region
nWr int Total number of wrapper

nodes
nGaps int Number of IW gaps in the

calculation domain
nCor int Number of corners in the

IW region

Table 9.6: Problem dimensions dataset

9.13.7 SC TH data

SC TH data
Column Data type Description Notes
temp float(nSc,

nAxNod)
Temperature

velc float(nSc,
nAxNod)

Flow velocity

dens float(nSc,
nAxNod)

Coolant density

enth float(nSc,
nAxNod)

Enthalpy

pres float(nSc,
nAxNod)

Pressure

qHeat float(nSc,
nAxNod)

Total external heat source
to SC iSc at axial node
iAxNod

Table 9.7: SC TH dataset.
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9.14 Code functional modeling
To support a structured code design, a code functional model has been produced.
This model translates the approach proposed for the solution of the problem at
hand (described in sections 9.3-9.12) into the series of transformations undergone
by the data contained in the data dictionary (reported in section 9.13). Each
transformation corresponds to a code function.

The transformations are outlined with an increasing level of detail, until the
single functions are highly consistent (i.e. the scope of the data treated in each
function is sufficiently limited). At the end of this functional modelling phase, the
functions to be performed by the code, as well as the input and output data for each
function, are identified. The detail design of the single code units will be described
in section 9.16.

The graphical representation for requirements modeling selected for TIFONE
is the Data Flow Diagram (DFD)3 [158]. The legend to interpret the DFDs is
provided in Figure 9.13. The top-level representation of the information flow and
transformations is contained in level 0 DFD. Level 1 DFD contains the high-level
representation of TIFONE, where the main code functions are indicated and con-
nected to the relevant data structures. Each of the main code functions is then
detailed in level 2 DFDs. The input and output variables to each functions are
indicated. For the two most complex functions (Generate internals and Solve) a
level 3 DFD has also been produced, together with a detailed functional model,
obtained from the level 3 DFD itself according to the guidelines contained in [158].
In the present thesis, DFDs associated to the Read Input, Solve and Write Output
functions are shown. The level 2 and 3 DFDs associated to Generate Internals are
instead not reported for the sake of simplicity.

Figure 9.13: Legend for the TIFONE DFDs.

3The DFD is a relatively simple and structured representation for the functional model of a
code. DFDs are particularly suited for procedural (“call-and-return”) architectures - such as the
one selected by TIFONE. For object-oriented architectures, alternatives such as Unified Modeling
Language (UML) diagrams would instead be more suitable.
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9.14.1 Level 0 and level 1 DFDs
The level 0 DFD is a top-level representation of the code, identifying its connec-
tions with the “environment”. In the present case, the code reads input files and
writes output files, while potentially informing the user about the progress of the
calculation and/or about errors and inconsistencies via messages on the screen and
in the summary report (see section 9.11).

Figure 9.14: Level 0 (context-level) DFD for TIFONE.

The level 1 DFD represents a first step towards the identification of the code
functional units. The main functions to be performed by the code (Read input,
Generate internals, Solve and Write output) are indicated, together with their in-
teractions with the data structures already defined in the data dictionary. In the
following, level 2 (and possibly level 3) DFDs for the main code functions are pre-
sented and discussed.

Figure 9.15: Level 1 DFD for TIFONE.
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9.14.2 Level 2 DFD for Read Input
Figure 9.16 shows the level 2 DFD for Read Input. The user input is contained in
input files. These external entities are read and stored into data structures that
are accessible to the “working” sections of the code.

Two types of input files (containing Fortran namelists and distributions, respec-
tively) are foreseen, according to the specifications of section 9.11. Each of the
input data categories indicated in section 9.11 is read by a separate function.
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Figure 9.16: Level 2 DFD for Read Input.
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9.14.3 Level 2 and level 3 DFDs for Solve
Figure 9.17 shows the level 2 DFD for Solve. This graph outlines the links between
functional units and data structures related to the solution of the IW flow and heat
transfer problem.

Figure 9.17: Level 2 DFD for Solve.

Due to the complexity of this function, a level 3 DFD is required to ensure that
each functional unit is sufficiently coherent. This is shown in Figure 9.18. The
same approach was adopted for Generate Internals (not shown here),

The user inputs (materials, boundary conditions, source terms and models) as
well as the SC geometry previously computed within Generate Internals, are used
to solve the flow split problem (see section 9.7.1). This allows to determine the inlet
velocity for each SC. At this point, the solution matrix is built for each axial level,
relying on the connection maps computed in Generate Internals and the problem
is solved. To this aim, the auxiliary quantities contained in the matrix coefficients,
as well as the heat flux discharged by the wrapper to each distinct SC, are first
allocated, initialized and calculated.
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Figure 9.18: Level 3 DFD for Solve.
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Figure 9.19 shows the functional model for Solve, obtained from the correspond-
ing level 3 DFD by means of the transform mapping technique. The four main tasks
performed by Solve (namely, Flow split, Forced convection initialization, Prepare
variables and System assembly and solution) are clearly identified as independent
lines of action, thus simplifying the detailed design of each individual routine. The
latter will be described in detail in section 9.16.

Figure 9.19: Functional model for Solve.

It should be stressed, once again, that the representation provided by DFDs
and functional models is of functional nature, as opposed to the procedural nature
of the information specified during the detailed code design phase (see section 9.16.
During the code functional modelling phase, the flow of the data previously iden-
tified during the data modelling phase is designed and associated to the required
input/outputs of code functional units. At this level, information related to causal-
ity and consequentiality are not yet specified. For example, in Figure 9.19, the flow
split, forced and mixed convection solution are put at the same level, whereas they
will obviously be processed sequentially by the code.

9.14.4 Level 2 DFD for Write Output
The information processed by the code is written to two output files (“short” and
“long” output) according to the specifications provided in section 9.12. The func-
tions writing each of the two files, as well as the information retrieved from data
structures after the code processing phase, are reported in the level 2 DFD shown
in Figure 9.20.
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Figure 9.20: Level 2 DFD for WriteOutput.
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9.15 Programming guidelines
In this section, the guidelines to be followed while implementing TIFONE to meet
the requirements related to code compilation and readability are listed.

Adherence to a programming standard is necessary to reliably compile the code.
The usage of consistent practices for variable names, line indentation, comments,
error handling and data management throughout the entire code promotes instead
its readability. These aspects are described in the following.

9.15.1 Language and hardware
The code is written in strict adherence to the latest Fortran programming language
standard [89]. This guarantees consistent behavior of the code in case different
compilers and/or operating systems are used. In particular, this ensures that any
Unix-based system featuring the open source gfortran compiler will be able to
compile and run the code. The code compilation options are specified in a Makefile
produced by means of the open source CMake utility [32]. This allows to robustly
link the code with the external libraries which are required, for instance, for the
solution of the system of equations (see section 9.6.2), thereby increasing the code
portability.

9.15.2 Code formatting and variable naming conventions
The code is written in free-form Fortran90, and composed of files with the .f90 ex-
tension. Standard indentation rules are adopted for readability, using blanks (i.e.,
no tabs), with an indentation depth per level of two spaces. The implicit none
statement is used throughout the code so that all variables have to be explicitly
defined. Intrinsic keywords are lowercase (e.g. module), as most text editors foresee
syntax highlighting for Fortran and therefore no further specification for these vari-
ables is needed. Subroutine and function names have their first character capital-
ized, and dummy arguments have spaces around (e.g. subroutine LocScTh( nSc,
nAxNod )). Spaces are also employed around if statement parentheses (e.g. if (
iAxNod .le. nAxNodes )). Array names are instead lowercase, and there are no
spaces between the arguments and the round brackets (e.g. a = matrix(i, j)).
Variables with the parameter attribute have uppercase names (e.g. MAX_NODES).
Functions from third-party libraries are also uppercase (e.g. call DGETRF( n, n,
mat, n, ipiv, info )). Variable definitions are always preceded by double colon:

1 double precision , dimension (1: nAxNods , 1: nRadNodes ), intent (in) ::
2 alpha , epsilon

As shown in the previous example, the intent() attribute is the last of the
list. Although .f90 files allow for longer lines, conventionally no more than 80
characters per row are employed, to promote code readability. At the beginning
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of a subroutine, all dummy arguments are listed first, followed by local variables.
The latter are recognizable by the absence of the intent attribute. Names for user-
defined types are followed by _t (e.g. type_t), and names for modules are followed
by _mod (e.g. module_mod).

9.15.3 Comments
As far as comments are concerned, particular attention has been devoted to properly
clarify:

• the function of each routine or class;
• the meaning and role of exchanged and local variables in each routine;
• the meaning and role of all the global variables and data structures (consis-

tently with the description provided in section 9.13).
In particular, the comments are written so as to allow the Doxygen software

([43]) to automatically generate an exhaustive developer manual for the TIFONE
code. The developer (or programmer’s) manual is part of the software documenta-
tion, according to [74], and using Doxygen will help during this later phase of the
activity.

9.15.4 Data management
Subroutines implementing controller-level functions, such as Flow Split (see Fig-
ure 9.19), are in charge of calling worker-level subroutines to execute the low-level
functions. This code structure allows to limit the module visibility to the controller
level, thus promoting code modularity.

According to this strategy, modules (where global variables are stored and orga-
nized) are only visible at the component level, where they are invoked. The content
of the modules is then passed by reference to worker-level subroutines, to ensure
that the scope of the latter remains limited. This will prevent modules to be called
at low level, thus promoting code modularity.

An exception in this respect is represented by the allocation routines, which are
logically located at the worker level but need to invoke modules in order to allocate
variables within them.

9.15.5 Error handling
All expected error situations, and the corresponding error messages, have been
defined in advance at the time of detailed code design (section 9.16) to allow for
a critical design review also in this respect. Checks for all such errors have been
integrated in the appropriate positions of the code, so that, if not passed, an error
message could be issued and the execution stopped.
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The specific nature of the error messages is such that the location of the error
in the input files and the nature of the error are indicated, as well as suggestion of
corrective actions, where applicable.

Input errors

Code listing 9.3 indicates the structure of a typical error message corresponding to
a detected inconsistency in the input files.

1 ’ERROR. <geometry feature name > must be [in] <range >.’
2 ’ Please check value of <associated variable > in:’
3 ’ FILE=<input file > :: NML=< associated namelist >.’

Listing 9.3: Sample error message on input variables.

Allocation errors

Code listing 9.4 indicates the structure of a typical error message corresponding to
a failure during the allocation of a variable.

1 ’ERROR: failed to allocate memory for <type of variable > <variable
name > in function <name of function >.’

Listing 9.4: Sample error message on variable allocation.

Processing errors

Code listing 9.5 reports an example of a generic error message issued by subroutine
FunctionName, associated to an inconsistency detected during the code processing
phase.

1 ’ERROR. Unacceptable value for variable <variable name >:’
2 ’ in function <function name >,’
3 ’ <actual value > was found , while expecting [in <range >] [

type]’
4 ’ Please check input value in:’
5 ’ FILE=‘’// trim( infile )//’‘ :: NML= NUMERICS .’

Listing 9.5: Sample error message on processing.

Floating point exceptions

Floating point exceptions (division by zero, overflow, and invalid operation) are
trapped at code execution. This is the default behavior in Fortran and therefore
no specific compiler option is required.
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9.16 Detailed code design
The detailed code design has been performed by relying on Program Design Lan-
guage (PDL). This approach has been selected instead of the more common flowchart
because it is faster to write and review.

The detailed code design was performed top-down. At the higher levels, the
detailed code design simply translating the information flow described in the DFDs
(or, for the most complex functions, in the functional model) into the sequence of
macro-functions to be performed by the code. Each macro-function is then detailed,
going deeper in each functional unit.

The code design is such that:
• all interfaces are defined;
• procedure calls are specified;
• the detailed processing algorithm is specified.
In the DFDs, code components were presented by short sentences indicating

their functions (e.g. Allocate and initialize SC TH data). In the PDL, instead, the
proposed names for the code components (subroutines) to be eventually adopted
in the source code are used. This simplifies the source code writing phase. To
compensate for this choice in terms of readability, the PDL is commented so that
each Fortran subroutine name can be easily traced back to the corresponding func-
tion. The same strategy is adopted for data structures, which are mapped to the
corresponding Fortran modules. The names employed in the PDL are consistent
with the programming guidelines indicated in section 9.15.

The conventions adopted to describe the interfaces between subroutines are
indicated in the following.

Inside the calling routine, after the name of the function to be called, the list of
variables to be exchanged with the called subroutines is included in round brackets.
If the variables belong to modules - which contain the data structures defined in sec-
tion 9.13 - the nomenclature modulename_mod%[varname1,varname2] is employed,
see Listing 9.6 as an example.

1 ...
2 ReadGeomCore ( geomCore_mod %[lAx ,thickWrap ,thickGap ,nSa ,nRowSext ,

nSaRow , nPinSa ]) !Read Geometry
3 ...

Listing 9.6: Example of function call in PDLs.

Inside the called routine, the same interface is explicitly stated at the beginning
of the subroutine. Exchanged variables are labeled by means of an attribute (in
for inputs, out for outputs, inout for input/output varables), see Listing 9.7 as an
example.

1 subroutine ReadGeomCore
2

3 ! Interface
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4

5 out :: lAx ,thickWrap ,thickGap ,nSa ,nRowSext ,nSaRow , nPinSa
6

7 ...

Listing 9.7: Example of interface definition within a called function in PDLs.

In the following, a selection of PDLs is shown, to convey the approach used
during the detailed code design while conveniently avoiding to report here the
full pseudocode. To provide a representative overview, after the main program
is presented, the PDLs for the subroutines ReadInput and Solve are reported.
Consistently with the DFD for the Read Input function shown in Figure 9.16, the
ReadInput subroutine has many first-level sub-functions, of which only the first
one is here reported. The structure of Solve, implementing the Solve function, is
more complex (see Figure 9.19), and therefore only Mixed is here reported as an
example, with a limited number of the sub-level functions.

9.16.1 Main program
Listing 9.8 contains the top-level PDL for TIFONE. At this level, the main func-
tions to be performed are called. Each of these functions is then described in the
respective subsection.

1 program TIFONE
2

3 ReadInput !Read Input
4

5 GenerateInternals ! Generate internals
6

7 Solve !Solve
8

9 WriteOutput ! Output
10

11 end program TIFONE

Listing 9.8: PDL for TIFONE main program.

9.16.2 Read Input
The Read Input function, implemented in the subroutine ReadInput, is the first
among the main code functions indicated in the level 1 DFD (Figure 9.15) for
which the detailed design is presented. The Read Input function is logically located
at the controller level, i.e. it is in charge of calling worker-level subroutines to
execute the low-level functions. Consistently with the data management strategy
proposed for TIFONE (see section 9.15.4) modules are invoked in ReadInput and
the content of the modules is then passed by reference to worker-level functions.
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1 subroutine ReadInput
2

3 use module caseDescr_mod !Case description
4 use module geomCore_mod !Core geometry
5 use module boundaryCond_mod ! Boundary conditions
6 use module heatSrc_mod ! Source terms
7 use module matOpts_mod ! Materials
8 use module numOpts_mod ! Numerics
9 use module modelOpts_mod ! Models

10

11 !Read case description
12 ReadCaseDescription ( caseDescr_mod %[ codeVersion ,userName ,

projectName ,coreName ,labelShort , descriptionLong ])
13

14 !Read Geometry
15 ReadGeomCore ( geomCore_mod %[nSa ,nRowSext ,nSaRow ,lAx ,thickWrap ,

thickGap ,flatToFlat ,nSa ])
16

17 !Read BC
18 ReadBoundaryCond ( boundaryCond_mod %[ tempInlet ,mdotIn ,iwFrac ,

presInlet ])
19

20 !Read numerics
21 ReadNumerics ( numerics_mod %[ nAxNod ,zAxNod ,iRadDiscr ,nScSide ,

iSolMethod ,tolMassBal ,tolPres ,tolVelc ,tolTemp , tolFlowSplit ])
22

23 !Read materials
24 ReadMaterials ( materials_mod %[iLm ,iWrap ,iLMDens ,iLmVisc ,iLMCp ,

iLMCondTh , iWrapCondTh ])
25

26 !Read models
27 ReadModels ( models_mod %[iLoc ,iFrc ,iNus ,iKappa ,iEps ,iVelcStar ,

iEnthStar , iMixedConv ])
28

29 end subroutine ReadInput

Listing 9.9: PDL for Read Input.

Read case description

The function ReadCaseDescription is performed by the subroutine
ReadCaseDescription. The PDLs for this subroutine (listing 9.10) represents the
first example in this document of a worker-level subroutine for which a detailed
design is presented. Consistently with the data management strategy described
in 9.15.4, no module is called at this level, since variables are passed by reference
to the caller subroutine, which is responsible for storing the data in the modules.

1 subroutine ReadCaseDescription
2
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3 ! Interface
4 out :: codeVersion ,userName , projectName , coreName
5 out :: labelShort , labelLong
6

7 namelist / caseDescription / codeVersion ,userName , projectName ,
coreName , labelShort , labelLong

8

9 open input_file
10 read namelist / caseDescription /
11 close input_file
12

13 ! ----------------------------------------------------------------
14 ! echo
15 ! ----------------------------------------------------------------
16

17 open echo_file for / caseDescription / namelist
18 write / caseDescription / namelist
19 close echo_file
20

21 end subroutine ReadCaseDescription

Listing 9.10: PDL for Read case description.

9.16.3 Solve
The function Solve is performed by the subroutine Solve. The corresponding PDL
is presented in listing 9.11. With respect to the functional model of Figure 9.19,
the function Read source has been moved inside Solve rather than included in the
ReadInput subroutine. This choice allows to avoid the necessity to store the input
distributions of the heat flux (exchanged between the wrapper and the IW coolant)
and of the volumetric heat generation (deposited in the IW coolant), since the
source terms are immediately included at an SC level. This would not have been
possible before the generation of the SCs and of the connectivity matrices.

1 subroutine Solve
2

3 use module materials_mod
4 use module problemDims_mod
5 use module models_mod
6 use module numerics_mod
7 use module geomSc_mod
8 use module conn_mod
9 use module scTh_mod

10 use module heatSrc_mod
11 use module conv_mod
12

13 !Read boundary conditions
14 temp (1 ,1: nSc) = boundaryCond_mod %[ tempInlet ]
15 pres (1) = boundaryCond_mod %[ presInlet ]
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16

17 !Flow split
18 FlowSplit ( geomCore_mod %[ lAx],
19 problemDims_mod %[ nSc],
20 materials_mod %[iLm ,iLmDens ,iLmVisc ,iLmCp , iLmCondTh ],
21 modelOpts_mod %[iFrc ,iLoc],
22 conn_mod %[ nNeiSc ],
23 geomSc_mod %[pWet ,aCro],
24 boundaryCond_mod %[ tempInlet ,mDotInlet , iwFrac ],
25 scTh_mod %[ velc],
26 numerics_mod %[ tolFlowSplit , maxItFlowSplit ],
27 conv_mod %[ errFlowSplit , nItFlowSplit ])
28

29 ! Allocate and initialize SC TH data
30

31 LocScTh (nSc ,nAx)
32

33 !Read input heat flux and source
34

35 ReadHeatSrc ( coreGeom_mod %[nSa ,nSide],
36 numerics_mod %[ nAxNod ,iRadDiscr ,nScSide , nRadNod ],
37 heatSrc_mod %[qOut ,qSrc ])
38

39 ! Initialize via forced convection calculation
40

41 do for each axial level iAx up to problemDims_mod % nAxNod
42

43 Forced ( problemDims_mod %[ nSc],
44 geomSc_mod %[ deltaZ ,aCro ,dHyd],
45 materials_mod %[iLm ,iLmDens ,iLmVisc ,iLmCp , iLmCondTh ],
46 models_mod %[iFrc ,iKappa ,iEps],
47 src_mod %[qSrc ,qOut],
48 scTh_mod %[mDot ,temp (1: nSc ,iAx),pres (1: nSc ,iAx),
49 enth (1: nSc ,iAx),temp (1: nSc ,iAx +1) ,
50 pres (1: nSc ,iAx +1) ,enth (1: nSc ,iAx +1)
51 ],
52 conn_mod %[ nNeiSc , scToSc ],
53 exchange_mod %[sij ,etaij],
54 constants_mod %[ grav]
55 )
56

57 end do
58

59 CheckMixed (dHydr ,temp ,beta , isMixed )
60

61 if isMixed then
62

63 do for each axial level iAx up to problemDims_mod % nAxNod
64

65 Initialize errMassBal , errPres , errVelc , errTemp to 1.0
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66

67 !Mixed Convection solution
68

69 iItMixed = 1
70

71 do while any of (errMassBal ,errPres ,errVelc , errTemp )
72 is above its tolerance
73 and iItMixed < maxItMixed
74

75 Mixed(iAx , problemDims %[nSc ,nAx],
76 materials_mod %[iLm ,iLmDens ,iLmVisc ,iLmCp , iLmCondTh ],
77 scTh_mod %[ temp (1: nSc ,iAx),velc (1: nSc ,iAx),
78 dens (1: nSc ,iAx),enth (1: nSc ,iAx),
79 pres (1: nSc ,iAx),temp (1: nSc ,iAx +1) ,
80 velc (1: nSc ,iAx +1) ,dens (1: nSc ,iAx +1) ,
81 enth (1: nSc ,iAx +1) ,pres (1: nSc ,iAx +1) ,
82 qHeat ,cVelc ,cDens ,enthStar ,velcStar ,
83 bEne ,sEne ,eMom ,gMom ,fMom ,eex ,mex
84 ],
85 const_mod %[ grav],
86 conv_mod %[ errMassBal ,errPres ,errVelc , errTemp ],
87 iItMixed
88 )
89

90 Convergence check
91

92 iItMixed = iItMixed + 1
93

94 end do
95

96 conv_mod % nItMixed = iItMixed
97

98 if conv_mod % nItMixed = maxItMixed ,
99 inform the user that maximum number of mixed convergence

100 iterations for axial node iAx has been reached without
101 convergence and specify which variables have not converged .
102

103 end do
104 else
105 Inform the user that the forced convection solution has been

used
106

107 end subroutine Solve

Listing 9.11: PDL for Solve.

Allocate and initialize SC TH data

1 subroutine LocScTh
2
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3 ! Interface
4

5 in :: nSc , nAxNod
6

7 allocate variables from scTh_mod :
8 temp ,velc ,dens ,enth ,pres ,deltaEnth ,deltaVelc ,deltaDens ,deltaPres ,

cDens ,cVelc ,enthStar ,velcStar ,bEne ,sEne ,eMom ,gMom ,eex ,mex
9

10 if any allocation fails then
11 error message
12 stop execution
13

14 Initialize temp , velc , dens , enth , pres , deltaEnth , deltaVelc ,
deltaDens , deltaPres , cDens , cVelc , enthStar , velcStar , bEne ,
sEne , eMom , gMom , eex , mex to -1.0

15

16 end subroutine LocScTh

Listing 9.12: PDL for Allocate and initialize SC TH data.

Mixed convection solution

1 subroutine Mixed
2

3 ! Interface
4 in :: nSc ,nAx
5 in :: iLm ,iLmDens ,iLmVisc ,iLmCp , iLmCondTh
6 in :: tempIn ,velcIn ,densIn ,enthIn , presIn
7 inout :: tempOut ,velcOut ,densOut ,enthOut , presOut
8 in :: qHeat
9 out :: cVelc ,cDens ,enthStar , velcStar

10 out :: bEne ,sEne ,eMom ,gMom ,fMom
11 out :: eex ,mex
12 in :: grav
13 out :: errMassBal ,errPres ,errVelc , errTemp
14 in :: iItMixed
15

16 temp (1: nSc) = ( tempIn (1: nSc)+ tempOut (1: nSc))/2.0
17 velc (1: nSc) = ( velcIn (1: nSc)+ velcOut (1: nSc))/2.0
18 dens (1: nSc) = ( densIn (1: nSc)+ densOut (1: nSc))/2.0
19 enth (1: nSc) = ( enthIn (1: nSc)+ enthOut (1: nSc))/2.0
20 pres = ( presIn + presOut )/2.0
21

22 deltaVelc (1: nSc) = velcOut (1: nSc) - velcIn (1: nSc)
23 deltaDens (1: nSc) = densOut (1: nSc) - densIn (1: nSc)
24 deltaEnth (1: nSc) = enthOut (1: nSc) - enthIn (1: nSc)
25 deltaPres = presOut - presIn
26

27 ! Variables for convergence check
28 tempOld (1: nSc) = temp (1: nSc)
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29 velcOld (1: nSc) = velc (1: nSc)
30 deltaPresOld = deltaPres
31

32 ComputeCoeffMixed (nSc ,nNeiSc ,scToSc ,
33 deltaZ ,dHyd ,aCro ,
34 iLm ,iLmDens ,iLmVisc ,iLmCp , iLmCondTh
35 iKappa ,iEps ,
36 sij ,etaij ,epsij ,
37 qOut ,qSrc ,
38 mDot ,
39 velcIn ,densIn ,enthIn ,presIn ,
40 deltaVelc ,deltaDens ,deltaEnth ,deltaPres ,
41 temp ,velc ,dens ,enth ,pres ,
42 iVelcStar ,iEnthStar ,
43 grav ,
44 cDens ,cVelc ,enthStar ,velcStar ,
45 bEne ,sEne ,eMom ,gMom ,eex ,mex ,qHeat)
46

47 SolveSysMixed (mat ,knownVec ,iSolMethod ,deltaVelc ,deltaDens ,
deltaPres )

48

49 ! Update variables at the end of the axial node
50

51 velcOut (1: nSc) = velcIn (1: nSc) + deltaVelc (1: nSc)
52 densOut (1: nSc) = densIn (1: nSc) + deltaDens (1: nSc)
53 enthOut (1: nSc) = enthIn (1: nSc) + deltaEnth (1: nSc)
54 cp (1: nSc) = SpecificHeat (iLm , iLmCp , temp (1: nSc))
55 tempOut (1: nSc) = tempIn (1: nSc) + deltaEnth (1: nSc)/cp (1: nSc)
56 presOut = presIn + deltaPres
57

58 ! Update errors
59 errMassBal = 0.0
60 do for each SC iSc
61 deltaMassBal = deltaMassBal +
62 aCro(iSc)*(
63 ( velcIn (iSc)+ deltaVelc (iSc))*
64 deltaDens (iSc) +
65 densIn (iSc)* deltaVelc (iSc)
66 )
67 end do
68 errMassBal = deltaMassBal
69 errPres = abs( presOut - presOutOld )/ presOutOld
70 errVelc = max(abs(velc (1: nSc) - velcOld (1: nSc))/ velcOld (1: nSc))
71 errTemp = max(abs(temp (1: nSc) - tempOld (1: nSc))/ tempOld (1: nSc))
72

73 end subroutine Mixed

Listing 9.13: PDL for Mixed convection solution.

1 subroutine ComputeCoeffMixed
2
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3 ! Interface
4

5 in :: nSc
6 in :: nNeiSc , scToSc
7 in :: deltaZ , dHyd , aCro
8 in :: iLm ,iLmDens ,iLmVisc ,iLmCp , iLmCondTh
9 in :: iKappa ,iEps

10 in :: sij ,etaij ,epsij
11 in :: qOut , qSrc
12 in :: mDot
13 in :: velcIn ,densIn ,enthIn , presIn
14 in :: deltaVelc ,deltaDens ,deltaEnth , deltaPres
15 in :: temp ,velc ,dens ,enth ,pres
16 in :: iVelcStar , iEnthStar
17 in :: grav
18 out :: cDens ,cVelc ,enthStar ,velcStar ,bEne ,sEne ,eMom ,fMom ,gMom ,eex ,

mex ,qHeat
19

20 ! Compute thermophysical variables
21 do for each SC iSc
22 cp(iSc) = SpecificHeat (iLm , iLmCp , temp(iSc))
23 dens(iSc) = Density (iLm , iLmDens , temp(iSc))
24 condTh (iSc) = ThermalConductivity (iLm , iLmCondTh , temp(iSc))
25 alpha(iSc) = condTh (iSc) / dens(iSc) / cp(iSc)
26 pWet(iSc)=4.0* aCro/dHydr
27 sumqOut = 0.0
28 do for each neighboring wrapper node iNeiWr to SC iSc
29 sumqOut = sumqOut + qOut(iSc)*pWet(iSc)/aCro(iSc)
30 end do
31 qHeat(iSc) = qSrc(iSc) + sumqOut
32 visc(iSc) = (iLm , iLmVisc , temp(iSc))
33 reyn(iSc) = Reynolds (dens(iSc),visc(iSc),dHydr(iSc),velc(iSc))
34 fric(iSc) = FrictionFactor (reyn(iSc), dHyd(iSc), rough(iSc))
35 end do !iSc
36

37 do for each SC iSc
38 do for each neighbor iNei to SC iSc
39 kappaij (iSc ,iNei) = ConductionShapeFactor ( iKappa )
40 epsij(iSc ,iNei) = EddyDiffusivity (iEps)
41 densAveij (iSc ,iNei) = (dens(iSc)+dens( scToSc (iSc ,iNei)))/2.0
42 alphaAveij (iSc ,iNei) = (alpha(iSc)+alpha( scToSc (iSc ,iNei))/2.0
43 end do !iNei
44 end do !iSc
45

46 computeVelcStar (nSc ,iVelcStar ,nNeiSc ,scToSc ,mDot ,velc , velcStar )
47

48 computeEnthStar (nSc ,iEnthStar ,nNeiSc ,scToSc ,mDot ,velc , enthStar )
49

50 computeSene (nSc ,velcIn ,deltaVelc ,enthStar ,enthIn ,densIn ,deltaDens ,
sEne)
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51

52 computeBene (nSc ,densIn ,enthIn ,enthStar ,bEne)
53

54 computeEmom (nSc ,deltaZ ,dHyd ,fric ,velcIn ,deltaVelc ,velcStar ,grav ,
eMom)

55

56 computeFmom (nSc ,deltaZ ,dHyd ,fric ,densIn ,velcIn ,deltaVelc ,velcStar ,
fMom)

57

58 computeCdens (nSc ,velcIn ,deltaVelc ,aCro ,cDens)
59

60 computeCvelc (nSc ,densIn ,cVelc)
61

62 computeEex (nSc ,deltaZ ,aCro ,nNeiSc ,scToSc ,sij ,etaij ,kappaij ,epsij ,
densAveij ,alphaAveij ,dens ,alpha ,enth ,eex)

63

64 computeMex (nSc ,deltaZ ,aCro ,scToSc ,sij ,etaij ,epsij ,dens ,densAveij ,
mex)

65

66 computeGMom (nSc ,deltaZ ,dHyd ,fric ,densIn ,velcIn ,grav ,gMom)
67

68 end subroutine ComputeCoeffMixed

Listing 9.14: PDL for Compute matrix coefficients for mixed convection solution.

1 subroutine computeVelcStar
2

3 ! Interface
4 in :: nSc
5 in :: iVelcStar
6 in :: nNeiSc , scToSc
7 in :: mDot ,velc
8 out: velcStar
9

10 if iVelcStar = 1 then
11 ! Complete formulation
12 do for each SC iSC
13 sumNum = 0.0
14 sumDen = 0.0
15 do for each neighbor iNei to SC iSc
16 xij = mDot(iSc) - mDot( scToSc (iSc ,iNei))
17 sumNum = sumNum + abs(xij)*( velc(iSc)+velc( scToSc (iSc ,iNei)))
18 - xij *( velc(iSc)-velc( scToSc (iSc ,iNei)))
19 sumDen = sumDen + abs(xij)
20 end do !iNei
21

22 velcStar (iSc) = sumNum /2.0/ sumDen
23

24 end do !iSc
25

26 else if iVelcStar = 2 then
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27 ! Simplified formulation
28 velcStar (1: nSc) = velc (1: nSc)
29 else
30 error ’Error in scToSc or nNei maps ’
31 stop execution
32

33 end subroutine computeVelcStar

Listing 9.15: PDL for Compute V ∗.

1 subroutine computeSene
2

3 ! Interface
4 in :: nSc
5 in :: velcIn ,deltaVelc ,enthStar ,enthIn ,densIn , deltaDens
6 out :: sEne
7

8 r(1: nSc)=der(enth ,rho)
9

10 sEne (1: nSc)=( velcIn (1: nSc)+ deltaVelc (1: nSc))*(- enthStar (1: nSc)+
enthIn (1: nSc)+r(1: nSc)*( densIn (1: nSc)+ deltaDens (1: nSc)))

11

12 end subroutine computeSene

Listing 9.16: PDL for Compute S.

1 subroutine computeEex
2

3 ! Interface
4 in :: nSc
5 in :: deltaZ ,aCro
6 in :: nNeiSc , scToSc
7 in :: sij , etaij , kappaij , epsij
8 in :: densAveij , alphaAveij
9 in :: dens , alpha , enth

10 out :: eex
11

12 do for each SC iSc
13 sum = 0.0
14 do for each neighbor iNei to SC iSc
15 densAveij =( dens(iSc)+dens( scToSc (iSc ,iNei)))/2.0
16 alphaAveij =( alpha(iSc)+alpha( scToSc (iSc ,iNei)))/2.0
17 sum = sum +
18 densAveij *sij(iSc ,iNei)*
19 (
20 kappaij (iSc ,iNei)* alphaAveij /etaij(iSc ,iNei) +
21 epsij(iSc ,iNei)/etaij(iSc ,iNei)
22 )
23 *( enth(iSc)-enth( scToSc (iSc ,iNei))
24 enddo
25 eex(iSc)=- deltaZ /aCro(iSc)*sum
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26 enddo
27

28 end subroutine computeEex

Listing 9.17: PDL for Compute EEX.

1 subroutine SolveSysMixed
2

3 ! Interface
4 in :: bEne ,sEne ,eMom ,gMom ,eex ,mex
5 in :: tolMassBal ,tolPres ,tolVelc , tolTemp
6 out :: deltaVelc , deltaDens , deltaPres
7

8 !Build matrix system
9 BuildMat (nSc ,bEne ,sEne ,eMom ,fMom ,cDens ,cVelc ,gMom ,eex ,mex ,mat ,

knownVec )
10

11 !Solve matrix system
12 SolveMat (mat ,knownVec ,iSolMethod ,deltaVelc ,deltaDens , deltaPres )
13

14 end subroutine SolveSysMixed

Listing 9.18: PDL for System assembly and solution.

1 subroutine BuildMat
2

3 ! Interface
4 in :: nSc
5 in :: sEne , bEne , eMom , fMom , cDens , cVelc , gMom , eex , mex , qHeat
6 out :: mat , knownVec
7

8 Initialize matrix elements to 0.0
9

10 Current matrix row iRow = 1
11

12 do for each SC iSc
13 mat(iRow ,iRow) = sEne(iSc)
14 mat(iRow ,iRow +1) = bEne(iSc)
15 mat(iRow +1, iRow) = eMom(iSc)
16 mat(iRow +1, iRow +1) = fMom(iSc)
17 mat(iRow +1 ,2* nSc +1) = 1.0
18

19 mat (2* nSc +1, iRow) = cDens(iSc)
20 mat (2* nSc +1, iRow +1) = cVelc(iSc)
21

22 knownVec (iRow) = (qHeat(iSc)* deltaZ + eex(iSc))
23 knownVec (iRow) = (gMom(iSc)+mex(iSc))
24 iRow=iRow +2
25 enddo
26
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27 end subroutine BuildMat

Listing 9.19: PDL for Build matrix system.

1 subroutine SolveSys
2

3 ! Interface
4 in :: mat , knownVec
5 in :: iSolMethod
6 out :: deltaVelc , deltaDens , deltaPres
7

8 if iSolMethod = 1 then
9 call DGESV

10 else if iSolMethod = 2 then
11 greeneMethod (mat ,knownVec ,deltaVelc ,deltaDens , deltaPres )
12

13 end subroutine SolveSys

Listing 9.20: PDL for Solve matrix system.
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9.17 Guidelines for code verification
A key point of the ENEA SQAP related to the development of a new computational
tool is the clear definition of a test (verification) program, and a corresponding
validation program. In the present thesis, only validation results are shown, for the
sake of simplicity. Nevertheless, guidelines that were followed during the verification
phase are reported here for the sake of completeness.

Verification is aimed at ensuring that the software correctly implements the
desired functions. Contrary to design, which is conceptualized and presented top
down, the code is implemented and tested bottom up.

More specifically, four types of tests have been implemented sequentially as the
code was built: Unit tests, Integration tests, Validation tests and System tests.

Unit tests

Unit tests concentrate on each software component as implemented in the source
code. Unit tests mostly rely on white-box testing, i.e. the testing strategy is derived
from the procedural design of the single code units, as described in the PDL of
section 9.16. White-box tests aim at detecting errors in the coverage of independent
control paths, logical decisions, loop boundaries.

Unit testing is performed as coding is being carried out. Each code component
is developed, reviewed and verified for correspondence to component-level design,
before starting with the unit tests. Each test case requires a set of expected results
to be manufactured. Driver routines are developed ad-hoc to perform unit tests,
as each program component is not a standalone program. Stub routines replace
components that are called by the one that is being tested.

Integration tests

Integration tests focus on the design and construction of the architecture. During
this integration test phase, tests are mostly of the black-box type. Nevertheless, a
limited number of white-box tests can be still performed to ensure full coverage of
control paths.

Functional tests

Functional tests aim at validating requirements established as a part of software re-
quirements analysis and explicitly stated in the SRS document. Validation criteria
are indicated in the SRS itself. The successful verification of these criteria confirms
that the software meets all functional, behavioural and performance requirements.
At this stage, only black-box tests are executed (as the code was already integrated,
i.e. built). At the same time, the source code was inspected for completeness and
coherence with the formal requirements;
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System tests

System tests aim at testing the software as a whole, in a given environment and
with typical users.

For TIFONE, physical and logical tests were devised. From the physical point
of view:

1. The behavior of a single sub-channel is tested against analytical models, first
using constant thermophysical properties and then taking into account their
variation;

2. The behavior for a small set of sub-channels is tested against an analytical
model employing the computed mass transfer rates.

3. The convergence and stability requirements for the axial discretization step
is assessed by a posteriori testing.

From the logical point of view:
1. The numbering and the assignment of geometrical and thermophysical prop-

erties to the various subchannels is carefully tested;
2. The correctness of the connectivity matrix is tested;
3. A full-core printout allows to assess the correct behavior of the BuildGeom

routine.

Test plan

A test plan aims at promoting the orderly construction of the software and at
identifying errors during the construction process, rather than afterwards. Testing
activities are organized according to clear milestones. Indeed, as they are con-
ducted during the code development phase, which is close to stringent deadlines,
the progress of the activity must be measurable.
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9.18 Preliminary validation
Validating the code against experimental data is of paramount importance to quan-
tify the confidence in the code predictions within the aticipated validity domain. In
this section, the very first comparison of TIFONE results with experimental data
is presented, followed by guidelines for future work in this respect.

9.18.1 KALLA facility
Within the framework of the SESAME project, an experimental campaign aimed
at investigating the IW flow and heat transfer was recently carried out at KALLA
facility [199]. Specifically, the experiments provide detailed thermal measurements
for the inter-wrapper flow and heat transfer in the gap between three SAs cooled
by LBE. The experiments record is reported in a SESAME deliverable [151] and
selected results are contained in a related paper [150].

Figure 9.21: Thermo-couple location for each measurement level in KALLA facility,
reproduced from [151].

Test section geometry

The main geometrical parameters of the KALLA inter-wrapper flow test section are
reported in Table 9.8. These parameters have been specifically chosen according to
a scaling of the MYRRHA-7 design.
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Quantity Unit Value Meaning
Outer dimensions
FF mm 65.00 Outer flat-to-flat distance
w mm 2.0 Wall thickness
δ mm 3.0 Gap width
Bundle dimensions
D mm 16.0 Rod diameter
Lheat mm 600.0 Rod heated length
Ltot mm 1400.0 Rod total length
P mm 20.50 Rod pitch
d mm 4.40 Wire diameter
H mm 262.0 Wire pitch
W mm 20.75 Wall distance
Ratios
P/D - 1.281 Pitch-to-diameter
H/D - 16.375 Wire pitch-to-diameter
W/D - 1.297 Wall-distance-to-diameter
Flow areas
Abdl mm2 1704.2 Bundle cnannels (A-C)
Aint mm2 73.6 Bundle internal sub-channels
Aedge mm2 152.9 Bundle edge sub-channels
Acorner mm2 57.5 Bundle internal sub-channels
Agap mm2 331.9 Gap channel (D)
Hydraulic diameters
dh,bdl mm 10.31 Bundle channels (A-C)
dh,int mm 9.1 Bundle internal sub-channels
dh,edge mm 11.6 Bundle edge sub-channels
dh,corner mm 9.1 Bundle internal sub-channels
dh,gap mm 5.85 Gap channel (D)

Table 9.8: Main geometrical parameters of the KALLA inter-wrapper flow test
section. Values from [151].

Available measurements

The following measurements are available:
• The radial temperature distribution is measured at two selected axial loca-

tions with the sensor layout indicated in Figure 9.21.
• The axial temperature distribution is measured by six thermocouples placed

along the only corner present in the setup.
• A movable Pitot tube is used to measure the local velocity profile at the outlet

section of gap AB.
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• The radial temperature distribution at the outlet of the test section is mea-
sured by six sensors placed along the gaps AC and BC, as well as by a movable
probe attached to the above-mentioned Pitot tube. This information, com-
bined with the outlet velocity profile, is employed to evaluate the mean outlet
temperature.

9.18.2 Description of symmetric case 1
Cases 1 is symmetric, i.e. the three SAs are heated (and cooled) in the same way.
The IW mass flow rate is equal to 0.686 kg/s, which is the largest among those
considered and leads to turbulent flow conditions. For this case, measurement of the
temperature and velocity profiles along the wing AB at the test section outlet are
available. Wall temperature measurements are also available at two axial locations.

The boundary conditions adopted for TIFONE to reproduce the experimental
setup are reported in Table 9.9. As a first approximation, the axial distribution of
the heat flux was computed via a standalone ANTEO+ simulation, courtesy of Dr.
Francesco Lodi (ENEA Bologna). It was verified that the total power discharged
to the IW coolant was consistent with the available calorimetric measurement.
Resorting to an external tool was necessary due to the unavailability of the actual
heat flux distribution over the surfaces facing the IW gap. Indeed, for each surface,
the inner and outer wall temperatures are only available at two axial locations, the
measuring points being placed radially at half the length of the corresponding wing.
These measurements therefore only allow to determine the heat flux at two points
for each wall, which is not sufficient to identify the correct heat flux shape to be
input in TIFONE4. Another possibility would have been represented by providing
to TIFONE a heat flux distribution computed via CFD calculations performed on
the KALLA setup [199]. However, it was preferred to use ANTEO+ due to the
following reasons:

• ANTEO+ calculations can be prepared and performed in a shorter time;
• the final goal of the TIFONE code will be to run in synergy with multi-

ple instances of a SA TH code such as ANTEO+, in order to simulate the
thermal-hydraulics of the whole core of an LFR. The proposed application in
the framework of the validation of TIFONE against data from the KALLA
experiment would represent a scaled test case for the future application of
TIFONE.

The discussion of the TIFONE results for case 1 offers an opportunity to describe
the code behavior. First, the convergence of the flow split calculation is reported
in Figure 9.22. It can be seen that an oscillatory solution was found for the first 20

4This is also due to the presence of wire spacers inside the SAs. The resulting heat flux
distribution is non uniform, and the temperature measurement might be influenced by local
effects, albeit of second order.
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Quantity Unit Value Meaning Notes
ṁ kg/s 0.686 Inlet mass flow rate
Tin

◦C 199.25 Inlet LBE temperature
qtot kW 3.700 Total power to IW flow
q′′ kW/m2 f(z) Surface heat flux From ANTEO+

Table 9.9: TIFONE input data for case 1.

iterations, after which the code automatically reduces the under-relaxation factor,
thus leading to convergence in a few more iterations.
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Figure 9.22: Convergence history for the flow split calculation, for case 1. After 20
iterations, the under-relaxation factor is halved, leading to the change in slope of
the error curve. (left). Convergence of the flow split fraction for the three SC types
occurring in the TIFONE calculations (right).

As far as the forced and mixed convection solutions are concerned, for case 1,
the maximum value of Gr/Re2 was ∼ 1.7 · 10−3, which is slightly below 2 · 10−3,
the value suggested by Jackson for the onset of buoyancy effects, see section 9.8.5.
Nevertheless, the stability of the forced convection solution was found to be severely
limited in terms of maximum allowable ∆z, a feature expected for the IW flow
region also based on previous experience [12]. For this reason, the mixed convection
solution - which was verified to be consistent to the forced convection solution for
the limit of no buoyancy effects - was adopted. In the absence of the initialization
provided by the forced convection calculation, the calculation was started from a
linear axial temperature profile common to all SCs and computed based on energy
conservation. The convergence of the mixed convection solution for four selected
axial nodes (equally spaced along the axial length of the domain) is reported in
Figure 9.23.

Figure 9.24 (left) shows the axial evolution of the Reynolds number for the three
SC types considered in this simulation. Although the average Reynolds number
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Figure 9.23: Convergence history for the mixed convection calculation, for case 1,
at four axial locations. In the y axis label, L=700 mm indicates the total length of
the test section.

is larger than 3200, the type 1 SC (i.e. the farthest SC from the center) falls
within the transition range. Figure 9.24 (right) shows the axial evolution of the
gap temperature. The discrepancy between computed and measured data could be
associated to the lack of self-consistent coupling between ANTEO+ and TIFONE,
but this should be addressed in more detail.

Since the main purpose of the TIFONE code is to determine the coolant and
wall temperature distributions over the IW region, the availability of the outlet
temperature profile measured via a movable Pitot probe is an important asset of
the KALLA experimental dataset. Figure 9.25 shows the comparison between the
computed and measured temperatures along the three wings. It should first be
noticed that, due to the symmetric boundary conditions provided to the TIFONE
code, the fact that the curve corresponding to the three wings are superimposed can
be considered as a sanity check. As far as experimental data are concerned, the fine
measurement of the temperature profile was only available along wing AB, whereas
for wings AB and BC only three thermocouples were available. The comparison

223



Design, development and preliminary validation of the TIFONE code

0.0 0.2 0.4 0.6
Axial position (m)

3000

4000

5000

6000

Re
yn

ol
ds 1

2
3
Ave

0.0 0.2 0.4 0.6
Ax. position along gap center (m)

0

5

10

15

20

25

T
T in

(
C)

TIFONE
exp

Figure 9.24: Axial evolution of the computed Reynolds number for the three SC
types, for case 1. The average Reynolds number for the IW region is also plotted,
and the grey area indicates the laminar-to-turbulent transition range (left). Com-
puted and measured axial evolution of the temperature increase at the center of
the IW region (right).

can be considered satisfactory, although a deviation in correspondence to the end
of the gap (i.e. of the type 1 SC) is found.
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Figure 9.25: Measured and computed temperature profiles at gap outlet for case 1.

To investigate the origin of the deviation from the experimental behavior in
correspondence of the type 1 SC, the computed and measured velocity profiles at
the outlet section are compared in Figure 9.26. The plot shows good qualitative
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agreement between the computed and measured velocity profiles along wing AB.
The most noticeable deviations is the low computed velocity for the type 1 SC. It
is supposed that the reason behind the larger than measured outlet temperature
in the corresponding SC is indeed associated to that lower velocity. An improve-
ment of the friction factor formulation adopted for the type 1 SC could improve
the agreement. However, the impact of the friction factor correlation should be
disentangled from other deviations which are associated to the local nature of the
velocity measurement (whereas the SC method describes the axial evolution of the
average temperature per SC. These further studies are left for future work.

Another observed deviation from the experimental behavior is the excessive
velocity difference between the center of the IW region and the nearby SC. This
calls for a review of the assumptions related to the eddy diffusivity, which for the
sake of simplicity has been simply neglected here. This is also left for future work.

0.03 0.02 0.01 0.00
Distance along gap (mm)

0.16

0.18

0.20

0.22

0.24

0.26

0.28

Lo
ca

l f
lu

id
 v

el
oc

ity
 (m

/s
) TIFONE_AB

TIFONE_AC
TIFONE_BC
exp_AB

Figure 9.26: Measured and computed velocity profiles at gap outlet for case 2.

The available wrapper temperature measurements are compared to the com-
puted values in Figure 9.27. In this respect, the agreement is satisfactory, although
it can be noticed that the measured discrete temperatures are not symmetric, thus
pointing out the presence of local effects, possibly related to the presence of wire
spacers.
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Figure 9.27: Measured and computed wrapper and coolant temperatures at lo-
cations indicated in Figure 9.21. Full symbols indicate the first measurement
level (z = 393 mm), empty symbols indicate the second measurement level
(z = 524 mm). For the sake of clarity, TIFONE results for the AB wing only
are reported. Due to the symmetric simulation setup, the values computed for BC
and AC are identical - within the imposed tolerance for the calculation.
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9.18.3 Other symmetric cases
Case 4

Case 4 is symmetric, with a lower flowrate with respect to case 1 (see Table 9.10)
yet still large enough to guarantee turbulent conditions in all SCs except the type 1
SCs, as shown in Figure 9.28 (left). In view of these characteristics, the results are
expected to be similar to case 1 in terms of quality of the agreement. Indeed, the
trend of the discrepancy between the computed and measured axial temperature
profile along the gap shown in Figure 9.28 (right) is similar to the one shown in
Figure 9.24, again being possibly associated to the not fully consistent axial shape
of the heat flux provided to the code.

Similarly, Figure 9.29 shows a very good agreement of the computed outlet tem-
perature profile, while the velocity profile is similar to the one shown in Figure 9.26.

Quantity Unit Value Meaning Notes
ṁ kg/s 0.517 Inlet mass flow rate
Tin

◦C 199.2 Inlet LBE temperature
qtot kW 3.010 Total power to IW flow
q′′ kW/m2 f(z) Surface heat flux From ANTEO+

Table 9.10: TIFONE input data for case 4
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Figure 9.28: Axial evolution of the computed Reynolds number for the three SC
types, for case 4. The average Reynolds number for the IW region is also plotted,
and the grey area indicates the laminar-to-turbulent transition range (left). Com-
puted and measured axial evolution of the temperature at the center of the IW
region (right).
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Figure 9.29: Measured and computed temperature (left) and velocity (right) profiles
at gap outlet for case 4.

228



9.18 – Preliminary validation

Case 6

Case 6 is again symmetric, with a lower flowrate with respect to case 4 (see Ta-
ble 9.11), so that now the flow is laminar everywhere except in type 2 SCs, where
it falls within the transition region, as shown in Figure 9.30 (left). It is therefore
interesting to assess the code capabilities in this different flow regime, which is
still relevant for the ALFRED IW region. The computed temperature profile along
the gap shows again the expected discrepancy with respect to experimental data,
possibly due to the approximations made concerning the heat flux entering the IW
region.

It is interesting to notice that also in this case the agreement on the temperature
profile is good, as is the one on the velocity profile, with the exception of type 1
SCs, see Figure 9.31.

Quantity Unit Value Meaning Notes
ṁ kg/s 0.342 Inlet mass flow rate
Tin

◦C 199.1 Inlet LBE temperature
qtot kW 2.160 Total power to IW flow
q′′ kW/m2 f(z) Surface heat flux From ANTEO+

Table 9.11: TIFONE input data for case 6
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Figure 9.30: Axial evolution of the computed Reynolds number for the three SC
types, for case 6. The average Reynolds number for the IW region is also plotted,
and the grey area indicates the laminar-to-turbulent transition range (left). Com-
puted and measured axial evolution of the temperature at the center of the IW
region (right).
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Figure 9.31: Measured and computed temperature (left) and velocity (right) profiles
at gap outlet for case 6.
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Case 8

Case 8 is again symmetric, with a lower flowrate with respect to case 6 (see Ta-
ble 9.12), so that now the flow is laminar everywhere, as shown in Figure 9.30 (left).
The computed temperature profile along the gap shows again the expected discrep-
ancy with respect to experimental data, which however appears more significant
with respect to the previous case. Again, it is postulated that this is due to the
approximation made concerning the heat flux entering the IW region, but further
investigations are envisaged in this respect.

For this latter case, the temperature profile is not well described, the slope
being steeper for the experimental data with respect to the computed data, see
Figure 9.33. Although this deserves further attention and study, it is believed that
this could be associated to the onset of significant buoyancy-induced recirculation
in the test section, which is plausible due to the very low flow rates here found. In
this case, this validation case would fall outside of the anticipated validity domain
of TIFONE. Velocity measurements along the AB wing were not available for this
case and are therefore missing in Figure 9.33.

Quantity Unit Value Meaning Notes
ṁ kg/s 0.17 Inlet mass flow rate
Tin

◦C 199.1 Inlet LBE temperature
qtot kW 1.170 Total power to IW flow
q′′ kW/m2 f(z) Surface heat flux From ANTEO+

Table 9.12: TIFONE input data for case 8
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Figure 9.32: Axial evolution of the computed Reynolds number for the three SC
types, for case 8. The average Reynolds number for the IW region is also plotted,
and the grey area indicates the laminar-to-turbulent transition range (left). Com-
puted and measured axial evolution of the temperature at the center of the IW
region (right).
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Figure 9.33: Measured and computed temperature (left) and velocity (right) profiles
at gap outlet for case 8.
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9.18.4 One asymmetric case
Case 93

Case 93 is the only asymmetric case (i.e. where the three neighboring SAs to
the IW region do not share the same thermal-hydraulic inputs) for which detailed
velocity and temperature measurements are available. In this case, for the sake
of simplicity, the heat flux flowing from each side of the IW region is assumed
to be uniformly distributed, with the specific values tuned in order to match the
measured power repartition based on outlet temperature measurements. Indeed,
ANTEO+ is currently only capable to handle a single FA with the surrounding gap
region, which is considered adiabatic with respect to the surroundings. For this
reason, it would not yield correct results if used for a physical setup where inter-SA
heat transfer is significant, as it is the case for case 93.

The mass flow rate is the same as case 4, see Table 9.13, yielding a turbulent
flow regime in all SCs with the exception of the ones of type 1, see Figure 9.34 (left).
Somewhat surprisingly, notwithstanding the assumption of uniformly distributed
heat flux, the temperature profile along the gap is retrieved correctly in this case.
This could be associated to the fact that, for case 93, one of the SAs is not heated
(i.e. is heated by the IW flow itself), which could compensate for the nonuniform
heat flux expected along the heated SAs, see Figure 9.30 (right).

For this latter case, considering the uncertainties on the input data, the com-
puted temperature profile can be said to be in good agreement with the measured
one, see Figure 9.35 (left), with the relative magnitudes of the average temperatures
for the three wings correctly retrieved. As far as the velocity profiles are concerned,
it can be stated that the trend along wing AB is correctly retrieved, with uncer-
tainties similar to the ones found in cases 1 and 4, see Figure 9.35 (right). Although
measurements along the wings BC and AC are not available, the computed values
are consistent with the expected acceleration of the fluid due to the larger density
variation (which follows from the larger heat flux).

Quantity Unit Value Meaning
ṁ kg/s 0.516 Inlet mass flow rate
Tin

◦C 198.98 Inlet LBE temperature
qtot kW 2.720 Total power to IW flow
qAB kW/m2 10.11 Heat flux from SA A to gap AB
qBC kW/m2 22.80 Heat flux from SA B to gap BC
qAC kW/m2 21.01 Heat flux from SA A to gap AC
qBA kW/m2 10.11 Heat flux from SA B to gap BA
qCB kW/m2 22.80 Heat flux from SA C to gap CB
qCA kW/m2 21.01 Heat flux from SA C to gap CA

Table 9.13: TIFONE input data for case 93
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9.19 Conclusions and perspective
The design, development and preliminary validation of a new DOC, TIFONE code,
was successfully carried out. The foregoing chapter not only described the models,
methods and validation for the TIFONE code, but also reported a robust approach
for the quality-compliant development of a DOC aimed at supporting the core
design of HLMCRs.

While these results are encouraging, further work is necessary to extend the
applicability of TIFONE and to validate its capabilities of reproducing experimental
data within the specified validity range.

As far as the code extension is concerned, a version 1.1 of TIFONE is foreseen,
which is capable of launching many instances of a SA code such as ANTEO+ (one
for each SA in the core), obtaining in this way a full-core TH solution which can
be effectively support core design.

As far as validation is concerned, two lines of activity are foreseen:
1. further analysis of the KALLA experimental dataset, including the retrieval

of information for all the ∼ 100 experiments performed, is necessary. In
this respect, the discrepancies found between measurements and calculations,
especially in terms of the axial temperature profiles, should be further inves-
tigated. Moreover, further analysis of the velocity measurements, possibly
driving a different choice of the friction factor correlations, is envisaged;

2. other available experimental datasets will be explored to extend the range of
parameters for which the code performance are qualified.

Concerning point 2., opportunities to validate the TIFONE code could arise from at
least two other experimental facilities where IW flow and heat transfer experiments
have been performed. These experiments are briefly described below.

PLANDTL facility

Experiments to assess the effect of the IW flow and heat transfer on the core
thermal-hydraulics have been performed in the PLANDTL facility [142]. The ex-
perimental layout consists in 7 SAs and of the corresponding IW region (including
gaps between the SAs and the barrel, as discussed in section 9.9.3). The locations
of the temperature sensors at the outlet of the test section are shown in Figure 9.36.

Experiments by Liang et al.

In [110] experimental data in support of the numerical investigation of the inter-
wrapper flow characteristics in LMCRs are reported. The experimental setup is
similar to the KALLA experiments. The working fluid is water and the range
of Reynolds numbers investigated is 500 < Re < 7500. This experimental and
numerical study has led to the derivation of a novel formulation for the friction
factor for the geometrical configuration relevant for IW flow. This friction factor

235



Design, development and preliminary validation of the TIFONE code

Figure 9.36: Thermo-couple location at the outlet of the test section in PLANDTL
facility, from

correlation has been included among the ones available for use in TIFONE, see
section 9.8.2. The data included in [110] can be used for validating the hydraulic
calculation in TIFONE.
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Chapter 10

Benchmark of the FRENETIC
code

A multi-physics (neutronic and thermal-hydraulic) code, Fast REactor NEutron-
ics/ThermalhydraulICs (FRENETIC), was recently developed at Politecnico di
Torino. The code implements simplified models for both neutronics and thermal-
hydraulics: coarse mesh diffusion, and 1D advection-diffusion for each SA (coupled
together via an estimated inter-SA thermal resistance), respectively. FRENETIC
is aimed at the fast, multi-physics simulation of LFRs in both steady state and
transient conditions. In view of the continuous application and qualification of this
code, benchmarks against more detailed codes that can be considered as a reference
are vital. However, multi-physics simulations performed with detailed codes (such
as coupled CFD-Monte Carlo) still involve a prohibitive usage of computational
resources. For this reason, a more easily accessible strategy consists in comparing
the results of FRENETIC against results of single-physics codes. This requires a
specific benchmark strategy to be devised, to separate the effects associated to the
two physics, thus providing a fair comparison.

In this chapter, an approach for the multi-physics benchmark of the FRENETIC
code is presented, as well as the corresponding results. After a brief introduction on
the FRENETIC code provided in section 10.1, the original benchmark strategy here
proposed is described in section 10.2. An overview concerning the generation of the
cross-section libraries necessary for the coarse-mesh diffusion module of FRENETIC
is provided in section 10.3. Finally, the neutronic and thermal-hydraulic part of
the benchmark are described in sections 10.4 and 10.5, respectively, and conclusions
and perspective for this activity and for the development of the FRENETIC code
itself are proposed 10.6.

This chapter mostly derives from a rearrangement of preparatory material for
the article [137] and for the presentation [79], and has been performed in collab-
oration with prof. Sandra Dulla, Ing. Nicolò Abrate and Ing. Domenico Valerio
(PoliTo).
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10.1 Introduction

10.1.1 Context and motivation
Within the framework of Italian activities aimed at deploying the LFR technology,
during the last years Politecnico di Torino has been developing the FRENETIC
code for the multiphysics analysis of liquid-metal cooled cores [18]. The code aims
at the NE and TH coupled simulation of the steady state and transient behavior of
the full core of LMCRs adopting a closed SA design. To achieve this ambitious goal
while keeping the simulation time reasonably low, FRENETIC adopts simplified
physical models, namely:

• a multigroup neutron diffusion model, spatially discretized with a coarse mesh
nodal method at the assembly level;

• a 1D advection/diffusion model for the coolant flowing within each assembly,
accounting for the inter-assembly heat transfer via a thermal resistance model
to achieve a quasi-3D solution.

In the past years, the individual modules of the FRENETIC code have been
benchmarked against other computational tools and validated against experimental
data (e.g. TH validation against RELAP [218]). More recently, the multi-physics
capabilities of the code have been validated against experimental data from the
EBR-II SHRT-45R test in the frame of a Coordinated Research Project of the
International Atomic Energy Agency [25]. That activity allowed to identify some
necessary developments to be carried out in FRENETIC, such as the inclusion of
a model for the photon and decay heat1.

In view of the continuous testing and validation of FRENETIC, it is of interest
to perform a steady-state benchmark against more detailed numerical codes that
allow to obtain accurate solutions at the fuel pin level, and can therefore be regarded
as a reference. Specifically, the following two codes have been selected:

• a full-core neutron transport code based on the Monte Carlo method (Serpent-
2 [109]);

• a Computational Fluid Dynamics (CFD) code (OpenFOAM [206]).
Since the computational cost associated to a full-core coupled Serpent-
OpenFOAM simulation remains prohibitive, even in steady state, a direct compar-
ison of the FRENETIC results with a full-core solution from the detailed model
remains prohibitive. For this reason, a benchmark strategy that circumvents this
problem has been devised and will be presented in section 10.2.

1It is worth mentioning that the photon and decay heat model has been recently implemented
in FRENETIC [24] and its validation is currently ongoing.

238



10.1 – Introduction

10.1.2 NE-TH coupling in FRENETIC
The NE-TH coupling in FRENETIC is achieved by exchanging, at time steps prop-
erly defined in accordance to the time scales of the phenomena at hand, information
regarding the power distribution (NE information provided to the TH module) and
the temperature distribution (TH information provided to the NE module). Such
information is homogeneous at the level of the SA on the horizontal plane for dif-
ferent heights, consistently with the coarse mesh neutronic approach, and interpo-
lations are performed if more spatially refined data are required. The temperature
feedback on neutronics is evaluated by direct modification of the multi-group cross
sections starting from a database at different temperatures for both fuel and coolant
and performing multidimensional interpolations of the type:

Σ (Tf , Tc) = Σ (Tf,0, Tc,0) + ∂Σ
∂Tf

(Tf , Tf,0) + ∂Σ
∂Tc

(Tc − Tc,0) (10.1)

where the derivatives are evaluated as incremental ratios on the existing temper-
ature grid. The cross section values in the database are generated by means of
Serpent runs at different temperatures.
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10.2 Benchmark strategy
As discussed above, the Serpent-OpenFOAM coupling suffers from the fact that
the neutronic calculation is carried out at the full-core level, with manageable CFD
simulations within the time scale of the present thesis are limited to a single SA.
Therefore, the temperature distribution obtained in OpenFOAM is not directly
usable to provide the full-core temperature distribution to Serpent for a keff cal-
culation. To compensate for this, the full-core temperature distribution can be
provided by a FRENETIC run.

Considering the objectives of the benchmark activity, the required inputs for a
FRENETIC run and the difficulties associated with a full-core Serpent-OpenFOAM
simulation, the following strategy was proposed:

1. Serpent runs at different homogeneous temperatures are performed to gener-
ate the multigroup cross sections to be used in FRENETIC.

2. The nuclear data generated are used in FRENETIC to solve the full-core
coupled problem, providing both the power map and the temperature distri-
bution.

3. The temperature distribution is passed to Serpent, so that a NE reference
simulation with the same temperatures as the FRENETIC run can be ob-
tained. This choice allows to perform a consistent neutronic benchmark of
FRENETIC.

4. The power distribution computed by Serpent for selected SAs is used as an
input for OpenFOAM calculations. The radial boundary conditions to the
selected SA are provided by the FRENETIC TH result.

5. The resulting CFD calculation is compared to the FRENETIC result for the
selected SA, as a benchmark on the single SA performed assuming a fixed
internal power source.

These five steps are graphically summarized in Figure 10.1.
To perform step 3, a further simplification is necessary. Indeed, if the full-core

temperature distribution computed by FRENETIC was directly passed to Serpent,
the latter would identify each single FRENETIC mesh as a separate universe, with
its own temperature and composition, resulting in a prohibitive computer memory
requirement. The proposed solution to this issue is to identify, radially, a set of
concentric regions, each characterized by a single temperature value (verifying that
the maximum temperature difference between SAs within the same radial region
was below 1 K), as schematically shown in Figure 10.2. Axially, all the materials
composing the regions below the active zone have been assumed to be at the inlet
temperature). Similarly, regions above the active zone share the same temperature,
which is equal to the average core outlet temperature. The active region of each SA
has instead been subdivided into 10 axial segments, each characterized by the corre-
sponding average temperature evaluated by FRENETIC. This approach allowed to
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Figure 10.1: Schematic of the proposed benchmark strategy for FRENETIC vs.
Serpent-OpenFOAM.

generate a more limited number of Serpent regions, thus enabling the keff calcula-
tion in Serpent with a physically significant temperature distribution. An example
of a typical axial temperature distribution computed by FRENETIC for both the
fuel and the coolant in three different core regions is shown in Figure 10.3. The
step-like shape of the fuel temperature distributions derives from the coarse-mesh
nodal method employed for the neutronic calculations, which computed a uniform
temperature distribution for each NE axial node.
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Figure 10.2: Example of the concentric regions assumed to be at the same temper-
ature when performing the Serpent simulation.

Figure 10.3: Axial temperature for fuel and coolant in three different SAs of the
ALFRED core calculated with FRENETIC.

10.3 Generation of cross section library
The first step of the procedure consists in generating a library of cross sections
at different temperatures, to be used in the FRENETIC multigroup diffusion cal-
culation. In the following, the strategy adopted to generate the above-mentioned
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library are summarized.

10.3.1 Serpent-2 model for multi-group nuclear data eval-
uation

As mentioned above, running the FRENETIC code requires to generate a consistent
set of nuclear data [25]. In particular, few-group cross sections are needed for each
of the materials present in the reactor. For this purpose, the Monte Carlo code
Serpent-2 [109] is used to collapse the continuous energy data into six groups and to
homogenize them over the reactor heterogeneous regions. The collapsing (in energy)
and homogenization (in space) procedure is carried out (similarly to the previously
descripted work) by means of a detailed 3D model of the ALFRED reactor, see
Figure 10.4. The core geometry and material composition are consistent with the
End Of Cycle (EOC) configuration (fully withdrawn control rods) provided by [72].
The correct implementation of the ALFRED geometry and material composition
in the Serpent model has been assessed by means of a benchmark against a pre-
existing ERANOS model.

Figure 10.4: Radial (left) and axial (right) view of the ALFRED configuration
simulated in Serpent.

As far as the statistical convergence of the simulation is concerned, input param-
eters have been tuned according to convergence studies. In particular, 500 inactive
cycles and 1000 active cycles have been employed, with 106 particle histories per
cycle. These simulation settings guarantee a good fission source convergence. The
adopted indicators were implicit and explicit keff and Shannon entropy. After a
Serpent simulation has correctly been set up, suitable tallies (both in energy and in
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space) must be defined to generate the spatially homogenized and energy collapsed
cross sections. The procedure is then repeated assuming different temperatures for
coolant and fuel to reconstruct the cross section database required by FRENETIC.

10.3.2 Energy collapsing and spatial homogenization pro-
cedures in Serpent-2

Energy collapsing

As far as the energy collapsing is concerned, the calculation of effective cross sec-
tions, as well as other nuclear data, is carried out by means of an estimate of the
required reaction rate on an energy interval and then dividing it by the flux average
on the same interval. This ratio provides an effective cross section in that energy
range that (for an infinite medium) exactly preserves the reaction rate. The choice
of the boundary of such energy intervals is a delicate task which can be performed
e.g. by observation of the neutron spectra in the various regions of the reactor core.
Figure 10.5 reports such neutron spectra evaluated with the Serpent-2 run at 673
K. In the same figure, the flux subdivisions adopted for a previous work have been
shown, allowing to highlight a relevant limit of that energy discretization: the fifth
group, with upper energy bound at around 10−2 MeV, is able to describe the neu-
tron behavior in the fuel regions, but it appears not adequate for the description of
the outer regions. In fact, the presence of a larger portion of neutrons at thermal
energies in the reflectors and dummy elements is completely disregarded if a single
energy group is assumed down from 10−2 MeV.

To fix this issue an additional energy group has been added, considering that
six groups are sufficient to approximate the behavior of the energy distribution
within the various materials. The resulting energy group boundaries are reported
in Table 10.1.

Energy group Upper E bound (MeV) Lower E bound (MeV)
1 20 1.353
2 1.353 1.832 · 10−1

3 1.832 · 10−1 6.738 · 10−2

4 6.738 · 10−2 9.119 · 10−4

5 9.119 · 10−4 2 · 10−5

6 2 · 10−5 1 · 10−11

Table 10.1: Six-group energy boundaries adopted to perform the macroscopic cross
section energy collapsing.
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Figure 10.5: Neutron flux spectra computed by Serpent for selected regions of the
core. Black dashed lines identify the 5-group energy subdivision originally adopted,
while the blue dashed line identifies the additional group added to better account
for the reflector spectrum. Reproduced from [137] with permission.

Spatial (axial and radial) homogenization

The energy collapsed cross sections need to be homogenized on spatial regions
consistently with the structure of the FRENETIC code (i.e. homogeneous over
each hexagonal SA and axially heterogeneous, according to the neutronic coarse
meshing). Starting from the core modelling in Serpent as detailed in Figure 10.4,
some regions (namely, the ones far from the fission source) have been merged in
a single universe for the cross section tally, in order to achieve a better statistics.
Specifically, the external lead (in brown in Figure 10.4), the barrel (in dark grey)
and the dummy element region (in light grey), are each considered as a unique radial
region. Moreover, the 12 control rods are grouped together as a single detector.
The same choice has been made for the 4 safety rods. For the inner fuel, instead,
it has been assumed that cross sections averaged on a subset of SAs (indicated in
blue in Figure 10.4) could be representative of the entire zone. The same strategy
has been adopted for the outer fuel region, for which the representative SAs are
indicated in red. It should be noticed that SAs considered for the homogenization
are the ones surrounded by SAs of the same type. This choice was based on a
compromise between a homogenization over the whole inner and outer fuel rings
and an assembly-wise homogenization, which would certainly provide a higher but
probably unnecessary detail level.

The few-group cross sections evaluated by Serpent have been at first homog-
enized axially according to the finest achievable discretization, which takes into
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account all the different regions, as shown in Figure 10.6. However, the axial dis-
cretization employed for the FRENETIC calculation is in general different - and
coarser - with respect to the one introduced in the transport simulation. This is
due to the requirement of avoiding excessively optically thin regions, which would
hinder the convergence of the nodal method employed for the spatial solution of the
diffusion problem in FRENETIC. Each of the coarse axial regions defined in the
FRENETIC model requires a single spatial value for the multi-group cross sections,
which should therefore be mapped to the ones computed by the transport model
for the fine subdivisions composing that coarse axial region. This is performed by
means of a suitable spatial homogenization procedure, which is carried out in such
a way as to preserve the reaction rate for each material.

z (cm) IF OF CR SR DD
340

IF_TOP_REF OF_TOP_REF CR_TOP_REF SR_TOP_REF DR_TOP_REF
SR_SPRING

296 SR_TOP_INS
SR_ACT

264
CR_SPRING

IF_TOP_PLUG OF_TOP_PLUG DR_TOP_PLUG
212 IF_SPRING OF_SPRING DR_SPRING

SR_BOT_PLUG
SR_BOT_REF

CR_DUMM
200 IF_TOP_INS OF_TOP_INS DR_DUMM

INN_FUEL OF_FUEL

140
IF_BOT_INS OF_BOT_INS
IF_PLEN OF_PLEN

140
CR_ACT

136
IF_BOT_PLUG OF_BOT_PLUG DR_BOT_PLUG

68 IF_BOT_REF OF_BOT_REF DR_BOT_REF
CR_BOT_INS
CR_BOT_PLUG

0 CR_BOT_REF

Figure 10.6: Axial discretization for the FRENETIC model (black lines) on top of
fine Serpent axial discretization for each radial region.

This leads to the calculation of a new set of cross sections that are averaged on
the flux of each material in the “macro-region”, i.e. in the coarse axial mesh.
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10.3.3 Temperature dependence of cross sections
A final remark concerns the evaluation of nuclear data at different temperatures.
This is associated to the fact that the FRENETIC code evaluates the thermal
feedback by interpolating nuclear cross sections between at least two temperatures
according to the local temperature of the fuel and coolant. The fuel and coolant
temperatures considered for the generation of this cross section library are listed
in 10.2.

Tfuel (K)
Tcoolant (K) 673 1073 1473

673 ×
1073 × ×
1473 × × ×

Table 10.2: Temperatures values adopted for the Serpent runs used to evaluate the
few-group cross sections. The x indicate the runs actually performed.

The table lower triangular layout is due to the fact that the fuel temperature
is always greater than the coolant one, at least for the intended applications of
FRENETIC. The temperature of the structural materials is specified in Serpent
according to the arithmetic average of the coolant and fuel temperatures.

10.4 Neutronic benchmark

10.4.1 FRENETIC simulation setup
The nuclear dataset obtained by means of the procedures outlined in the previ-
ous sections has been employed to feed the neutronic model of the FRENETIC
code. The new dataset is distributed according to the radial “zoning” presented in
Figure 10.7. The axial “macro-regions” indicated in Figure 10.6, which are each
characterized by a single spatial value of the cross section, are then subdivided in a
number of sub-nodes which is sufficient to ensure the grid independence of the NE
solution.

The barrel and external lead have been simulated in FRENETIC by adding fic-
titious SAs corresponding to the latter two regions. In this way, the radial “zoning”
of the core has been made fully consistent with the one employed in the Serpent
model.

To verify the correct implementation of the ALFRED NE model in FRENETIC,
the results obtained using the standalone NE module (setting the temperatures of
all the materials in the core at 673 K) were compared to the corresponding Serpent
calculations performed during the generation of the cross sections library. Although
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Figure 10.7: Radial scheme of the FRENETIC model of the ALFRED core.

a photon transport model is now available in FRENETIC, it has been turned off for
the purpose of guaranteeing a fair comparison between the two simulations. This
first, purely NE comparison was performed by imposing the same thermal power of
300 MWth and corresponding boundary conditions for the two calculations (i.e. the
transport calculation performed in Serpent and the coarse-mesh diffusion calcula-
tion performed in FRENETIC). The comparison between the effective multiplica-
tion eigenvalue computed by the two codes confirms the correct implementation of
the model. Indeed, the value computed by FRENETIC (keff=1.08194) is in very
good agreement (around 70 pcm difference) with the 1.08122±3 pcm evaluated by
Serpent. The results of the NE FRENETIC run for the improved ALFRED model
show a low relative error on the computed power, see Figure 10.8. The left plot
shows a very good agreement for the axial distribution of the linear power along all
the three selected SAs. The radial plot of the relative error on the right also shows
a significant error reduction. The good quantitative agreement confirms that the
FRENETIC code is able to reproduce the power distribution: for instance, for the
EOC configuration here considered, the maximum value of the power per SA is not
located at the core center, but at the beginning of the outer fuel zone, which is
more enriched. This aspect is correctly recovered by FRENETIC as compared to
Serpent.
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Figure 10.8: Percentage relative difference between the power per SA computed by
Serpent and FRENETIC (left) and percentage relative standard deviation associ-
ated to the power computed by Serpent (right) in Hot Zero Power (HZP) conditions.
Reproduced from [137] with permission.
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Figure 10.9: Comparison between the linear power calculated by Serpent and FRE-
NETIC for three selected SAs in HZP conditions. Reproduced from [137] with
permission.
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10.4.2 NE benchmark at operational temperature
As foreseen by step 3 of the benchmark strategy, steady-state simulation in multi-
physics mode, i.e. by taking into account the NE-TH coupling, has been performed.
Since the FRENETIC TH module does not consider the temperature variation in
the barrel and external lead, only the NE effects associated to these regions could be
compared. Since these are the most relevant effects, this approximation is believed
acceptable.

The resulting temperature distribution from the FRENETIC full-core coupled
calculation was passed to Serpent following the procedure outlined in section 10.2,
thus enabling a keff calculation in Serpent with a physically significant temperature
distribution. In Figure 10.10 the radial concentric regions actually adopted are
shown. The relative value of the eigenvalue computed by Serpent is 1.07848 ± 6
pcm, whereas 1.07902 is computed from the FRENETIC code, confirming the good
results obtained in HZP conditions.

Inner fuel
Outer fuel Tf,1,Tc,1
Outer fuel Tf,2,Tc,2
Outer fuel Tf,3,Tc,3
Outer fuel Tf,4,Tc,4
Control rod
Safety rod
Dummy rod
Barrel element
External lead

Figure 10.10: SERPENT model of the ALFRED core operating in Hot Full Power
(HFP) conditions.
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Figure 10.11: Percentage relative difference between the power per SA computed
by Serpent and FRENETIC (left) and percentage relative standard deviation asso-
ciated to the power computed by Serpent (right) in HFP conditions. Reproduced
from [137] with permission.
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Figure 10.12: Comparison between the linear power calculated by Serpent and
FRENETIC for three selected SAs in HFP conditions. Reproduced from [137] with
permission.
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10.5 Thermal-hydraulic benchmark
In the last phase of the benchmark activity, the TH results of FRENETIC have been
tested against an OpenFOAM run performed with consistent boundary conditions
on a single fuel assembly, keeping the same imposed internal power source. The
comparison of the results in terms of pressure drop and temperatures is shown in
the figures below. This study required first to setup correct CFD simulations, and
in this respect the candidate has to acknowledge the contribution of J. Guadagni
and E. Guadagni, two MSc students who decided to perform their master thesis
on the subject of benchmarking multi-physics codes for HLMCRs [79, 80]. For
this reason, and to avoid a long discussion which would be out of the scope of the
present thesis, only the essential results shall here be very briefly presented.

From Figure 10.13, it can be seen that a good agreement between pressure
losses is achieved. The comparison between the temperature profiles computed by
TIFONE and OpenFOAM are shown in Figure 10.14. Both the axial profile of
the average coolant temperature (left) and the axial profile of the centerline fuel
temperature (right) are in good agreement.

Figure 10.13: Pressure drop along the central SA calculated by FRENETIC and
OpenFOAM. Reproduced from [80].
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Figure 10.14: Comparison between the axial profile of the average coolant tempera-
ture calculated by FRENETIC and OpenFOAM for the central SA (left) and axial
profile of the maximum fuel temperature computed by the same two codes (right).

10.6 Conclusions and perspective
The work here reported has allowed to move forward the development of the FRE-
NETIC code, focusing the effort on the efficient and accurate simulation of the
ALFRED core design, while proposing a strategy for benchmarking multiphysics
codes based on simplified physical models against detailed codes which are used as
a reference.

The benchmarking activity with the coupled Serpent-OpenFOAM model has
allowed to assess the accuracy of FRENETIC full-core simulation, also highlighting
some aspects requiring further R&D work.

Based on these results, some of the identified further developments are:
• Extension of the TH in order to allow the simulation of assemblies with stag-

nating lead in coupled NE-TH mode;
• Improvement of the energy group structure with more advanced methodolo-

gies, such as the one in [121];
• Improvement of the axial representation of the core, starting from the tally

definition in Serpent.
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Chapter 11

Conclusions and perspective for
Part II

As for Part I, to conclude Part II of the present thesis, it is convenient to summarize
here its content, including the introduction to the next-generation liquid metal
cooled fast reactors, the original methodologies proposed to address the identified
modelling needs and the obtained results, the relations among them and their
relevance for the field, together with future perspective.

The motivations for pursuing the development of Generation IV of fission reac-
tors, together with the international framework represented by the GIF initiative,
were first presented. The role of ALFRED as a demonstrator for the LFR design
was then introduced. To conclude the introduction to Part II of the thesis, the role
of numerical tools in supporting the LFR core design was described, pointing out
the relevance of design-oriented codes (as opposed to verification-oriented codes)
in the design phase. Moreover, the multi-physics nature of the core design was
highlighted.

To address the need for a DOC computing the inter-wrapper flow and heat
transfer in an LFR, the TIFONE code was developed. The methodology devised to
design the code in compliance with the ENEA Software Quality Assurance Require-
ments was clearly presented, with specific reference to the content of the Software
Design and Implementation Document (i.e. the choice of the physico-mathematical
model to solve the problem and the code design procedure) while clearly locating
this document in the framework of the overall development activity. It can be
stated that this methodology could represent a guideline for future developers of
DOCs. Then, considering the need to benchmark the multiphysics (NE-TH) code
FRENETIC, a step-wise benchmark methodology was presented and successfully
applied. Again, this could represent a guideline for future benchmark activities of
multi-physics codes.

As far as the results are concerned, the TIFONE code was preliminarily val-
idated against experimental data from the inter-wrapper flow and heat transfer
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Conclusions and perspective for Part II

experiments in the KALLA facility, confirming the ability of the code to reproduce
experimental data in the anticipated application domain, while keeping a very low
computational cost. The benchmark of FRENETIC against Serpent and Open-
FOAM (which were used as reference codes) was also successful.

The conclusions and perspective for each of the two activities (TIFONE de-
velopment and preliminary validation, and FRENETIC benchmark) were already
presented in the respective sections. It shall here be convenient to suggest possible
synergies between the two activities. First, TIFONE is a code for the inter-wrapper
flow, and requires as an input the heat flux crossing the wrapper, which can be
computed by codes for the SA thermal-hydraulics. Therefore, FRENETIC and
TIFONE could be coupled to obtain a full-core solution. In this way, FRENETIC
would benefit from a more detailed treatment of the inter-wrapper flow problem.
The consistently computed axial distribution of the assembly-wise heat flux would
also provide an input for TIFONE. It should be noticed, however, that the natural
application of TIFONE will be represented by a coupling with multiple instances
of DOCs for the single SAs such as ANTEO+. In terms of applicability of the
various methodologies here presented, it can be stated that the code development
procedure adopted for TIFONE is applicable to possible future extensions of the
FRENETIC code (e.g. a TM module), while the benchmark procedure adopted for
FRENETIC could be applied to TIFONE, once it has been coupled to other TH
codes such as ANTEO+ and/or to other NE/TM codes.

256



Appendix A

Data used for SOLPS-ITER
calculations

A.1 Lithum
Lithium:
Density (T in K, temperature range: 453.7-1700 K) [212]

ρ = 0.5584 − 1.01 · 10−4T [Mg/m3] (A.1)

Viscosity (T in ◦C, temperature range: 180-1200◦C)

η = 0.8836 − 1.248523 · 10−3T + 5.791460·10−7T 2 [mPa · s] (A.2)

Thermal conductivity (T in ◦C, temperature range: 244-1140◦C)

λ = 40.138 + 0.01908T [W/m/K] (A.3)

Vapor pressure (T in K, temperature range: 180-1000 K)

pv (T ) = 10(A+ B
T ) [Pa] (A.4)

with A=10.061, B=-8023.0 K−1 [5].
Enthalpy (T in K, temperature range: 453.7-1200 K) [37]

∆H = −7.519 · 105 + 4169T [J/kg] (A.5)

Specific heat (T in K, temperature range: 453.7-1200 K) (from the enthalpy equa-
tion)

cp = 4169 [J/kg/C] (A.6)
Average heat of vaporization: 21.98MJ/kg
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Data used for SOLPS-ITER calculations

Surface tension (T in K, temperature range: 453.7-1700 K)

σ = 0.4738 − 1.627 · 10−4T [N/m] (A.7)

Data in adf11 format from ADAS database
Effective Recombination Coefficients: acd96_li.dat
Effective Ionisation Coefficients: scd96_li.dat
CX Cross Coupling Coefficients: ccd89_li.dat
Recombination and Bremsstrahlung: prb96_li.dat
Line emission from excitation: plt96_li.dat

A.2 Tin
Tin:
Density (T in K, temp. range: 506-1950 K) [10]

ρ = 6979 − 0.652 · (T − 505.08) [kg/m3] (A.8)

Viscosity (T in K, temp. range: 506-1280 K) [10]

log10η = −0.408 + 343.4
T

[mPa/s] (A.9)

Thermal Conductivity (T in K, temperature range: 506-1170 K): see table 3 of
reference [175]
Vapor pressure (T in K, temperature range: 506-1850 K)

pv (T ) = 10(A+ B
T ) [Pa] (A.10)

with A=10.268, B=-15332.0 K−1 [5].
Enthalpy (T in K) (∆H wrt. enthalpy of solid Sn at 298 K [146])

∆H = 9496.31 + 8.2590486T + 16.814429 · 10−3T 2 − 5.24626 · 10−6T−3

− 2162488T−1 [J/mol] (505.078K < T < 800K)
(A.11)

∆H = −1285.372 + 28.4512T [J/mol] (800K < T < 3000K) (A.12)
Specific heat (T in K, temperature range: 505.078K<T<800K) [146]

cp =8.2590486 + 33.628858 · 10−3T + 15.73878 · 10−6T−4

+ 2162488T−2 [J/mol/K]
(A.13)

Atomic data: in adf11 format, not yet included in the ADAS database [34]
Effective Recombination Coefficients: acd89_sn.dat
Effective Ionisation Coefficients: scd89_sn.dat
Recombination and Bremsstrahlung: prb89_sn.dat
Line emission from excitation: plt89_sn.dat

258



Appendix B

Comparison of 0D vapor model
with DSMC

To choose the appropriate tool to model the vapor transport, thus providing a
reference for the adopted 0D model, a preliminary estimate of the expected flow
regime is required. This is achieved by estimating an average Knudsen number
(Kn) for each divertor chamber based on results from the 0D model. The Knudsen
number is a dimensionless quantity giving the degree of rarefaction of a fluid and is
defined as Kn = λ

L
, where λ is the mean free path of a generic atom or molecule and

L is a properly defined characteristic length. If Kn ≪ 1, a vapor particle travels
on average a distance much smaller than L between two collisions and the system
can therefore be treated as a continuum. In this regime, conventional CFD codes
are suitable for evaluating the flow field. If, instead, Kn ≫ 1, collisions are rare
events and free molecular flow occurs. In this regime, Molecular Dynamics (MD)
simulations, which are able to describe the deterministic behavior of each particle
in the system, are required. In between, there is the transition regime (Kn ∼ 1)
where the continuum assumption is no longer valid, but MD simulations would
be unacceptably expensive. In this regime, which often occurs in differentially
pumped systems [200] , statistical methods such as Direct Simulation Monte Carlo
(DSMC) [14] provide the best performance. A sketch of the possible flow regimes
and appropriate tools to treat them is provided in Figure B.1.

The DSMC simulation setup is reported in the appendix of [137] and therefore
will not be repeated here. Only the selected domain is shown in Figure B.2. The red
dots indicate surfaces that have been considered as condensing (case 1) or reflecting
(case 2).

The key results are reported in Figure B.3 and Figure B.4.
In conclusion, it can be stated that a 2D vapor transport model based on the

DSMC method has been set up and applied to a closed LM, pool-type divertor.
The model was useful to assess the effect of reflecting walls on the distribution
of thermodynamic variables for the vapor. The comparison with the 0D vapor
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Comparison of 0D vapor model with DSMC

Figure B.1: Sketch of the flow regimes identified by the Knudsen number. Adapted
from [210].

.

Figure B.2: Schematic of the simulation domain, including mesh and boundary
conditions.

.

model shows that the 0D model conservatively overpredicts the temperature and
underpredicts the density and, as such, it can be used for fast, order-of-magnitude
estimates, while a more detailed 2D model is required if the detailed vapor density
field is to be determined.

An example of the capabilities of the new model for the vapor has then been
provided. In particular, the effectiveness of having reflecting rather than condensing
surfaces, especially in the EC, has been studied. The model predicts an increase of
a factor ∼ 2 of the vapor density in the EC, at the expense of a ∼ 1.3 increase of
the leaked metal towards the MC.
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Comparison of 0D vapor model with DSMC

Figure B.3: Computed density for case 1- condensing (left) and case 2 - reflecting
(right).

Figure B.4: Comparison between vapor density computed via DSMC and via the
0D model.

In conclusion, it is of interest to put this work in the context of the application
of state-of the art plasma modelling tools, such as the one presented in 5. It can be
stated that the need for models for vapor transport in the transition range, such as
DSMC and Bhatnagar-Gross-Krook (BGK) [94], are not only required in a vapor
box divertor (where the combination of evaporation and vapor expansion leads to
the fluid working in the transition regime). Indeed, such models are also required in
kinetic codes such as Eirene in the case of e.g. detached plasma, where the neutral
density (in that case fuel neutrals are involved) is large.
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Appendix C

Material properties used for
TIFONE

TIFONE embeds the required material property libraries to solve the IW flow
and heat transfer problem. Moreover, the user can include additional material
libraries in TIFONE without the need to access the source code. For this purpose,
a user-accessible module has been prepared, that shall be linked at compile time.
The module can contain thermophysical properties for the coolant (i.e. density
ρ, heat capacity cp, thermal conductivity k and dynamic viscosity µ) and for the
wrapper (i.e. thermal conductivity kw) in functional or tabular form, as well as
their temperature dependence. The module also allows to store the material name
and the reference for the material properties (e.g. handbook, journal article). This
information is echoed in output, so that a given simulation result can be traced back
to the set of thermophysical properties correlations adopted therein. The user (as
opposed to the developer/maintainer) has then only access to that module, whereas
the rest of the code is compiled as a static library. This prevents source code
modifications by the user, while allowing to possibly extend the code applicability
to the simulation of problems employing different materials and/or to easily update
the material property libraries.

Coolant properties TIFONE is specifically developed to support the design of
LFRs, therefore it must at least contain lead properties which are valid for the
foreseeable operational range of an LFR. However, due to the lack of significant ex-
perimental datasets using lead, code validation will rely on experiments performed
with sodium and/or Lead-Bismuth Eutectic (LBE). For this reason, properties for
these two latter materials are included in TIFONE as well. Selected coolant prop-
erties are listed in Table C.1.

Wrapper properties The wrapper materials to be embedded in the TIFONE
property database include:
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Material properties used for TIFONE

Unit Correlation Validity range Accuracy
Sodium [188]

ρ kg/m3 1011.8 − 0.22054 · T − 1.9226 × 10−5 · T 2 + 5.6371 × 10−9 · T 3 371-1644 ±0.4%
cp J/(kg K) 1629.1 − 0.83267 · T + 4.6208 × 10−4 · T 2 371-1155 ±0.4%
k W/(m K) 106.69 − 6.4494 × 10−2 · T + 4.8696 × 10−6 · T 2 371-1644 ±7%
µ kg/(m s) exp

(︂
556.835

T
− 0.3958 lnT − 6.4406

)︂
371-1500 ±4%

Lead [141]
ρ kg/m3 11441.0 − 1.2795 · T 600.6-2021 ±1%
cp J/(kg K) 175.1 − 4.961 × 10−2 · T + 1.985 × 10−5 · T 2 − 2.099 × 10−9 · T 3 − 1.524 × 106/T 2 600.6-2000 ±7%
k W/(m K) 9.2 + 1.1 × 10−2 · T 600.6-1300 ±15%
µ kg/(m s) 4.55 × 10−4 · exp

(︂
1.069×103

T

)︂
600.6-1473 ±5%

LBE [141]
ρ kg/m3 11065 − 1.293 · T 398-1927 ±0.8%
cp J/(kg K) 164.8 − 3.94 × 10−2 · T + 1.25 × 10−5 · T 2 − 4.56 × 105/T 2 400-1100 ±5%
k W/(m K) 3.284 + 1.617 × 10−2 · T − 2.305 × 10−6 · T 2 400-1100 ±15%
µ kg/(m s) 4.94x10−4 · exp

(︂
7.541×102

T

)︂
400-1173 ±8%

Table C.1: Coolant properties to be embedded in TIFONE.

• AISI 316 austenitic steel;
• 15-15 Ti austenitic steel, adopted e.g. in PHENIX;
• T91 ferritic-martensitic steel, which is foreseen to be adopted in ALFRED.

Selected wrapper properties are listed in Table C.2.

Unit Correlation Validity range Accuracy
AISI 316 austenitic steel [84]

k W/(m K) 9.106 + 1.502 × 10−2T 293-1200 ±5%
15-15 Ti austenitic steel [187]

k W/(m K) 8.826 + 1.707 × 10−2 · T − 2.315 × 10−6 · T 2 293-1273 ±8%
T91 ferritic-martensitic steel [39]

k W/(m K) 20.226 + 1.1363 × 10−2 · T − 4.82 × 10−6 · T 2 293-873 N/A1

Table C.2: Steel properties to be embedded in TIFONE.
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Acronyms

ADAS Atomic Data and Analysis Structure. 114
ALFRED Advanced Lead-cooled Fast Reactor European Demonstrator. 8, 134

BGK Bhatnagar-Gross-Krook. 261
BRC Bottom Ring Collector. 38, 40

CFD Computational Fluid Dynamics. 9, 11, 237, 238
CHF Critical Heat Flux. 5, 22, 60
CPS Capillary-Porous Structure. 3–5, 25, 26, 28–31, 33, 37, 39–41, 44, 59, 60, 63,

70, 71, 87, 89, 94, 98, 99, 102, 106
CX Charge eXchange. 45, 55, 113

DC Differential Chamber. 6, 94, 96, 98, 100–102, 104–106, 108, 120, 121, 123, 124
DFD Data Flow Diagram. 180, 193–200, 204, 205
DNS Direct Numerical Simulation. 171
DOC Design-Oriented Code. 8–11, 136–140, 143, 149, 154, 179, 235, 255, 256
DSMC Direct Simulation Monte Carlo. 126, 259, 261
DTT Divertor Tokamak Test. 3, 22, 23, 94

EC Evaporation Chamber. 6, 94, 98–102, 104–107, 114, 120, 123, 125, 260
ELM Edge-Localised Mode. 2, 3, 22, 25, 27, 86, 125, 128
EM Electro-Magnetic. 41
EOC End Of Cycle. 243, 248
ETB Edge Transport Barrier. 65

FALCON Fostering ALfred CONsortium. 8, 134
FEM Finite Element Modelling. 71, 72, 103, 105, 107, 109
FR Fast Reactor. 133
FRENETIC Fast REactor NEutronics/ThermalhydraulICs. 11, 237
FTU Frascati Tokamak Upgrade. 19, 30, 31
FW First Wall. 25, 27, 41, 62, 67, 85, 90, 98

GCR Gas-Cooled Reactor. 133
GIF Generation IV International Forum. 8, 131–133, 255
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Acronyms

HFP Hot Full Power. 250, 251
HLMCR Heavy Liquid Metal Cooled Reactor. 1, 8, 133, 134, 137, 138, 235, 252
HZP Hot Zero Power. 249, 250

IDC Inboard Differential Chamber. 95, 97, 110
IEC Inboard Evaporation Chamber. 95, 97, 108, 109, 122, 123
IT Inboard Target. 75
IW Inter-Wrapper. 8–10, 138–144, 146–151, 155, 159, 170, 172, 176, 181, 182, 185,

189, 192, 197, 207, 219, 221–225, 229, 231, 233, 235, 263

KALLA Karlsruhe Liquid metal LAboratory. 138, 219

LBE Lead-Bismuth Eutectic. 134, 219, 263
LCMS Last Closed Magnetic Surface. 19
LFR Lead-cooled Fast Reactor. 8–10, 133–135, 138, 140, 149, 173, 182, 221, 237,

238, 255, 263
LiMIT Lithium Metal Infused Trenches. 35
LM Liquid Metal. 1, 3–7, 23, 25–33, 35, 37–42, 44, 47, 59, 60, 64, 70, 77, 79, 80,

85, 90, 93–96, 98, 99, 102, 103, 105–109, 114, 116, 119–125, 131, 133
LMCR Liquid Metal Cooled Reactor. 8, 11, 133, 140–142, 235, 238
LMD Liquid Metal Divertor. 1, 3–6, 22, 25–28, 31, 33, 36–39, 41, 47, 48, 54, 59,

60, 62–65, 74, 77, 80, 82, 83, 85, 87, 89–91, 98, 127
LPD Linear Plasma Device. 27, 29
LWR Light Water Reactor. 10, 133

MA Minor Actinide. 133
MARFE Multifaceted Asymmetric Radiation From the Edge. 22
MC Main plasma Chamber. 6, 93, 94, 96, 98, 100, 105, 106, 124, 125, 260
MC Monte Carlo. 11
MD Molecular Dynamics. 259
MHD MagnetoHydroDynamic. 17, 18, 29, 44
MSR Molten Salt Reactor. 133

NE NEutronic. 8–11, 136, 238–241, 247, 248, 250, 253, 255, 256
NSTX National Spherical Tokamak Experiment. 30

ODC Outboard Differential Chamber. 95, 97, 110
OEC Outboard Evaporation Chamber. 95, 97, 118, 122, 123
OMP Outboard Midplane. 19, 50, 65, 109, 111, 114
OT Outboard Target. 74–81, 86–89

PDE Partial Differential Equation. 54
PDL Program Design Language. 180, 204–207, 217
PEX Power EXhaust. 2, 15, 22, 60, 127
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Acronyms

PFC Plasma-Facing Component. 2, 4, 19, 22, 25–28, 36, 41–43, 45, 63
PFS Plasma-Facing Surface. 3, 5, 15, 26, 28, 35, 37, 39, 41, 60, 63, 72, 106
PWI Plasma-Wall Interactions. 19, 29

SA sub-assembly. 8–11, 137, 138, 140, 141, 143, 146–151, 156, 173–178, 181–183,
185, 186, 188, 190, 219, 221, 233, 235, 237–240, 242, 245, 247–249, 251–253,
256

SC subchannel. 8, 10, 137, 138, 140–144, 146, 147, 149–156, 158–169, 171–173,
176–178, 182, 185, 186, 189, 192, 197, 207, 222–225, 227, 229, 233

SCWR SuperCritical-Water-cooled Reactor. 133
SDID Software Design and Implementation Document. 139, 179
SE Sheath Edge. 52
SFR Sodium-cooled Fast Reactor. 133, 134
SMR Small Modular Reactor. 8
SOL Scrape-Off Layer. 2–4, 19, 21, 25–27, 36, 37, 47, 49, 52, 54, 59–61, 64, 65,

78, 80, 81, 83, 86, 90, 93, 96, 97, 100, 102–105, 107–110, 114, 116, 122, 127
SQAP Software Quality Assurance Plan. 9, 139, 217
SRS Software Requirements Specification. 139, 140, 143, 179, 188, 217

TEMHD ThermoElectric MagnetoHydroDynamic. 35
TH Thermal-Hydraulic. 8–11, 136–138, 140, 143, 144, 149, 156, 221, 235, 238–240,

250, 252, 253, 255, 256
TIFONE Termo-Idraulica delle Fughe che Occorrono nel Nocciolo fra gli Elementi.

138
TM Thermo-Mechanic. 8, 9, 136, 138, 256
TRC Top Ring Collector. 38, 41

UML Unified Modeling Language. 193

VDE Vertical Displacement Event. 22, 27
VHTR Very-High-Temperature Reactor. 133
VOC Verification-Oriented Code. 8, 9, 11, 136
VT Vertical Target. 38
VV Vacuum Vessel. 37, 41
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