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Summary

From their experimental verification in 2009 magnetic skyrmions attracted great
interest thanks to many intriguing characteristics that this magnetic texture has.
Their small dimension suggested a possible application in high density data storage.
Their stability and the chance to be moved with low current densities compared with
other textures suggested their use as successors of domain walls in racetrack mem-
ories. In addition their rich dynamics linked to current stimulus, opened the door
to many other applications, starting from boolean logic circuits up to non-boolean
computation devices. The vast majority of research on applications of skyrmion
technology focused its attention on the proposal of single devices, studying basic
logic functions to demonstrate the feasibility of logic with skyrmion technology.
At the same time, the study of complex systems based on this technology is still
lacking, only few examples in literature have been presented. For other technolo-
gies, both electric and magnetic, an important step in their evolution has been
the study of the challenges and possibilities that arise from the implementation of
logic systems able to solve complex problems. The design of a complex system,
indeed, permits to better appreciate the strength of a technology but also to reveal
possible drawbacks linked to circuit integration. Moreover, the realization of these
systems is useful on one side to have a comparison with already tested and known
technologies and on the other to shed light on the design challenges that might ap-
pear implementing complex circuits in a specific technology. The presented thesis
has the goal to address this issue for skyrmion technology, providing a wider view
on skyrmion systems. The thesis starts from the study of possible strategies for
complex circuit design, based on skyrmions and later proposes designs in skyrmion
technology with increasing complexity. In particular, the design proposals, focuses
on logic in memory architectures. Skyrmions are indeed a promising memory tech-
nology. This aspect, together with the possibility to realize logic functions, suggests
a preferable application in architectures that embeds both non-volatile memory and
logic. Finally, another way to design magnetic circuits employing skyrmion technol-
ogy has been explored. The proposal done in the last chapter is based on a circuit
structure in which different magnetic technologies can successfully communicate
and realize different tasks. This connection allows to design circuits in which dif-
ferent operations of the algorithm are accomplished by different technologies, each
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one optimized for its own application. The proposal in particular focuses on the
demonstration of the interface used to put in communication Perpendicular Nano-
magnetic Logic and Skyrmion technology. In the proposed interface the skyrmion
technology, that is the memory technology, can pass the information stored in form
of skyrmion to perpendicular nanomagnetic logic that realize the logic part of the
circuit. The opposite conversion is also demonstrated: the information coming
from the Perpendicular Nanomagnetic Logic is translated in skyrmion form to be
stored back in memory. This direct interface between the two technologies opens
interesting scenarios in which magnetic logic can potentially access with very high
bandwidth the magnetic storage without any electrical conversion needed.
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Chapter 1

Introduction

1.1 Micromagnetism
There are several descriptions that can be used to represent magnetic systems.

Originating at quantum level and being described up to very large scales, mag-
netism can be described at different scales depending on the target of the study
and on the grade of approximation acceptable. The presented study deals with
static and dynamic characteristics of magnetic textures in ferromagnets. For this
reason the most suitable approach is the micromagnetism. Micromagnetism is a
theory regarding magnetization in magnetic materials formalized by Brown [1] that
describes the evolution of magnetization considering constant the magnetic char-
acteristics of the material over small volumes with dimensions higher than atomic
distances. The magnetic contributions of atomic structures are averaged over this
volume resulting in a single magnetization vector describing the complete volume.
In this approach the magnetization is considered a continuously varying quantity.
This kind of approximation allows to not consider explicitly the atomic structure
of the material and simplify the calculation obtaining under some assumptions a
good agreement with experimental results. With this description energy minimiza-
tion problems can be solved allowing to study magnetic domains. At the same
time, taking advantage of dynamical equations, the evolution of the system can be
studied in time.

1.1.1 LLG equation
When considering the evolution of magnetic moments in time, an accurate de-

scription of the magnetization dynamic can be done with the Landau-Lifshitz-
Gilbert (LLG) equation. The equation is the following [2, 3]

dm

dt
= −µ0γ(m × Heff ) + α(m × dm

dt
) (1.1)
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where m is the magnetization normalized by the saturation magnetization of the
material, γ is the electron gyromagnetic ratio, α is the damping parameter of the
material and Heff is the effective magnetic field that embeds different contributions
to the magnetization dynamics.

Figure 1.1: Evolution of the magnetic moment direction in response to an effective
field.

In the equation the first term describes the precessional movement of magnetic
moment around the direction of the effective field. The second term describes the
relaxation of magnetization along the effective field direction. In the stable state
the magnetization has the tendency to align with the effective field direction in
order to minimize the magnetic energy of the system. The resultant movement of
magnetization in response to an effective field is shown in figure 1.1 The effective
field derives not only from external applied fields but from all the contribution to
the energy of the magnetic moments. This field can be expressed as:

Heff = − 1
µ0Ms

∂EV

∂m
(1.2)

where EV represents the Gibbs free energy energy density.

1.1.2 Magnetic energies
The allowed stable magnetic state in a ferromagnetic system depends on the

energy associated with the required states. In addition the evolution of a partic-
ular system is strictly related to the energies acting on the system. Finally many
information can be drawn from the energy landscape

2
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1.1.3 Exchange Energy
Exchange energy originates from spin-spin interactions. The energy of interac-

tions between neighbor spin Si and Sj can be computed by means of the Heisenberg
Hamiltonian as [4]

H = −2 ∗ J ∗ Sî ∗ Sĵ (1.3)
where Si,Sj are dimensionless spin operators and J is the exchange constant b
neighbor magnetic moments. From equation is possible to see how in case of positive
exchange constants the lowest energy state is achievable for parallel spin direction.
In this situation a ferromagnetic exchange between neighbor magnetic moments
is present. In case the exchange constant J<0 the most favorable arrangement is
for neighbor moments aligned in antiparallel direction. This exchange interaction
is called antiferromagnetic exchange interaction. The energy density linked with
exchange interaction is the following:

Eex = A · (∇m)2 (1.4)

where A is the exchange stiffness of the material defined as A ∼ kJS2/2. In
this definition, obtained considering only the closest neighbor and considering Si

as a classical vector, J is the nearest-neighbor exchange integral, S is the spin
magnitude, a is the lattice constant, and k is a factor that depends on the symmetry
of the lattice and that is in the order of unity [4].

Dzyaloshinskii–Moriya interaction

In materials lacking inversion symmetry an additional exchange term is involved
when computing the system energy: the Dzyaloshinskii–Moriya interaction (DMI).
Given a system composed by two neighbor magnetic moments represented as Sî

and Sĵ and a third element having a strong spin-orbit coupling interaction with
both elements, as shown in figure 1.2 the Hamiltonian linked to this interaction is
given by:

HDM = Dij · (Sî × Sĵ) (1.5)
where Dij is the DMI vector accounting for the exchange interaction between the
neighbor magnetic moments. Due to symmetry considerations of the structure
the D vector has a direction perpendicular to the plane hosting the two spins
and the third high spin orbit element. Differently from the traditional exchange
interactions, this term favors a rotation of neighbor spins. For this reason DMI
interaction is also called anti-symmetric exchange. [5]

The DMI interactions can be found in bulk materials lacking inversion symme-
try [6, 7] where the presence of a high spin orbit material determine this kind of
interaction between neighbor magnetic moments. DMI can be found also in thin
films composed by a high spin orbit metal and a ferromagnetic material [8, 9, 10].
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(a) (b)

Figure 1.2: Dzyaloshinskii–Moriya interaction in bulk materials (a) and at the
interface between a ferromagnet and an high spin orbit metal (b)

These two classes of material will be particularly important for the stabilization of
skyrmion magnetic textures.

1.1.4 Demagnetizing energy
Demagnetizing energy originates from the direction of magnetic moments inside

the sample. The demagnetizing energy is one of the non-local contributions to total
magnetic energy. Knowing the direction of a magnetic moment and the direction
of the demagnetizing field the energy density of the demagnetizing field can be
computed as:

Edemag = −1
2M · Bdemag (1.6)

where boldsymbolBdemag is the demagnetizing field generated by the different
magnetic moments of the material.

1.1.5 Anisotropy Energy
Anisotropy energy is a kind of energy that can determine together with de-

magnetizing field an anisotropic behavior between neighbor magnetic moments. In
particular this kind of energy sets in different materials favorable directions for mag-
netization. Its origin can be found in the symmetry of atomic spins in the hosting
lattice. The anisotropy arising from this interaction is called Magnetocrystalline
anisotropy. The main interaction giving rise to such phenomena is the Spin Orbit
Coupling (SOC) [4]. Depending on the symmetry of the lattice different directions
can be favored. From an isotropic representation of energy like the one produced
by the exchange interaction alone represented by a sphere, figure 1.3a, a possible
anisotropic energy function is represented by the shape in figure 1.3b. The points
of interest in such energy landscape are the one in which the directional derivative
with respect to magnetization of the anisotropy energy density function is zeroed:

∂fAN(m⃗)
∂m⃗

= 0 (1.7)
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where m⃗ is the magnetization vector and fAN(m⃗) represents the anisotropy free
energy function.

The local minima of the anisotropy density function are solutions of the above
equation they identifies preferred directions in magnetization and are usually called
easy-axes. The other solutions of the equation are saddle-points and local maxima,
these points are usually referred as medium-hard axis and hard axis respectively.

The most simple representation of anisotropy energy is the one in which a single
space direction dominates. In this kind of anisotropy the energy is invariant with
respect to rotation around this direction and the energy is a function of the angle
between the magnetization vector and this direction. This kind of anisotropy is
called Uniaxial Anisotropy. A general expansion for the a typical energy density
function describing the uniaxial anisotropy case is the following:

fAN(m⃗) = K0 + K1sin2θ + K2sin4θ + K3sin6θ + ... (1.8)

in which θ is the angle between the dominating anisotropy space direction and the
magnetization vector m⃗, and Kn are the anisotropy constant of order n. Taking

(a)
(b)

(c)

Figure 1.3: Energy distribution as function of the magnetization direction a) Ex-
change interaction normalized energy distribution b) Uniaxial anisotropy energy
distribution with positive first order anisotropy constant resulting in an easy axis
anisotropy c) Uniaxial anisotropy energy distribution with negative first order
anisotropy constant resulting in an easy-plane anisotropy

into account only the first order in equation 1.8 two kind of anisotropy can be
easily identified: easy-axis anisotropy and easy-plane anisotropy. In the first, K1 is
positive and the resulting energy density function is the one showed in figure 1.3b.
As it is possible to see, the anisotropy axis in this case has become the preferred
direction or easy-axis. In fact the energy density function has only two energy
minima corresponding to θ = 0 and θ = π. In the second, K1 is negative and
the minimum of the fAN function is obtained for θ = π

2 . This correspond to the
magnetization lying on the plane orthogonal to the anisotropy axis. For this reason
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there is not anymore a preferred axis for magnetization, but a continuous degen-
eracy of equivalent orientations lying on a plane. The resulting energy landscape
is represented in figure 1.3c. In addition to this form of anisotropy, non-isotropic
behavior can be caused also by demagnetizing fields originated by grain or sample
non-symmetrical shape and mechanical stress causing a forced movement of ions
inside the material.[4] The first phenomena is referred as shape anisotropy [11] ,
due to the dependency from the shape of the magnetic sample, the second is called
magnetoelastic anisotropy. [12]

Interface magnetic anisotropy

Considering all the anisotropic contributions it is possible to express the mag-
netic anisotropy density with an effective anisotropy term Keff in the following
form:

E = (Keff )sin2θ (1.9)
The Keff term comprehend both the contributions from the anisotropic effect

generated by the demagnetizing fields and from the magneto crystalline anisotropy.[13,
14]

In case of thin films with a thickness of few nanometers or lower, an additional
term should be added to the effective anisotropy effect, the interface magnetic
anisotropy contribution. In thin films with very low volume the interface presence
promotes an additional term in the anisotropy energy.

Considering a ferromagnetic material sandwiched between two other non-magnetic
layers the effective anisotropy can be expressed as:

Keff = Kv + 2 ∗ Ks

t
(1.10)

where Ks is the surface magnetic anisotropy term, Kv is the term that includes
the magneto crystalline anisotropy and the anisotropy generated by demagnetizing
fields and mechanical stress and t is the thickness of the ferromagnet. In equation
1.10, the ferromagnet is considered sandwiched between two equivalent materials.
In case of different materials the term Ks should be substituted by the two interface
anisotropy constants specific for the two interfaces. It is important to notice that
Ks, usually in the order of 1 × 10−3 J m−2, becomes comparable with the anisotropy
term in the order of 1 × 105 J m−2 in materials like Co or CoFeB, only for thicknesses
in the order of nanometers. [13]

The critical thickness tc can now be defined as the negative ratio between the
surface anisotropy and the other contribution.

tc = −2 ∗ Ks

Kv

(1.11)
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At a thickness equal to tc, the Keff term is 0 indicating a transition from a
regime in which the Kv term was dominating in the Keff calculation to another in
which Keff is strongly affected by the surface induced anisotropy.

This concept is of great importance in the materials explored in this thesis
that show, thanks to the surface contribution, a magnetization perpendicular to
the magnet plane. In particular, skyrmions require the presence of a perpendicular
magnetic anisotropy (PMA) of the material to be stabilized. Also the perpendicular
nanomagnetic logic (PNML), discussed later in the thesis is based on single easy-
axis anisotropy materials with strong PMA.

Finally the origin of the Ks at the interfaces between a ferromagnet and an oxide
can be found in the complex hybridization process between electronic orbitals at the
interface between the two materials. It was also demonstrated both theoretically
[15] and experimentally [16, 17] that applying an electrical field at the interface
of between these materials can influence the strength of the magnetic anisotropy.
This effect can be associated with the influence of the electrical field applied on the
electron accumulation at the interface and the ion-migration from the oxide. This
effect is called Voltage Controlled Magnetic Anistropy (VCMA) and it is of great
interest for applications as will be discussed later in the text. [16]

1.1.6 Zeeman Energy
Zeeman energy is the energy linked to external magnetic fields. When an exter-

nal magnetic field, Hext is applied to a magnetic media the related energy density
can be computed as follows:

EZeeman = −µ0Msatm · Hext (1.12)

1.1.7 Thermal Energy
The thermal energy is a term considered in the computation of the free energy of

a magnetic system linked with temperature effect on the single magnetic moment.
A possible formulation for such energetic component was given by Brown in [18].
The thermal fluctuation were derived by Brown for the case of a single domain
magnetic particle fluctuating for the temperature effect. The thermal field can be
modeled in the micromagnetic framework as a fluctuating field in the following form
[19]

Btherm = η

√︄
2µ0αkBT

µ0MsatγLL∆V ∆t
(1.13)

where α is the damping constant, T is the temperature, kB is the Boltzmann
constant, Msat is the saturation magnetization, γLL is the gyromagnetic ratio and
η is a random vector direction with normal distribution that varies in time. ∆V
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is the dimension of the unit volume used for the discretization and ∆t is the time
step used to evaluate its variation.

This theory requires a more complex formulation of the LLG. The expressed
temperature is often not referred to a real temperature but more often to an effective
temperature especially when temperature is far from 0K. [20]

1.2 Skyrmions
Skyrmion theory finds its origin in nuclear field theory. In 1962 the physi-

cist Tony Skyrme proposed skyrmions as topologically stable field configuration of
non-linear sigma models to describe interacting pions [21]. This concept was used
then in other branches of physics to describe other phenomena as elementary par-
ticles, liquid crystals, quantum Hall magnets and Bose-Einstein condensates.[22]
In magnetism, the concept was used to indicate a magnetic configuration that in
the micromagnetic continuum approximation is represented by a topological soliton
with well-defined characteristics. Magnetic skyrmions are defined as chiral spin tex-
tures with whirling configuration. These configuration predicted theoretically by
Bogadnov et al. [22] were then experimentally demonstrated first in many types of
B20-type bulk helimagnets [23] and later in thin films with heavy metals interfaces
[10, 24, 25]. Particularly appealing for applications in solid-state circuits was the
demonstration of skyrmions stabilization at room temperature and low or zero bias
field.[boulle2016room]

1.2.1 Magnetic skyrmions types
The main interaction that allows to stabilize skyrmions in ferromagnetic systems

is the DMI, discussed in section 1.1.3. This interaction favors in fact the spin
canting allowing the existence of helical and skyrmion states. [26] Depending on
the different kind of DMI, different types of skyrmions are stabilized in magnetic
materials. In presence of bulk DMI, interaction present in B20 ferromagnets, the
skyrmion stabilized is called Bloch skyrmion. This kind of skyrmion is shown in
figure 1.4a. In case the DMI interaction is developed at the interface between the
ferromagnet and another material, the stabilized skyrmion is called Néel Skyrmion.
This case is common in thin films where the ferromagnetic material is in contact
with an high spin orbit material.

Both the skyrmions are characterized by a core polarization opposite to the one
of the bulk. The magnetization goes from the core to the outer polarization by
means of a domain-wall, in which the magnetization rotates gradually from one
polarization to the other.

Bloch skyrmions are characterized by a domain wall, enclosing the structure,
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(a) (b)

Figure 1.4: Skyrmion textures. a) Bloch type skyrmion; b) Néel type skyrmion

with circular chirality. In this case the magnetization, from the core, rotates clock-
wise or counter clockwise in the plane tangent to the skyrmion profile. This tran-
sition produce a skyrmion with spiral-like shape. Néel skyrmions differ from the
previous in the transition zone. The transition from the inner polarity to the exter-
nal is a rotation in the plane perpendicular to the skyrmion profile. The rotation
can happen also in this case in both clockwise and counterclockwise direction.

1.2.2 Topological charge
In most definitions, magnetic skymion are characterized by a set of numbers

that allows a compact description of this magnetic texture. These three numbers
are the topological charge, the helicity number, and the vorticity number. The
most important number in the definition of a skyrmion is the topological charge.
This number is defined as follows:

Qs = 1
4π

∫︂
S

m⃗ · (∂m⃗

∂x
× ∂m⃗

∂y
)dxdy (1.14)

where Qs is the topological number, m⃗ is the normalized magnetization vector
and S is the ferromagnet surface. For skyrmion textures this number, referred also
as Pontryagin number, is an integer number. Geometrically, the absolute value of
the topological number equals to the number of times the magnetic texture wraps
the unit sphere. The skyrmion can be mapped to a sphere considering one spin
direction at one pole and the boundary spins at the other and mapping all the other
spin around the sphere.

1.2.3 Vorticity number
Taking advantage of the symmetry of skyrmions, it is possible to express the

magnetic texture of skyrmions in this form [27]:

9



Introduction

m(r) = (cosΦ(ϕ)sinΘ(r), sinΦ(ϕ)sinΘ(r), cosΘ(r)) (1.15)
where polar coordinates r = (rcosϕ, rsinϕ) were used. In particular the func-

tions Φ and Θ represent respectively the polar and the azimuthal angle of the
magnetic moment.

Now, the 1.14 can be rewritten in the following terms:

Qs = 1
4π

∫︂ ∞

0

∫︂ 2π

0

dΘ(r)
dr

dΦ(ϕ)
dϕ

sinΘ(r)drdϕ = 1
4π

[Θ(r)]r=∞
r=0 [Φ(ϕ)]phi=2π

phi=0 (1.16)

The term [Φ(ϕ)]phi=2π
phi=0

2π
is defined as the vorticity number. More in general the

vorticity can be defined as the number of revolutions a vector does with reference
to a defined direction following a path. In case of skyrmions, the number expressed
by the vorticity refers to the rotation of the projection on the xy plane of the
magnetic moments constituting the skyrmion texture considering the z axis as the
direction normal to the film and moving along the texture profile in a closed path.

In figure 1.5, it is possible to see different vorticity calculations for different
magnetic textures.

Figure 1.5: Vorticity computation for different magnetic configurations.

Finally computing the vorticity number, Qv, it’s possible to compute the skyrmion
number:

Qs = Qv

2 ∗ [Φ(ϕ)]phi=2π
phi=0 (1.17)

1.2.4 Helicity number and polarity
The helicity number, Qh, is the third parameter used to characterize the skyrmion.

The helicity number is defined as the phase in the equation of the azimuthal angle
of magnetization [27]:

Θ(r) = pϕ + γ (1.18)
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where γ is the helicity number, p is the core polarization of the skyrmion and
ϕ is the azimuthal angle. This parameter is determined from the kind of DMI
interaction that stabilizes the skyrmion in the magnetic system. In case of bulk
DMI, that stabilize a Bloch skyrmion, the helicity number will be π

2 or 3π
2 . In case

of interfacial DMI, the the helicity number will take a value equal to 0 or π. Finally
the polarization m is determined by the direction of the magnetization in the core
of the skyrmion.

1.2.5 Nucleation
Nucleation of skyrmions is a crucial mechanism for applications. An important

characteristic of a skyrmion device is the ability to nucleate a skyrmion depending
on the input information. This characteristic is also important when considering
the advantages of the realization of skyrmion memories as data storage devices.
The principal mechanisms shown in literature are based on different phenomena
temporal variation of local anisotropy [28], external magnetic fields [29], current
injection and nucleation with magnetic tunnel junctions [30]. The nucleation by
means of vertical spin polarized currents was one of the first proposed in literature
[31]. The nucleation is based on the injection of a vertical polarized spin current.
The polarization of the injected current is in the direction of the skyrmion core.
In this process, the injection favors the nucleation of a new domain that, then, is
stabilized in a skyrmion state. The nucleation of skyrmions with this process has
been studied theoretically and through micromagnetic simulations. The results of
simulations show how the amplitude of the pulse should be carefully calibrated to
avoid the nucleation of generic domains or the missed creation of the skyrmion. A
favoring condition can be also represented by the presence of an external field that
lowers the nucleation time of the skyrmion. [31, 32]

(a)

(b)

Figure 1.6: Nucleation of skyrmion by means of vertical polarized current in a
circular dot of CoFeB α = 0.015, D =3 mJ m−2. Image reproduced from [31]

Another mechanism proposed for controlled nucleation is the use of injected
currents in the ferromagnet plane. The current injection in the magnet plane can
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be used in two different ways to produce a skyrmion: to favor the topological
transition of a domain or by nucleation at defects. The first technique proposed by
Zhou et al. in [33] and by Jiang et al. in [34] takes advantage of the current to push
a generic domain in a constriction and to generate from it a skyrmion texture. The
mechanism recalls the one of generation of soap bubble or the generation of a droplet
from a liquid. Finally a similar method was also employed for the realization of a
nano-device by Finizio et al., where a vertical contact at first nucleates a domain
from which a skyrmion is detached with the application of an in-plane current
[30]. Another method that takes advantage of in plane current was proposed by
Iwasaki et al. [35] and takes advantage of the spin rotation around an engineered
notch to generate a bubble upon the application of a strong enough current. The
mechanism has been studied in bulk materials where Bloch type skyrmions are
stable configurations.

The usage of external magnetic field is also possible for the nucleation of skyrmions
with magnetic field gradients as demonstrated by Casiraghi et al. [36], in which
upon the application of a localized magnetic field by means of local magnetic field
by means of a MFM tip skyrmions were nucleated. An external magnetic field was
also demonstrated to be capable of nucleating a skymion in presence of an engi-
neered defect. In [29] Fallon et al. demonstrated how an engineered defect, created
by means of focused ion beam irradiation, can produce locally a skyrmion in the
position of the defect upon the variation of the applied magnetic field.

Finally a method that was demonstrated recently is the nucleation obtained
with local anisotropy control by means of VCMA. In [28] the authors reported
the creation of skyrmion textures upon the application of a voltage to an het-
erostructure with antiferromagnet/ferromagnet/oxide composition. The electrical
control of anisotropy was demonstrated effective also for the manipulation [37] and
movement of skyrmions in tracks [38].

1.2.6 Detection
The detection of skyrmions, as well as the nucleation is a fundamental mecha-

nism in applications. The skyrmion devices need the capability of communicating
to the other systems the information they encode.

In particular, the detection is possible by optical and electrical means. The opti-
cal methods are suitable for laboratory environments where the skyrmion phenom-
ena are isolated and studied. Different imaging techniques are available. Among
them one of the most used is the Magneto-Optical Kerr Effect (MOKE) imaging
that is based on the optical Kerr effect. The magnetic polar Kerr effect links the
change in polarization or intensity of incident light with the magnetization of the
imaged material. In particular the polarization change of the light is widely used
to image magnetic materials. The limitation of this technique is in the resolution
that is limited by the diffraction limit of the visible light. For this reason, often
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skyrmion structures that can have dimensions in the order of hundreds or tenth of
nanometers are often imaged also using X-ray magnetic circular dichroism (XMCD)
technique. In particular the XMCD is the effect correspondent to the MOKE effect
for X-rays [39], the technique measures the absorbtion of X-ray polarized beam
and uses this information to build an image of the magnetization. The lower wave-
length of X-rays with respect to visible light used in MOKE measurements, allows
to image magnetic textures with higher resolution and has been used in different
studies to image skyrmions in ferromagnetic materials. [40, 41, 42].

Despite these techniques give important information on skyrmions, they’re only
suitable for experiments. The electrical detection is indeed required for applica-
tion. Regarding electrical detection of skyrmion three main techniques have been
proposed: Hall effect [43, 44], resistance change in magnetic tunnel junction with
change in the tunneling magneto resistance [45, 46] and non-collinear magneto resis-
tance effect [47]. These techniques represent a great promise for the integration of
circuits based on magnetic skyrmions. In particular the reading by means of mag-
netic tunnel junctions is promising for its compactness. At the same time all these
techniques showed low signal to noise ratios that makes the electrical detection of
skyrmion a challenging task with many open challenges.

1.2.7 Skyrmion dynamics
One of the most important characteristic of skyrmions is their response to cur-

rent stimulus. In fact when subjected to current, the skyrmion, like other magnetic
textures, moves showing a rich dynamic. During the movement, up to a current
density threshold, the skyrmion drifts. This movement suggested skyrmions as pos-
sible alternatives for Domain wall (DW) racetrack memory proposed by Parkin in
2008 [48, 21]

Spin Transfer Torque

A phenomena that can promote the movement skyrmions in ferromagnetic ma-
terial is the STT. This effect can be present in different scenarios. For example
when a current passes through a ferromagnetic layer after crossing another one with
magnetization non-collinear. In this case, the second ferromagnet absorbs part of
the angular momentum that is carried by the electrons. Another case in which
spin transfer torque is present is when a current crosses a non-uniform magnetic
configuration like a domain wall. In both scenarios, the local angular momentum
of the magnetic material is transferred to the local magnetic moments. Therefore,
the local magnetization feels an equal opposite torque. This contribution has been
inserted in LLG equation adding two terms to the torque: an adiabatic torque and
a non-adiabatic one. The first torque refers to situations in which the transfer of
momentum is complete and the spins follow adiabatically the local magnetization.
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This torque can be expressed with the following equation [49]

τST T −ADIABAT IC = µ0γℏP

2µ0eMs

(j · ∇)m (1.19)

where γ is the gyromagnetic ratio, P is a coefficient of polarization, e is the electron
charge, Ms is the saturation magnetization, j is the current density flowing in the
ferromagnet, m is the magnetization direction.

In systems with non-negligible spin-orbit coupling the picture is not complete
with the term presented in the equation 1.19. For this reason a second term is taken
into account and is present in systems in which the variation of magnetization is
rapid and the spin of electrons crossing the magnetization cannot follows completely.
This non-adiabatic contribution is expressed with the following expression:

τST T −NON−ADIABAT IC = µ0γℏP

2µ0eMs

βm × (j · ∇)m (1.20)

where β is the non-adiabatic constant.

Spin Hall Effect

The Spin Hall Effect is a phenomena involving generation of transversal pure
spin current in response to charge current traversing a non-magnetic layer. In par-
ticular the non-magnetic layers generating the spin currents are characterized by
high spin orbit coupling like heavy metals. In the spin Hall effect a spin accumu-
lation with opposite spin polarity happens at opposite edges of the metallic layer.
In a stack with a ferromagnet in contact with the non-magnetic metal, the spin
accumulation produced by a current flowing in the non-magnetic layer expands in
the ferromagnet. A pure spin polarized current flowing in the vertical direction is
then produced. This current interacts with magnetization producing a torque on
the local magnetization. The effect of spin Hall current can be included in LLG
with a torque term in the following form:

τSHE = − γ0ℏjθsh

2µ0eMsd
m × (m × p) (1.21)

where p is the polarization direction of the current, θSH is the spin-hall angle and
d is the thickness of the ferromagnetic layer. The polarization of the spin current
can be computed as (ẑ × jHM) where ẑ is the direction normal to the ferromagnet
plane. The spin Hall angle indicates the ratio between the current flowing in the
heavy metal and the spin current generated.

Skyrmion motion under current stimulus

When subjected to current stimulus, skyrmions in ferromagnetic systems show
both a longitudinal and a transverse velocity with respect to the current direction.
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The presence of both the components makes the skyrmion deviate on one side
of the sample while moving in the direction of the current. This effect is called
Skyrmion Hall Effect (SkHE) and is responsible for the upper current threshold
showed by skyrmions that moves in a nanowire. [24, 50]. To better understand the
current movement in response to a stimulus a formalism that can be used is the
Thiele formalism. This formalism was developed by Thiele in 1973 to describe the
movement of hard magnetic bubbles and other domains in steady movement [51].
Considering a stable magnetization and a steady state movement the movement
of the skyrmion can be expressed with the equation 1.22. The following equation
refers to a skyrmion pushed by a current flowing in the underlayer of a thin film
ferromagnet. The driving effect is therefore the Spin Hall Effect (SHE). The
considered skyrmion texture is a Néel skyrmion [52]

G × (vd) + αDvd + 4πBJHM + F = 0 (1.22)
where vd is the drift velocity of the skyrmion center, G is the gyromagnetic vector

and finally B is a factor used to convert convert the electrical current stimulus in
the drift force for the skyrmion movement [52]. The term F takes into account
all the other forces that derive from other characteristics of the mean in which the
skyrmion is moving as the confinement effect, the local variations of anisotropy, the
repulsion from other skyrmions and others.

The gyromagnetic vector G for a single skyrmion can be expressed as G =
(0,0,4πQ) where Q is the skyrmion number. This component in particular is the
source skyrmion Hall effect. The factor D is the dissipative tensor. The dissipative
factor Dij can be computed with the following [24, 52]

Dik = 1
4π

∫︂
S
(dm

dxi

· dm

dxk

)dxidxk (1.23)

For magnetic skyrmion Dik ∼ 1 for i = k and Dik = 0 for i /= k.
From the above equation, considering a current flowing in the x direction JHM =

(j,0,0) and the additional potential F = 0, the following velocities can be expressed
explicitly: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

vd,x = −jαDB
(αD)2+Q2

vd,y = jQB
(αD)2+Q2

(1.24)

From the above, it is possible to see that as long as a current is present both the
components are present and that the ratio vd,x

vd,y
= −Q

αD
. Being D = 1 and α < 0.1 for

a common ferromagnetic material, it is possible to see that vd,y >> vd,x. In common
ferromagnetic material, the transverse velocity is higher in magnitude with respect
to the drift velocity in the current direction. [24]
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Finally, it is worth noticing that with different core directions, equivalent to
skyrmion numbers Q with opposite signs, the transverse velocity vd,y changes sign,
while the drift velocity in the current direction remains in the same direction.
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Chapter 2

Design flow for complex circuits
based on skyrmions

2.1 Motivation
The first goal of this thesis is to bridge the gap between the device level and

complex systems simulations based on skyrmion technology. The first has been used
extensively in literature and it’s based on a well established approach, that is the
micromagnetic approach [19, 53, 54], section 1.1. This simulation level is usually
solved using a finite difference or finite element approach. Many software have been
proposed for the numerical solution of this problem but among them the most used
are OOMMF [54], the de facto standard for micromagnetic studies and Mumax3, a
GPU-accelerated micromagnetic finite-difference software [19]. Both OOMMF and
Mumax3 solve the micromagnetic problem using a finite-difference approach. This
approach requires a meshing step of the device under study, respecting the char-
acteristic exchange length of the material defined as lex = 2

√︃
A

µ0M2
s

2

, e.g.5.6 nm for

CoFeB thin films [52]. At this point, the simulator computes the torque for every
element of the mesh using an adequate form of the LLG equation and advance of
a single time step. This process is then repeated until the running conditions, the
total simulation time or other physical conditions, are met and then the simulation
is stopped. The great number of independent computations required, made the
employment of GPU devices particularly effective in the solution of micromagnetic
problems [53]. This approach allows to describe with sufficient precision a great
number of magnetic phenomena and it’s widely used to explore both the basic
physics and applications in devices. Part of this thesis, as well, is based on this
approach in order to verify at device level the correctness of the proposed solutions.
Despite the great precision and efficiency given by this approach, this method is
difficult to apply to complex systems. These systems, based on hundreds of gates,
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Design flow for complex circuits based on skyrmions

exceed by far the acceptable dimensions for micromagnetic simulators. Even re-
stricting the study to basic blocks, the computational effort remains considerable
and consequently the time required for simulations. An example of the time re-
quired for simulations is shown in table 2.1. Structures with increasing complexity
were simulated with mumax3 measuring the run time of the simulation to perform
a 5 ns simulation. The simulation were performed on a NVIDIA Tesla P100. The
mesh size is set to 1 nm2 × 1 nm2 × 0.5 nm2. The simulations were run with adap-
tive time step with minimum value 1 × 10−14 ns and maximum value 1 × 10−12 ns
with solver rk45, employing the Dormand-Price method for the solution of the LLG
equation. [19]

Table 2.1: Computation time required by mumax3 on GPU for 5 ns of simulation

Structure Mesh Size Simulation Run Time
[s]

Simple Track 512 × 30 × 2 7 min
Curbed Nanotrack 512 × 50 × 3 16 min
AND/OR gate -
Skyrmion Logic [55] 150x200x3 15 min

XOR gate - Skyrmion
Logic 512x256x3 48 min

When dealing with devices designed and verified with micromagnetic simula-
tions, a possible design methodology of logic systems is the one showed in figure
2.1.

The presented design flow represents a possible approach to design a logic system
with part of the circuit realized in skyrmion technology and part in CMOS. In logic
circuits based on emerging technologies usually a part of the logic is realized in
transistor technology to complement the functions that cannot be easily realized
with that technology or for compatibility with the electrical environment . In the
architectures that will be analyzed later in the thesis the control is usually realized
in CMOS technology for the superior speed and communication capabilities of this
technology with respect to skyrmions. In the presented design flow the first step is
the identification of the basic operations and of the basic boolean logic structure
of the circuit, used to perform the algorithm. With these information, the design
process proceeds to the technology dependent phase. The design procedure focuses
on one side on the design of the datapath for data elaboration and on the other on
the design of the control unit required for the correct operation of the datapath.
The control unit, usually designed in CMOS technology, can now follow a well
defined path, starting with a VHDL or Verilog description of the circuit that will
be used for its simulation and later for the synthesis. The toolchain used for this
design is standard in industry. On the contrary, the datapath needs the definition
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Figure 2.1: Design flow example using exclusively micromagnetic simulation for the
datapath design

of the physical structure of the required gates and interconnections required for the
correct circuit functionality. The physical circuit needs now to be simulated. If the
circuit is extremely regular the simulation of basic gates is enough to represent the
complete circuit functionality. In case of circuits composed by many different units
and with a complex interconnection schemes, many simulations of the different
parts of the circuit are needed. In addition, for every block, all the admitted input
combinations should be tested. As previously shown in 2.1, a basic block as a XOR
gate can require up to 48 minutes per input combination for a 5 ns simulation. For
skyrmions logic, in addition the gates can have additional electrical inputs used to
control the skyrmion flow in the gate, that increase the number of conditions to
test in the circuit. After the basic blocks have been simulated, the performance
can be extracted from the simulations and joined with the results from the logical
synthesis to derive the overall performance of the design. In this situation the
design flow presented above misses two important steps that can be critical in
the design of complex circuits: only small portion of the skyrmion datapath can be
executed at once and the control cannot be verified directly on the complete circuit.
The former limits the verification possibilities of circuits in an acceptable time, a
design error in this framework could lead to a non-negligible additional time in the
design flow. The latter is fundamental to understand if the control can correctly
guide the datapath with the correct timing. Finally, in this scenario even the
verification of the interactions between gates is left to a manual verification process
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that can be difficult in case of complex circuits with long interconnections and lead
to errors requiring expensive redesign and verification passages. In this chapter, an
alternative to the previous design flow focused on skyrmion technology is proposed.
In the proposed flow, the simulation of heterogeneous designs is executed in a
single environment at the price of a reduction in the accuracy of the description of
the phenomena involved but with a considerable speedup of the simulation time,
an easier design process and the possibility to directly verify the complete circuit
operation in a single environment.

2.2 Skyrmion devices
Before going into details on the design flow, a presentation of the state of the

art regarding skyrmion gates for boolean logic is done. The solutions presented in
this section are able to elaborate a boolean information stored in form of skyrmion
encoded in presence of the magnetic texture and produce at the output an informa-
tion in form of skyrmions. In many of the presented proposals the skyrmion value
is read and the corresponding electrical signal is then used for further elaboration.

2.2.1 Skyrmion Domain-Wall logic
The first family of gates analyzed, was proposed by Zhang et al. in [56]. The

logic proposed takes advantage of the possibility of converting a skyrmion into a
domain wall and viceversa as already studied by Zhou et al. in [33]. The conversion
from skyrmion to domain wall is based on the fact that an isolated domain colliding
with an edge can break the continuity of the domain wall that encloses it. If the
domain collides with the boundaries in a constriction small enough to host a domain,
the conversion is possible as shown in figure 2.2. The opposite conversion is more
delicate but it’s based on the principle that in case a skyrmion is a stable texture
in a material and the line width is enough to elongate the initial domain without
collisions, a metastable domain can reduce to a stable skyrmion. This process
as explained in [33] involves a a careful control of the geometry and of the current
stimulus. Given the right material and geometry conditions, a wrong pulse can lead
to the generation of a meron or another non-stable domain configuration and lead
to the annihilation of a skyrmion. In case the stimulus is correct as shown in figure
2.2 the conversion is successful. Zhou et al. demonstrated this principle using STT
for domain movement but the same, with some adjustments, applies with a stimulus
generated with SHE as will be shown in section 5. Moreover some experiments from
Jiang et al. [34] demonstrated experimentally a skyrmion generation phenomena
starting from domains traveling in a constriction.

The gate family proposed by Zhang works taking advantage of this conversion.
The skyrmion is translated into a DW pair and then pushed into a patterned
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2.2 – Skyrmion devices

Figure 2.2: Skyrmion domain wall conversion. The figures have been extracted
from [33] shows the conversion from domain to skyrmion (a-c,g-i) and the opposite
process (d-f,j-l). The effect is guided by the STT effect.

structure that realize the logic function and finally is converted back in skyrmion
for elaboration. This family of devices includes a duplication gate, an AND gate
and an OR gate as shown in figure 2.3.

In the duplication gate as shown in figure 2.3c, after the first skyrmion-domain
wall pair conversion, the newly generated domain is pushed by means of an elec-
trical current into a fork shaped structure where it is split in two domains. They
will be then converted back into skyrmions. The stability of the domain moving in
the constriction makes this process particularly interesting for applications where
duplication of information is required. The proposed OR gate uses the same struc-
ture of the duplication gate in the opposite direction, figure 2.3b. The two input
skyrmions converted in two domains are pushed in the output constriction where
in the limited space the two skyrmions are joined. The small width of the output
constriction allows the survival of the domain even if only a skyrmion was present
at the input. This function is logically equivalent to an OR operation. Finally, the
AND gate presents the same structure as the previous gate, with the only differ-
ence of the central constriction that in this case is wider, figure 2.3a. The working
principle can be derived from the one of the OR gate: the wider output constriction
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(a)
(b)

(c)

Figure 2.3: Skyrmion domain wall logic. a) AND gate b) OR gate c) Duplication
mechanism based on domain wall. Images extracted from [56]

allows the formation of a stable domain at the output only in case two input do-
mains reach the output line at the same time. The device family proposed by Zhang
et al. is not a complete logic family and it is not based exclusively on skyrmions:
the elaboration happens between plain domains. Nevertheless, the proposal gives
an important contribution: the possibility to convert skyrmion in other magnetic
textures opens interesting scenarios where different class of gates can be used on
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the same material stack, moving the information from one state to another. This
concept will be useful in chapter 8 in defining interfaces between different magnetic
technologies.

2.2.2 Skyrmion gates based on skyrmion-skyrmion and skyrmion-
edge interaction

Another interesting proposal of logic gates was done by Chauwin et al. in
[55]. The gates proposed takes advantage of the edge and the mutual repulsion of
skyrmions to execute logic functions. An important feature of this gates is that
no conversion is needed for information elaboration and that cascading of logic
gates is trivial with respect to other solutions. The boolean logic gates proposed
by Chauwin et al. are shown in figure. 2.4

(a)
(b)

Figure 2.4: Skyrmion logic system based on skyrmion-edge and skyrmion-skyrmion
repulsion effects. Images extracted from [55]

The first gate, shown in figure 2.4a, executes at the same time the AND and the
OR operation on the input data. The information as the previous gate encodes the
two logic states in the presence or absence of the skyrmion at the input position.
The operation between the two inputs is executed when the skyrmions reach the
central section of the logic gate. The skyrmion in the right track due to the skyrmion
hall effect tends to deviate on the left. In case the second skyrmion is present, a
logic 1, the first skyrmion is repelled and continues its motion in the right track. In
case the skyrmion on the left is missing the first skyrmion changes track, ending in
the left output. The result produced at the output of the right track is equivalent
to the result of the logic AND between the two inputs. The result produced on
the left is equivalent to the logic OR between the two inputs. A skyrmion will
be always present at the left output if at least one of the two inputs is one. The
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second boolean gate proposed is shown in figure 2.4b. This gate realize the NOT
function. The gate, to generate its functionality uses an additional skyrmion at
the input. The input of the gate is on the central track. The function, as in the
previous gate, is executed in the central section where the auxiliary skyrmion moves
on the left in the direction of the central track. If the input skyrmion is present,
the auxiliary skyrmion is repelled and continues its path in the rightmost track,
otherwise, the auxiliary skyrmions continues its motion in the central track. The
input skyrmion ends always in the leftmost track. This interaction between the
input and the auxiliary skyrmion produces at the central track the equivalent of a
NOT operation. In addition a copy operation is realized on the other two lines. The
information at the input of the gate needs to be synchronized to correctly execute
the logic functions. This synchronization can be realized using notches in order to
stop the motion of skyrmions traveling in the tracks [55, 21] or VCMA gates. The
two mechanism will be described more in depth later in section 2.2.4

Another proposal for gates based on edge and mutual skyrmion repulsion has
been also proposed from Luo et al. in [57] and is shown in figure 2.5. The basic
principle of skyrmion interaction is similar to the one proposed in the AND/OR
gate shown above, where the inputs, encoded in skyrmions, interact via the mutual
repulsion at the central section and modify their trajectory accordingly. The main
difference here is that the gate is thought as a standalone unit where the input is
nucleated at the input write head of the gate and read out at the end. In particular,
also the read head in the gate plays a role with respect to the logic function realized
by the gate, underlying the necessity of reading out the result to complete the
elaboration of information. An important feature showed in some of these gates
is the use of electrical inputs to modify the movement of skyrmions crossing the
structure. In particular the reconfigurable gate proposed in this article implements
different logic functions depending on the local modification of anisotropy obtained
by means of two VCMA gates positioned at the center of the device structure and
the control of the output read head.

2.2.3 Skylogic
Another proposal for logic was done by Mankalale et al. in [58]. The gates

are based on a track with an additional contact perpendicular to the track to
counteract the deviation of the skyrmion toward one of the borders. The function
realized from the logic is based on the way in which the read head placed at the end
of the track reads the skyrmion. The NOT gate is realized by a track with a write
head on one side and a read head on the other, figure 2.6a. The input, encoded
in a skyrmion, travels from one side to the other of the gate pushed by a charge
current flowing in the heavy metal layer underneath. When the skyrmion reaches
the output read head the inverse orientation of the reference layer with respect
to the bulk magnetization produce an high voltage in case a skyrmion is absent
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Figure 2.5: Reconfigurable skyrmion logic gate. The control for reconfigurability
is realized by the two VCMA gates guided by VK1 and VK2 and by the VM value
controlling the output read head. Image extracted from [57].

and a low voltage in case a skyrmion is present. This voltage can now be used to
drive other gates connected to the output. The gate, differently from the previous
proposals, needs the read operation to realize its logic function. Without this last
step the function is not realized. The NOR function is realized with a junction of
two lines. Like the previous structure, both the lines are equipped with a write
head that will produce a skyrmion, according to the input of the gate. The two
inputs are then pushed toward the output read-head placed on the other side of
the gate. The read head as implemented in the gate before produce a low-voltage,
a logic 0 if a skyrmion reach the read-head or a logic 1, if no skyrmion is present
under the read head. The two gates are shown in figure 2.6.

(a) (b)

Figure 2.6: Skylogic gates: a) NOT logic gate b) NOR logic gate. The Vin voltage
signals produce produce the input for the gate. The Vpropx,y signals control the
movement of the skyrmion. At the output the Vout signal is the output of the gate.
Image extracted from [58]
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2.2.4 Skyrmion gates synchronization
The skyrmion gates presented in section 2.2 and 2.2.1 need a synchronization

mechanism to correctly process the information. In the presented gate, the elabo-
ration of information is based on a close-range interaction. If one of the two inputs
anticipates the other at the gate the operation will not produce the correct result.
The synchronization mechanism available for skyrmions are the following

• Notch synchronization - a notch is placed on one or both sides of the
track in which the skyrmion moves. When the skyrmion reach the notch, it
cannot proceed further in the line. The notch acts as a pinning center for the
skyrmion. [21] Applying a current pulse the skyrmion is depinned from the
notch and can proceed further as shown in figure 2.7.

• VCMA synchronization - VCMA effect can be used to create a local barrier
for magnetization. In particular in thin films based on a ferromagnet-oxide
interface, applying an electrical field across the interface can modulate lo-
cally the strength of the perpendicular magnetic anisotropy. The modulation
can be both positive or negative. When the case reach a zone of increased
anisotropy the skyrmion stops . When the voltage is removed the skyrmion
is allowed to proceed the motion. In case of negative voltage applied the
skyrmion is able to enter the zone with the decreased anisotropy but cannot
proceed further as long as the the negative voltage is present. When the volt-
age is removed the skyrmion can continue its movement. [59]. The described
mechanism is shown in figure 2.7

Figure 2.7: Synchronization methods for skyrmions. A notch in the track pins the
skyrmion. A pulse unpins the skyrmion (a-b) A VCMA zone stops the motion of
the skyrmion. When voltage is removed the skyrmion can proceed in the VCMA
zone. (c-d)
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2.3 Modeling of skyrmion devices in VHDL
To address the problem of the lack of a complete simulation environment in

which heterogeneous system can be simulated, a possible solution that is proposed
is to move the simulation environment completely in VHDL taking advantage of
a selection of standard structures and their use limited to boolean logic purposes.
The former aspect allows to develop a development environment based on standard
blocks. Considering all the logic gates described in section 2.2 with an exception
done for the ones based on skyrmion-domain wall technology for which other con-
siderations should be done, some considerations useful for the modeling phase can
be done:

• The magnetic textures involved, i.e skyrmions, are well localized in space.
The size of the skyrmion might vary but limited to the confinement structures
used. The logic result of the gates is linked to their position and movement
inside the logic gates.

• The zone interested by the logic computation is localized on the texture of
interest and small in space with respect to the complete gates

• The function realized by the logic is dependent only from a limited number
of magnetic phenomena

The first point allows to describe the system not from the point of view of the single
magnetic moments - the micromagnetic approach - but from the perspective of the
collective magnetic textures used for the logic purposes. This description allows an
enormous simplification of the calculations required to describe the system. This
passage is not priceless because the collective description is by definition limited and
restricted to some admitted functioning regimes. Moreover it requires that every
collective phenomena of interest for the considered texture is described explicitly in
the model or added separately. This approach is similar to the one employed with
macrospin approximation for nanomagnets [60]. In this approach, a nanomagnet is
approximated with a single domain magnetic particle - macrospin approximation
- and its behavior is described with a single LLG equation. This approach is not
suitable for the description of complex magnetic phenomena happening at a scale
lower than the nanomagnet but when the interest is only in the collective movement
of the magnetization, e.g. Nanomagnetic Logic section 8.3.2 , the description can
give a valid mean to simplify computation. Regarding the second point the limited
zone of interaction helps the compact description of the logic gate behavior. The
limited interaction area allows to neglect the dependence between neighbor logic
gates allowing the independent description of the single blocks describing a system.
When the logic gate is evaluated there is no need to take into account the state of
the other gates with exception of the input output relation between the gates. The
last point allows to limit even further the description of the collective operation.
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The phenomena linked with the collective description of the texture are indeed
limited almost exclusively at the ones linked with the skyrmion drift velocity and
skyrmion-skyrmion and skyrmion-edge interaction.

Starting from the above observations, a new design flow is proposed, based on
a simplified modeling of a set of logic devices and basic components. This set of
gates will allow the simulation of heterogeneous skyrmion-CMOS devices for the
complete verification of complete logic.

2.3.1 Basic library
A basic set of gate was chosen to represent a logic system based on skyrmions.

The chosen gate family for the demonstration of our proposal is the skyrmion logic
family proposed by Chauwin et al. in 1.14. This family of gates is particularly
suited for the design goal that was set, because the skyrmion is not modified in
the elaboration and the gate structure is quite regular. The gates in this family
are two: the AND/OR gate and the NOT/COPY gate. These gates, explained
in section 2.2.2, takes advantage of the skyrmion-skyrmion and skyrmion-edge re-
pulsion to realize boolean logic functions. In addition to these gates, to complete
the description of a skyrmion logic system, other five blocks are considered: the
basic track, a join of two tracks, a T structure, the cross structure and the dupli-
cation gate presented in section 2.2.1. The duplication gate is required by many
logic functions in which information has to be distributed to multiple points in the
circuit. An alternative to this gate is the NOT/COPY gate. The bottom and top
tracks produce indeed a copy of the input information while in the central track
its negated version is obtained. The other gates of this list allows to represent the
different basic interconnections.

A variation of the basic track is also present to control the synchronization of
gates, figure 2.8f. This track has an additional VCMA contact to stop the movement
of the skyrmion moving in the track [61, 59, 62] All the presented gates constitutes
our basic library for the realization of basic skyrmion circuits.

2.3.2 Gate basic structure
All the gates has been modeled in VHDL. The language has been chosen for the

compatibility with common CMOS design flows. They share a common interface,
shown in figure 2.9

The structure shown in figure represents the basic logic interface of the block
with the control system and the other gates. The basic input/output function of
the gates is realized by the skyrmion ports. As shown in figure the ports of the gate
are bidirectional. All are able to emit or receive a skyrmion. The skyrmion in this
system is represented by an event that is produced or received at the ports when
the texture cross the point dividing the gates. The stimulus for the movement in
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(a) (b)
(c)

(d)
(e)

(f)

Figure 2.8: Basic structures for library. a) Line; b) AND/OR gate; c) NOT/COPY
gate; d) JOIN gate; e) T structure; f) VCMA sync gate

Figure 2.9: Skyrmion gates interface

the gate is controlled with the current ports. In particular the current stimulus is
described by two inputs. One is used to give the magnitude of the current density
crossing the port. The other is used to give to the gate the direction of current.
Finally some gates are equipped with an additional input port used to control
possible VCMA contacts present in the gate.
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2.3.3 Toy model
The presented modeling for the different skyrmion gates is a simplified model

of the movement of the skyrmions. Despite the clear limit of this modeling the
description allows already a good approximation of the gate behavior useful for the
simulation and verification purposes of this description.

The model implemented treats the skyrmion as a rigid structure in which the
skyrmion is represented by the coordinates of its center. The position of the
skyrmion is evolved following a non-inertial movement. In fact as shown in lit-
erature [8] a skyrmion in a ferromagnet when subjected to a stimulus have the
tendency to move in the direction of the border and reduce its size until the equi-
librium between the current stimulus and the border is reached. After that point
the skyrmion moves with a steady state velocity in the line direction dependent
from the equilibrium size of the skyrmion. In the case of the presented model,
the skyrmion in presence of a current, that is the only stimulus admitted in the
actual implementation, reaches immediately its steady state velocity and moves
accordingly without considering the gradual increment of the speed given by the
gradual decrease of the size and from the repulsion from the confinement border.
The velocity of the skyrmion is obtained from the current magnitude and direction
given to the skyrmion and the confinement. The difference between the structures
is indeed represented by the shape of the confinement. The description of the con-
finement is done dividing the gate in different zones. The approximation of the
confinement throughout the gate is realized by deleting the velocity components
not admitted in that zone. This means that in the gate, as soon as the skyrmion
reaches the aperture, zone number 6 in figure, the skyrmion vertical speed is en-
abled and the skyrmion position is updated considering also the vertical movement.
In the same way when the skyrmion is in a zone with lateral confinement only the
vertical movement is allowed. An example of the effect of confinement is shown in
figure 2.10

Figure 2.10: Gate partition for confinement effect approximation.

The gate modeled in VHDL has a series of procedures to manage the input/out-
put of the gate and to update the position of the skyrmions traveling through it.
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The block scheme of a single gate is shown in figure 2.11. The basic functionality is

Figure 2.11: Logical structure of the modeled gate.

here explained. When a skyrmion translates from a gate to the other the skyrmion
port receives a signal meaning that the gate connected at that port has emitted
a skyrmion. The skyrmion receiver block now signals at the main block - Update
skyrmion position - that a new skyrmion is present in the structure. This signal
allows to the update position block to allocate a new skyrmion variable that from
now on will keep track of the skyrmion position in the gate. The position of the
skyrmion is then initialized depending on the port which signaled the skyrmion.
Now, at every new time step, the position of the skyrmions in the structure will be
updated. The position will be updated with the following equation:

st+1 = st + v ∗ t (2.1)

where the xt is the current position and vskyrmion is the skyrmion speed along x
and y directions. The speed is a function of both the position and the current
stimulus. In particular, the model mimic the behavior of the skyrmion extracted
from the simulations for a gate with the parameters reported in table 2.2. The
speed for values from 1 × 1010 A m−2 to 10 × 1010 A m−2 were extracted from the
simulations with a step of 1 × 1010 A m−2. For the missing current values, the speed
is extracted as a linear fit between the closest values obtained in the simulation of
curbed The speed values are provided by the speed computation block which com-
putes the current speed of the skyrmion using as inputs the current in magnitude
and direction and the confinement effects of the skyrmion. In particular this last
parameter is computed by the track confinement block that signals what part of
the gate the skyrmion is traveling through and what VCMA gates are active or
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Table 2.2: Parameters used for micromagnetic simulations used as base for modeling

SIMULATION PARAMETERS
Saturation Magnetization [52] 1e6 A m−1

Uniaxial Anisotropy Constant [52] 8e5 J m−2

Exchange Stiffness [52] 2e-11
Damping constant [52] 0.015
Spin Hall Angle [63] 0.4

not. From these inputs and knowing the current crossing the gate, the speed of the
skyrmion is obtained. The position of the skyrmion continues to be incremented or
decremented, depending on the current direction, until one of the coordinates is out
of the defined area of the gate. At this point the update position block signals to
the skyrmion emitter and then emits a signal to the correspondent skyrmion port.

2.3.4 Skyrmion conservative logic simulation example
Now an example of the modeling and simulation of a gate is shown starting

from basic XOR structure shown in figure 2.12. The structure is realized starting
from the AND/OR and NOT/COPY structure. The XOR operation is obtained
by the following logical relation AxorB = (A + B) · (A · B) and the logic schema is
given in figure 2.12a

The gate realize a XOR operation and will be used later in chapter 6 function
in a proposal for an AES LIM implementation.

The basic functionality of the gate is here explained: the skyrmion are pushed
forward in the direction of the AND/OR gate. Here the top track will produce
the equivalent of an OR operation between the input operands. The bottom track
will produce the equivalent of an AND operation. The top result is sent directly
to the last section of the gate. The bottom result is now negated by means of the
NOT/COPY gate on the bottom. The result reaches then the last gate, together
with the result of the previous OR operation . The result of the complete XOR
operation will be produced at the bottom output of the last gate. The yellow boxes
in the gate shown represents synchronization elements built with with VCMA gates.

As shown the gate that is realized in skyrmion logic, is mapped directly with
the blocks presented in the previous section. In particular for the mapping of this
gate the current is distributed in the same way to all the blocks with the same
direction. The connection scheme is shown in figure 2.12c.

In addition to the blocks shown in figure other three blocks were added to the
testbench, a current generator, that is connected to all the blocks in the simulation.
It sets the current stimulus for all the block. A synchronization control, that
controls the behavior of the synchronization blocks. Two inputs blocks are then
present to generate the skyrmion signals at the A and B ports.
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(a)

(b)

(c)

Figure 2.12: Mapping of XOR based on skyrmion logic with the skyrmion library

2.3.5 Design flow
Starting from the above example a new design flow is possible for skyrmion

based logic circuits. The technology independent part of the model is the same
of a common design flow as showed in the previous section. The introduction of
the model modifies the design in the phase in which the logic circuit design is
mapped to the skyrmion technology. The presence of the skyrmion model allows,
after the first design of the skyrmion datapath, to generate a netlist as the one
shown in figure 2.12c and then simulate it together with the control unit in the
same VHDL simulation environment. In this way all the control signals can be
directly tested on the skyrmion gates to verify if the control is correct. At the
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same time the complete functionality of the datapath can be tested. The times the
simulation shows represents with an approximation the gate times of the system.
For this reason the critical path found through this simulation can also serve as
an approximation of the final critical path also to evaluate the overall working
frequency. This is especially true for synchronous circuits as the one showed in the
previous chapter. Nevertheless in case of asynchronous circuit or in case a strong
optimization of the times is needed, an additional study of the critical components
by means of micromagnetic simulation is still needed to understand what are the
working limits of the structures. In the current modeling of the skyrmion movement,
the breathing of the texture and the movements due to stabilization are not included
in the model. This missing feature can force the user, in the aforementioned cases,
to rely anyway on the physical simulations especially for systems with low damping
and architectures that takes into account these effects.

A simple example of the last concept is shown in the following:
The system above is a curbed line realized with a W/CoFeB/MgO stack, the

parameters are shown in table 2.2. The curb is 30 nm wide and 1 nm deep. The
skyrmion is pushed with a current of 6 × 1010 A m−2 after an initial pulse of 20 × 1010 A m−2

applied for 0.3 ns to reduce the transition time from the relax state to the steady
state. The movement of the skyrmion is stopped by a VCMA gate with anisotropy
increased by 30%. As shown the skyrmion oscillates before stopping in front of the
barrier. This effect can impact on the performance especially if a precise synchro-
nization is needed. Especially in these cases the behavior depicted by the model is
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(a)

(b)

Figure 2.13: Example of dynamical effect linked to skyrmion motion in systems with
low damping. In a) the motion of the skyrmion in the track, in b) the evolution of
the position of the center in time. The example is referred to a W/CoFeB/MgO with
a damping constant of 0.015 and a current of 6 × 1010 A m−2. Due to the reduced
damping, the skyrmion changes direction after the collision with the VCMA gates
and bounces back.

not precise in time with respect to the real case. Nevertheless the presented model
is useful even in this case as a tool of formal verification of the logic of the hybrid
CMOS-Skyrmion system and gives a rough estimation of the critical components
of the gate.
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2.3.6 Conclusion and future prospects
In this chapter, a design flow based on a VHDL model of skyrmion logic gates

was presented for the simulation of hybrid CMOS-Skyrmion systems. In particu-
lar, a new design methodology was proposed for logic circuits based on skyrmion
logic circuits in order to allow the verification of the complete system. With the
proposed modeling, the control circuitry realized in CMOS and the skyrmion logic
gates can be simulated in the same simulation environment. Following this method
the complete system can be evaluated at one time. In addition, information about
the timing can be obtained using the model. It is possible to evaluate the critical
path position and with an acceptable approximation its value. The model is lim-
ited by the usage of mean velocities for the gate modeling. In systems with low
damping the information about the timing can be inaccurate due to the oscillation
of skyrmion during its movement. At the same way in systems that takes advan-
tage of dynamical effects like breathing modes or transient modes between stable
states, the modeling is not accurate enough to give the correct information about
the behavior of the system. A future advancement of the proposed approach would
be to incorporate an analytical model for the description of the system and of the
confinement potentials to mimic better the behavior of a real skyrmion system.
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Part I

Logic in memory devices with
skyrmions
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The following part will go through the exploration of logic in memory devices
based on skyrmion technology. Despite the goal of proposing new devices to solve
known problems implementing specific algorithms in the target technology, the
current part of the thesis has the goal of selecting case studies to better under-
stand what are the capabilities and drawbacks of the use of skyrmions in complex
architectures. The choice of exploring logic-in-memory devices was done for the
reason that, in addition to the great promise for the use of skyrmions for memo-
ries, the additional logic capabilities, demonstrated in simulations suggests can be
used to build more complex architectures. In particular, as will be shown in the
next chapters, a direct communication from the memory to the logic gates is triv-
ial in skyrmion systems. This capability allows to take advantage of information
in memory without the need of reading operations that would limit inevitably its
capabilities. For the aforementioned reasons, the LIM approach has been explored
with skyrmion technology. The exploration presented in this thesis follows a grad-
ual approach in the application of the LIM concept. The architecture presented are
increasingly more complex, especially in the interaction between the different cells
and the overall control needed to realize the required function.

The exploration started from Content Addressable Memories. This kind of
architecture is the more traditional with respect to the one proposed in the thesis.
In this algorithm every cell computes independently its result and the final result
is finally obtained putting all together the results of the single operations. In
addition, as will be better explained in the next chapter, the application of a search
algorithms in a non-volatile memory that is likely to be employed at the level
of the main memory, can open interesting scenarios, reducing the movement of
information along the memory hierarchy. CAM memories are almost exclusively
used at the top of the memory hierarchy.

Next, a LIM architecture for Maximum and minimum search is explored. This
architecture differently from the previous executes a proper elaboration of informa-
tion. In addition the algorithm is executed in many iterations of the basic cycle
requiring a proper control of the information. The realization of this algorithm
allows a direct comparison with a LIM implementation in CMOS for the same al-
gorithm that allows to understand what are the limitation of a small elaboration
realized with different technologies.

The last explored scenario is a LIM device for AES cryptography. This last
explored algorithm is much more complex and requires, as will be better explained
later, a more complex architecture with respect to the previous examples. Crypto-
graphic algorithms are based on matrix operations and elements shuffling. These
operations require a complex communication mechanism between cells and a pre-
cise control of the information flow inside the memory. In addition as in the case of
CAM memories the application of this algorithm in real system can be of interest
for encryption of big amount of data thanks to the parallelism such implementation
can offer. All these architectures will finally show a possible strategy to implement
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logic in memory with skyrmions and what are the main design constraints linked
to the implementation of logic in this technology.
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Chapter 3

Content addressable memories
with skyrmions

In the framework of the present thesis the exploration of the LIM paradigm
with skyrmions will start from the presentation of an implementation of a Content
Addressable Memory (CAM) memory. This particular kind of memory represents in
fact a first step in the direction of a memory with complex logic capabilities. CAM
memory in fact has only a limited logic implemented and its function does not
require a complex control. In addition there is no interaction between the different
cells. This first example will allow to show clearly the capabilities of skyrmion logic
and the characteristic of a logic design in this particular technology.

3.1 Content Addressable Memories
CAMs are a particular class of memories that allows to look for a particular

content inside the memory without knowing in advance its position. CAM memo-
ries in fact usually take as input a word of the same length of the ones stored and
give as output its address inside the memory. This kind of application is partic-
ularly interesting for fields like telecommunications [64, 65, 66] or data-intensive
applications [67, 68]. In addition to its search function, CAM memory behaves
also as common Random Access Memory (RAM). The typical structure of a CAM
memory is the one showed in figure 3.1. The search input is fed to the array by
means of the search line (SL) signal. Every bit of the search line signal is then sent
to the corresponding memory cells inside the array.

CAM memory cells can be divided in two categories basing on the value that
Search Line (SL) bits can take: if the SL bits can take only value 1 and 0 the memory
is called Binary CAM; in case SL bits can take 0,1 and X or "don’t care" values the
device is called ternary CAM. The "don’t care" signal produces a match both in case
the memory cell contains a 1 or a 0. If the search function is active every cell will
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Figure 3.1: CAM memory basic schematic

produce a match only in case the bit contained in the cell is equal to the bit of SL.
The match information is used at this point in CMOS architectures to pull down a
line connected to a sense amplifier that will produce the match signal for the single
word. Similar behavior is used for other technologies where the memory element
substitutes the transistor memory cell and is used in combination with regular
transistor to produce a similar effect on a match line [69, 70, 71]. Regarding LIM
architectures CAM cell is an important building block. It represents a basic form of
elaboration that can be used as a seed to build more complex logic. In the context
of this thesis will give an initial point of view of the challenges of logic integration
of in-memory elaboration.

3.2 CAM devices with skyrmion technology
CAM devices are particularly attracting as first devices for LIM architectures

for their limited complexity, which allows to better focus on the optimization of
the proposed structure. In addition, being the skyrmion a technology particularly
suited for memories [21, 52], this additional functionality can be really beneficial to
skymion memory devices and even more importantly to the memory hierarchy. The
benefit for the memory device is that, as it will be clear later, the additional cell
comes with a limited cost especially in terms of area. The benefit for the hierarchy
comes from the fact that, being able to execute search operations closer to the
bottom of the memory hierarchy, it is possible to reduce with respect to the actual
systems, the miss occurrences in faster memories of higher level. In a complete
hierarchy slower non-volatile memories are at the bottom where usually they are
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non-volatile devices that provide high density and low cost per bit. Going up in
the hierarchy it is possible to find faster and faster memories where the access
times are increasingly smaller and implementations costs rise. By construction,
CAM memories are employed almost always in the faster memories like SRAMs.
In literature, also proposals for DRAMs based CAM [72] are present. This means
that if some information needs to be processed, it should be fetched from the
bottom of the hierarchy and brought up to the CAM equipped memory and then
filtered. In this scenario, being the transfer of information a cost in terms of time
and energy, executing operations down in the hierarchy can lead to great benefits in
terms of efficiency of operations and overall power consumption. This is especially
interesting in the scenario in which the non-volatile memory can have an high
density like skyrmion racetracks.

3.2.1 CAM Cell design
Memory track

The CAM Cell proposed is based on a skyrmion racetrack memory. A section
of the memory is shown in figure 3.2. The curb in the ferromagnet is designed to
give to the skyrmion an additional protection from annihilation. This protection
increase the threshold current over which the skyrmion is annihilated at the borders.
In addition as reported by [73], the skyrmion moving in the constriction exhibit an
increased speed with respect to a plain nanotrack. Similar confinement effect can
be obtained with locally engineered anisotropy values as proposed in [74]. The
track chosen for the implementation has a curb 30 nm wide and with a depth of
1 nm. The reference stack used for the simulation is W\Co20Fe60B20\MgO. This
stack has been chosen for the strong anisotropy and the high spin hall angle [63].
The parameters of the reported stack are shown in table 3.1

Figure 3.2: Reference stack for skyrmion movement. The curb confine the move-
ment of the skyrmion to enhance its stability at high currents

The binary information is encoded in the track with presence of skyrmion. The
bits are stored in the memory in defined portions of the nanotrack. These portion
will be considered the basic memory cells used to implement the CAM functionality.
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Table 3.1: Parameters used for micromagnetic simulations and current distribution
computation

SIMULATION PARAMETERS
Saturation Magnetization [52] 1e6 A m−1

Uniaxial Anisotropy Constant [52] 8e5 J m−2

Exchange Stiffness [52] 2e-11
Damping constant [75] 0.026
Spin Hall Angle [63] 0.4
Film resistivity [63] 165 µΩ cm

3.2.2 Skyrmion CAM
A possible solution for implementing a CAM cell with skyrmion memories is

represented by the design showed in figure 3.3.

(a) (b)

Figure 3.3: Skyrmion CAM Cell. In a) the cell with forward restore path to memory.
In b) the restore path is in the memory direction

The presented gate takes advantage of the structure of a NOT gate proposed by
Chauwin et al. [55] with additional VCMA filtering option to realize the matching
function. This function is logically equivalent to a XNOR function. The cell,
indeed, signals a match only in case the SL and the data contained into the cell
are equal. The cell elaborates the information encoded in the presence of skyrmion
at the input of the gate and after guiding the information through the patterned
structure produces the match result in the result zone of the gate. Here, the match
result, in form of skyrmion, can be read or reused for further computation. The
SL signal and its negated version SL are used to control two VCMA gates. The
signals are used to change locally the anisotropy, allowing the moving skyrmion to
pass in one case or stopping its movement in front of the VCMA gate. Finally,
an auxiliary skyrmion is placed at the bottom track to allow the correct operation
of the complete gate. In addition to the main gate inputs, two additional sets of
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controls are present in the cell. The first is placed at the entrance of the gate,
guided by the signal SYNC, where a set of VCMA gates is used to synchronize
the whole operation. The gate to operate needs a synchronized movement of the
auxiliary and the data skyrmion. The second is placed in the top section of the gate,
guided by the signals RES and DELETE. Here, this set of VCMA gates is used to
keep the result skyrmion during evaluation and then, in a subsequent phase, it is
used to selectively guide the initial information of the gate back to the memory.
These controls are used also to erase possible additional skyrmions left into the
gate before the next operation can take place. Both these operations, delete and
restore, are necessary to correctly restore information inside the memory after a
search operation, as will be discussed in section 3.2.3. The cell functionality is
shown in figure 3.4

(a)
(b)

(c) (d)

Figure 3.4: Example of CAM Cell operation. In the example data input is 1 and
SL is 1. (a)The operation is triggered. (b)The skyrmions continue their movement
based on the mutual repulsion. (c)The search signal SL is equal to ’1’, the skyrmion
is allowed to cross the VCMA gate. (d)The result is ready in the evaluation region.
The result can be deleted or sent to memory
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The functionality can be virtually divided in 3 stages. In the first stage, repre-
sented in figure 3.4a, the VCMA gates used for synchronization are opened, remov-
ing the voltage and the information can proceed inside the structure. The central
track is the one connected with the main memory and carries the data. The bottom
track as shown in figure 3.3, receives always a skyrmion. This auxiliary skyrmion
is indeed necessary for the functionality of the gate. Then, if the data track has a
skyrmion, it will end up in the top track. At the same time, the auxiliary skyrmion
will continue its movement in the bottom track, leaving the central one empty, as
shown in figure 3.4b. These movement as explained in section 2.2.2, is the result of
the joint effect of skyrmion-skyrmion and skyrmion-edge repulsion effect. In case a
skyrmion in the data track is not present, the auxiliary skyrmion will continue in
the central track, not being repelled by any other skyrmion.

In the second stage, the information is filtered on the base of the SL signal. The
skyrmion in the upper track reach the VCMA gates guided by the SL signal and its
negated version. Now, if the SL signal is 1, the VCMA gate on top is open, leaving
the skyrmion in the top track pass through as shown in figure 3.4c. At the same
time, the gate in the central track, guided is closed. On the contrary, in case SL
signal is 0 only the skyrmions traveling in the central track will pass through, while
the gate in the top track will be closed. Both the paths are then joined to reach the
final evaluation zone. In the third and last stage, figure 3.4d, finally, the result is
ready in the result zone, indicated with a red square in figure. In case a match was
obtained, a skyrmion is present at the output, otherwise the result zone is empty.
The success of the match operation is equivalent to the situation in which both the
information coming from the data input and the SL signal are equal.

After the evaluation two possible operations can be performed: the skyrmion at
the output of the gate can be used for further elaborations cascading other skyrmion
logic gates or the original information can be restored by means of DELETE and
RESTORE signals.

3.2.3 Input bit restore
An important feature of the proposed gate is the one allowing to the information,

given as input, to be restored after the match operation is concluded. This is
fundamental for a successful application in memories, where the stored data should
not be lost in elaboration. To execute a correct restore operation, the gate exploits
the knowledge of the SL signal that produced the match result The first part of
the gate, the NOT/COPY operation produces on the central track a logic NOT
of the input, and on the top track an identity function with respect to the input
information. Starting from this information, depending on the value SL had in the
search operation, the original information can be blocked at the VCMA gate guided
by SL in the top track or at the end of the gate.

Then it is possible to define 2 different cases depending on the last SL value:
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• SL = 1 the information in the result zone is the input information.

• SL = 0 the information is blocked behind the VCMA gate controlled by SL
and the eventual skyrmion in the result zone is the auxiliary skyrmion.

As shown in figure 3.3. Two versions of the gate have been designed to allow the
restore operation in forward direction, figure 3.3a and in the backward direction,
figure 3.3b. In the first design when the SL signal was equal to 1, the information,
in the result zone has to be pushed forward and the restore operation is complete.
The RES signal is then set to 1, lowering the barrier at the output, the information
can proceed out of the gate, figure 3.5b. It is important to note that if the input
bit was zero, no skyrmion will be sent out of the gate, allowing the correct restore
of the value zero in memory. In case the SL signal was equal to 0, figure 3.5a the
restore operation requires, at first, the clear of the eventual skyrmion in the result
zone to avoid errors in the restore operation. The delete signal is then set to 1 and
the top gate is open. A current pulse, needed for information movement will then
push away the skyrmion. The SL signal and the RES signal are then set to 1 to
open both the gates in the top track. The information can leave the gate in the
same way as the previous case.

The second design differently from the first solution, is able to restore the initial
information on the same side where the input came from. In this design, in the
case in which SL signal was equal to 1 during the match operation, the skyrmion
has to travel back through the whole gate to reach the exit on the input side, figure
3.5d. The RES signal is then set to 1 and the skyrmion, pushed by a reversed
current, can travel back to memory. In case the SL signal was 0 in the match
operation, the skyrmion is already close to the exit. In this situation, the RES
signal is activated and the skyrmion pushed back into memory, as shown in figure
3.5c The two different restore procedures are shown in figure 3.5

3.2.4 Methods
The cell has been simulated in the micromagnetic framework by means of Mu-

max3 [19, 53] in order to verify its function and performance. The parameters used
in the simulation are reported in table 3.1. The damping parameter used in simula-
tion was chosen higher than the one reported in [52] to reduce the dynamic effects
linked to the low damping, like the oscillations at the VCMA gates discussed in
chapter 2.3.5. The value chosen for the simulation was taken from [75], in which the
authors experimentally measured the damping value of a W/CoFeB/MgO stack.
Higher values of the damping factor would have allowed to further reduce the os-
cillations at the VCMA gates but for the chosen stack the values would have been
too far from the ones reported in literature. To appreciate this reduced oscillation
at the VCMA gates it is suggested to refer to [62]. In this paper the authors in the
supplementary material show how in a Co/Pt stack, that has a damping usually in
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(a) (b)

(c) (d)

Figure 3.5: Restore procedure for the CAM cell with forward restore (a-b) and the
CAM cell with backward restore mechanism (c-d)

the order of 0.1, the skyrmions reaching the gate stop exactly in front of the gate
without oscillations.

The skyrmion confinement is realized with the curbed structure showed in sec-
tion 3.2.1.

3.2.5 Integration in memories
Being a memory application, the integration with standard racetrack memories

is very important for the proposed design. As shown in the previous section, the use
of such device is especially beneficial if it is integrated inside a skyrmion memory,
where the information already in a skyrmion state can be easily routed into the
CAM cell. As a standalone device, other technologies are at the current state
of development more beneficial especially because with similar values of energy
consumption, they are able to produce a result with a superior speed, that in
the proposed device is limited by the skyrmion expulsion current threshold. In
this framework, the proposed skyrmion device has been designed with two possible
restoring mechanisms as shown in figure 3.3. With these two designs the integration

48



3.2 – CAM devices with skyrmion technology

(a)

(b)

Figure 3.6: Possible connection schemes for CAM cells to the main memory. a)
CAM cell connections on a single side. In this case, the restore mechanism sends
the information on another skyrmion memory track. b) CAM cell connections on
both sides.

has two possible topologies. As shown in figure 3.6a, the cells can be connected on
one side of the memory. In this kind of configuration, after the match operation
the information is immediately restored in memory in another section of the track.
This configuration allows a smaller lateral integration but imposes a lower linear
density to the memory. The minimum distance between bit cells is in fact the
distance between two consecutive input tracks of the CAM elaboration. With this
first topology the minimum distance between two consecutive bit cell is 210 nm.
The minimum stable distance between skyrmions was obtained from simulations of
a skyrmion memory track with the same characteristics of the gate. This minimum
distance is 60 nm. The linear density of information is thus reduced of a factor of
3.5.

To further increase the linear density, the second topology can be adopted, po-
sitioning CAM cells on both sides of the memory track. This topology requires the
restoring mechanism to send information back to the same side where the informa-
tion was coming from as shown in figure 3.3b to not lose the original information.
The information with this restoring mechanism is restored on the same side of the
input. The density in this case is higher allowing to place consecutive skyrmions at
a minimum distance of 90 nm, only 1.5 times higher than a plain nanotrack. The
cost of implementation of this second topology is the control design. The restore
operations cannot be completed on both sides at the same time. To avoid collisions
between neighbor skyrmions. In addition the design of the contacts required for
current generation is more complex, currents are needed in both directions, start-
ing from the memory track and the restore operations from the two sides of the
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racetrack cannot be performed at the same time . In the first topology the current
control is simpler: the current needed, in this case, is in a single direction and the
restore operations can be performed all at the same time.

3.2.6 Micromagnetic simulations and performance evalua-
tion

The micromagnetic simulation showing the complete functionality of the cell
are showed in figure 3.7. As can be seen in figure the current needed to move the
skyrmion through the structures is composed by a short pulse to start the operation
and a lower constant current that, in sequence, produce the movement. In the case
shown in figure the value of the current density for the pulse was chosen at a value
of 20 × 1010 A m−2. The constant current used then to continue the movement
had a density ranging from 4 × 1010 A m−2 to 8 × 1010 A m−2. The gate was tested
under a constant positive bias field of 30 mT. This field was chosen to reduce the
expansion of the skyrmion when pushed by an electrical current in the junctions.
With a bias field the ringing of the skyrmion is reduced, leading to a more stable
movement.

(a) (b) (c) (d)

Figure 3.7: Micromagnetic simulations of the skyrmion CAM cell. (a)Stored bit=0
SL=0. (b)Stored bit=0 SL=1. (c)Stored bit=1 SL=0. (d)Stored bit=1 SL=1.

In figure 3.7, all the combinations of SL and input bit are shown. As expected
only the combinations with equal SL and input value registered a match, a skyrmion
reached the result zone.
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To evaluate the performance of the gate, the micromagnetic simulations were
executed increasing the driving current up to the values in which the gate did not
perform anymore the required function. The performance registered are reported
in figure 3.8a.

(a) (b)

Figure 3.8: a)Skyrmion CAM search time and b)power and energy performance as
functions of the driving current density.·

As shown in figure, the gate cannot sustain current densities higher than 8 × 1010 A m−2

due to the expulsion of the skyrmion from the track and the wrong movement of
the auxiliary skyrmion in the first junction. The current tested refers to a spin
hall angle of 0.4, as presented in literature [63] for the chosen stack composition.
With this current density the minimum timing to produce the result is equal to
3.1 ns. The longest path the skyrmion has to travel is correspondent to the case
with both input and SL signal at 0, figure 3.7a. After the timing performance,
also the power and energy were computed. The values were obtained starting from
the sheet resistance of the reference W/CoFeB/MgO stack, that was considered
equal to 165 × 10−8 Ω m [63] neglecting the possible loss of efficiency due to even-
tual partitioning effects between the different metal layers of the stack. The power
for the generation of the bias field has not been taken into account, it is assumed
that, being constant, the bias is provided by a permanent source, like a permanent
magnet, that will not require any power during circuit operation. The power was
computed with the following equation:

P = ρsheetlgateJ
2Sgate (3.1)

where ρsheet is the resistivity of the W/CoFeB/MgO stack, lgate is the length of the
gate, J is the current density applied and Sgate is the section crossed by the injected
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current. An offset should be added to this value in order to take into account
the cost of the nucleation of the auxiliary skyrmion present in the bottom track.
Different techniques, some of which presented in section 1.2.5 can be applied to the
nucleation of the auxiliary skyrmion. Skyrmion nucleation based on current is not
suited for this kind of structure for two reasons: the space required for skyrmion
stabilization would impact negatively on the gate density, the energy required for
such operation would be high with respect to the circuit energy performances that,
being employed in structures with high parallelism, can result in an unacceptable
value for energy consumption of the complete circuit. A solution that is promising
and suitable for the proposed CAM design is the one presented by [76], this solution
require lower-power compared with other solutions and it is based on VCMA effect,
already employed for synchronization and circuit functioning in the circle. As
already presented in section 1.2.5, the reported power consumption depends only
on the capacitance of the VCMA gate, that for the required dimensions, under
100 nm2 is expected to be lower than 6fJ. The minimum registered values for power
consumption were registered at 4 × 1010 A m−2 and were equal to 1.21 µW. The
minimum energy consumption computed for the proposed design was 4.7 fJ. This
current density is equal to an execution time of the search operation of 5 ns. Finally
regarding the area, a value of 0.054 µm2 was computed.

The values obtained were compared with both high-speed and low-power CMOS
implementations and the results are shown in figure 3.2. The performance of the
CAM memories are expressed without taking into account the contribution of the
read time of the circuit This because the read mechanism employed can be different
(refer to section 1.2.6). In particular the most promising mechanism is the read-
ing by means of magneto-tunnel junction. In this case the device during reading
operation is equivalent to a varying resistance dependent on the presence of the
skyrmion in its free layer. In this framework, the read operation can be used to
obtain the final match value. A comprehensive study of the possible reading and
matching solutions is out of the scope of this study. The dimension of the array
used in table for comparison is 32x32 in order to be directly comparable with the
studies presented in [77], [78], [79] and [80]. In the energy value presented in table
also the write energy for the auxiliary skyrmion was considered that equals to 6fJ.

As shown in the table, the skyrmion implementation is worse compared to
CMOS implementations for search speed and energy per search. At the same time,
the skyrmion memory requires a smaller area compared to the SRAM implemen-
tation. This shows how this kind of solution can be more suitable in case of bigger
devices, one of most important limitations of CAM is, in fact, the low density. Fi-
nally, the two technologies have an important difference given by the volatility of
information. The skyrmion implementations allows to store information and main-
tain it without the need to give additional power to the circuit while the SRAM
memory requires a continuous energy expense in order to not lose the information
stored. In presence of physical synchronization the memory can be even completely
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Table 3.2: Performance comparison between skyrmion based CAM and CMOS
implementation - 32 x 32 CAM array

Search
speed

Energy
[fJ ]

Area
[um2]

Non-
volatile

CMOS - Mahendra,
Mishra, and Dandapat [77] 79 930 ND No

CMOS - Pagiamtzis and
Sheikholeslami [78] 1.18 2163 1536 No

CMOS - Chang and Liao
[79] 0.4 8920 ND No

CMOS - Datta et al. [80] 1.2 274 1597 No
Proposed Skyrmion -
high speed 3.1 14336 0.054 Yes

Proposed Skyrmion -
low power 3.9 10956 0.054 Yes

disconnected from the power supply while with the use of VCMA barriers, a mean
to maintain the electrical field across the gate is still needed.

In addition to the previous comparisons the proposed architecture has been
compared with different implementations of CAM Cells with MRAM technology.

Table 3.3: Performance comparison between skyrmion based CAM and other non-
volatile CAM implementations

Search speed Energy/bit [fJ ] Area/bit [um2]
STT CAM-1 [81] 0.2 37.37 6.84
STT CAM-2 [82] 1.28 5.07 8.28
STT CAM-3 [83] 0.17 0.17 10.76

Skyrmion Proposed 3.1 14 0.054

At the state of the art, even compared with other memory technologies, the
skyrmion CAM implementation is worse in speed and power. The high power con-
sumption comes from the dimensions of the gate and from the maximum speed
achievable from the device. These performance comes directly from the resistance
of the stack and from the efficiency of the charge-spin current conversion expressed
by the spin hall angle equal to 0.4 in the chosen material stack. Another impacting
factor on this study are the dimensions of the skyrmion. Maintaining similar move-
ment speeds, the reduction of the dimensions of the skyrmions would allow to both
reduce length and width of the proposed gate. The smaller dimensions would bring
a reduction in search time and in the power required for the gate functioning. This
would allow to obtain higher performances in both time and energy. At the same
time, the implementation of such circuit shows a very high density compared with
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other implementations. This suggests that this implementation of skyrmion CAM
memory is suited in cases in which the required CAM memory capacity is high.

3.3 Partial conclusions and improvements
In this chapter a CAM memory based on skyrmion was demonstrated, the pro-

posed solution takes advantage of skyrmion edge and skyrmion mutual repulsion to
realize a non-destructive search logic for skyrmions. Compared with state of the art
volatile and non-volatile technologies, the design showed a good area occupation
and consequently an high memory density while the performance in terms of en-
ergy and search time were worse compared to other technological implementations.
This suggests that at the current state of the art the employment of such technol-
ogy is useful only when an high density is required or when skyrmion technology is
employed for information memorization, while for high performance or low power
implementations other technologies remain preferable. In the presented study it
was underlined how a skyrmion racetrack memory can be converted easily in a
CAM memory without the need of expensive modifications to the basic racetrack
and without reducing drastically the main memory linear density. This characteris-
tic is very impacting on the read and write performance of the memory that depend
on the racetrack length. The study presented investigated the performance of the
circuit related to the skyrmion elaboration leaving aside the contribution of the sur-
rounding circuitry. In particular the study of the reading and the match circuitry
would be an important development to have a complete evaluation of a complete
CAM device realized with this technology. Another interesting development of the
presented study is the study of possible modifications to the material stack of the
device in order to understand what are the maximum performance achievable from
the presented implementation. An example is the tuning of the anisotropy and
saturation magnetization values. Different combinations of these two values were
reported in literature for the W/CoFeB/MgO stack, especially under ion irradia-
tion. Same applies to damping and DMI constants. The exploration could allow
to find the best material and stimuli conditions to bridge the gap between this and
other implementations in terms of energetic and search performance.
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Chapter 4

Final conclusions and prospects

In this thesis the problem of computation in memory with skyrmions was ad-
dressed. Starting from a methodology different implementations were explored and
evaluated. The results from the performance evaluations suggests that skyrmion
technology in the conditions explored still need some study and improvement for
what concerns the energetic performance and further studies are required to opti-
mize this characteristic. At the same time the skyrmion proved to be excellent in
the density achievable from the proposed circuits. In all the proposed solution, but
especially in the CAM and AES case the implementation proved to be able to pack
a great number of gates in a small area. This aspect is particularly interesting in
logic-in-memory implementations where the impact on the die area is usually high.
In the skyrmion case this achievement is even more important. In this scenario
the additional area occupied can have two negative effects: diminish the density of
information that is one of the most important characteristic of skyrmion memories
and slow down the read and write process of the memory. This process is based
on shift operation and a lower density can represent a lower read and write speed
making the memory more difficult to be integrated in real systems. For the future
it is important to study further the problem of logic in memory with skyrmion.
The characteristics underlined in this thesis shows a good potential for the current
technology especially in systems in which the latency is not a critical parameter. In
this direction it will be important to study both the possible optimizations applica-
ble to the proposed systems and the material parameters that can further optimize
the characteristics of the systems. Finally, regarding this first part it is impor-
tant to underline that the destiny of such logic application is strictly linked to the
success of the skyrmion memory. The device by themselves does not give enough
advantages to be proposed as single logic devices. Similarly to what happened to
bubble memory the main core of skyrmions remains still the memory and without
the possibility to employ skyrmion primarily on memory, at the actual state of the
art, the proposals of this thesis do not have a real reason to be used. This sug-
gests that the research in this direction, logic-in-memory application, should focus
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on adapting itself to the best possible implementations for memory for which the
proposed architectures should represent an expansion. In this direction the second
proposal was done. The conjunction of PNML and skyrmion allows to connect to a
good technology for memory a good technology for distributed logic. The genera-
tion of domains for skyrmion is a very natural process in magnetic materials usually
employed for skyrmion devices. As shown in literature in [34] also the opposite is
possible. This linked to the recent advance in PNML technology creates a very ex-
citing scenario in which new kind of circuits are possible that depend less on electric
control and can completely take advantage of the best characteristics of magnetic
circuit. The presented study is a starting point and showed a simulative proof of
the integration between PNML and skyrmion technology. It will be important in
future to test this interface against real systems, designed for specific problem and
understand if it’s really worth it compared to other solutions. In addition to that
it will be also interesting to understand if this same approach of communication
between skyrmion and other magnetic technologies is usable for other computing
paradigm that in the current moment are attracting great interest from a wide part
of the electronic community.
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Chapter 5

Minimum Maximum Search

The first algorithm explored for Logic In Memory (LIM) implementation with
skyrmion is an algorithm for maximum and minimum search. The final circuit is
designed to identify a maximum or a minimum among the words stored in mem-
ory in form of skyrmion. The device executes part of the algorithm in skyrmion
technology inside the memory taking advantage of the elaboration unit to locally
elaborate the stored information. The information is then read and compared with
the results coming from the other elaborations to determine the maximum or the
minimum. The presented algorithm was previously implemented by Vacca et al.
in [84] in a SRAM based implementation. This gave to the proposed implementa-
tion a direct benchmark to have a first evaluation of skyrmion technology for LIM
devices. The proposed implementation represents a first step in the direction of
a complex LIM architecture based on skyrmion. The basic memory cell is indeed
capable of doing basic elaboration on the stored information and ensure that the
stored information is maintained inside the memory without data loss. The results
showed in this chapter have been presented in the article [85].

5.1 Algorithm
The Minimum/Maximum search algorithm allows to identify in a set of words

the minimum or the maximum value. The pseudo-code describing the algorithm is
the following:

The algorithm exploits the independence of the filter operation to execute in
parallel the operation and speedup the overall computation. In case the elaboration
unit is able to process at the same time the complete set of words interested by
the computation the latency can eventually be independent from the number of
words elaborated. This last case recalls the logic-in-memory scenario in which the
algorithms implemented can benefit from a high level of parallelism. The search of
the maximum starts with the initialization of the the enable signals for all the words
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Data: The input of the algorithm is the bit matrix containing all the bits
stored in memory.

MAXIMUM():
1 for i = 1 downto Nwords do
2 enableNbit,i=1

end
3 for j = Nbit downto 1 do
4 xj = (bitj,1 · enablej,1) + (bitj,2 · enablej,2) + ... + (bitj,Nword · enablej,Nword)
5 Parallel for k= 1 to Nwords do
6 enablek,j = (enablek-1,j · bitk,j) + (enablek-1,j · (xj))

end
end

7 return enable 0

Algorithm 1: Maximum algorithm

composing the set to 1. This set of signals will determine if a word is valid for the
maximum (minimum) search and can continue in the evaluation in the next steps
of the algorithm. After the initialization, the execution enters in the main loop.
The first bit for the comparison is then selected starting from the Most Significant
Bit (MSB). Now, at line 4, the validity of the comparison is evaluated. The variable
x indicates if the current stage of the algorithm should be considered or not. This
condition is verified only in case all the bits in the current position j are 0 (1). If the
stage is valid, the enable signal for every word in the set is computed. The enable
signal will determine if the current word is eligible to be the maximum (minimum)
for the computation or if it should be discarded. The enable signal will be equal
to 1 only in case the current bit is 1(0) and the enable signal for the current word
is 1. The validity evaluation and enable signal calculation will be computed until
all the bits have been examined. The last enable computation will then signal the
position of the maximum (minimum) in the array.

In the next section the architecture implementing the algorithm will be pre-
sented, starting from the memory cell.

5.2 Memory Cell
The kind of memory used for the design presented in this chapter is the skyrmion

racetrack memory. The basic track used for the presented implementation is the
one used for the CAM cell implementation, section 3.2.1. The skyrmion in the
chosen structure moves inside a curb of the ferromagnet. The information then
is stored in the racetrack in defined portions of the track that will be considered,
from here on, the basic memory cells of the LIM device. Compared to a common

58



5.2 – Memory Cell

racetrack, the proposed design allows to perform logic operation on the skyrmion
simply pushing it in a lateral track, placed on the left side in correspondence of
the storing position of the bit. The proposed design is showed in figure 5.1b. The
vertical track showed in the image is the portion of the racetrack storing the bit of
information. The skyrmion moves along the track as long as memory operations
are required. To enable the operation the memory is then connected on the left
to a patterned structure designed to elaborate the information. The skyrmion will
start its elaboration entering the top lateral track. Here the fork structure allows
the duplication of information. The structure, proposed in [56], transforms the
skyrmion in a domain wall pair and duplicates it in this form. The two copies of
information are then translated back into skyrmion form to be further processed.
After the duplication gate the information spitted in two follows two different paths.
The track on the bottom allows the restore of the original information in the track
to avoid data loss. The track on top executes the masking operation required by
the algorithm. Finally after the skyrmion went through the top gate the result
is collected in the vertical track on the left to be read and further elaborated.
Many notch are placed along the track to ensure the correct synchronization of
information. To read out the information a read-head is present in the left track.
To reduce the collection latency with respect to a common racetrack memory the
showed read-head is present every two cells. In addition a write-head is placed in
correspondence of the mask operation to generate the enable signal in case needed.
In figure 5.1b an example of a complete operation is presented. The figure shows
the operation in case a 1 is stored

To support the operation a dedicated set of contacts has been designed. The
presented contact distribution, shown in figure 5.1a has been designed to concen-
trate the current only in the section of the track interested by the computation.
Especially in case of duplication the current densities involved in the transforma-
tion can be high as 50 × 1010 A m−2. Limiting the current generation to a limited
portion of the track, as will be discussed in section 5.7, can impact in a positive
way on the overall power and energy requirement of the circuit. The contacts
activation happens in groups as shown in figure. When a particular operation is
needed the contacts in the set are connected to supply and ground to produce the
required current stimulus. The contacts are connected to the W layer. The current
density required for the motion of the skyrmion is equal to 1 × 1010 A m−2. When
the skyrmion stops at the notch along the circuit, a pulse of 0.3 ns and intensity
20 × 1010 A m−2 is used to depin it from the notches. Finally a current density of
40 × 1010 A m−2 is needed to process the skyrmion in the duplication gate.
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(a)
(b)

Figure 5.1: In a), the contacts for current generation in the memory cell. The grey
area indicates the tungsten layer. For every operation a different set of contacts is
involved to generate the required local currents to move the skyrmion. In b), the
path followed by a skyrmion entering in the processing zone in case a 1 is stored in
the cell and the mask bit is set to 1. Image extracted from [85]

5.3 Cell operation
In this section, the operation of the cell will be presented and commented. The

complete elaboration of the skyrmion is presented in figure 5.2
The operation has been divided in four steps:

1. The operation of the circuit starts from the memory track. Here the skyrmion
is pushed with a vertical current in the direction of the input track for the
elaboration zone. (Figure 5.2a);

2. The skyrmion is pushed with an horizontal current pulse inside the fork
shaped nanotrack. The skyrmion is here converted in a domain wall pair.
The current now pushes the newly formed domain along the fork causing the
generation of two domains with the same polarity. Both the domains are
then pushed to the edge of the structure. Here pushed by a second current
pulse the domains are depinned from the constriction and converted back into
two skyrmions. Both the skyrmions stops at two synchronization notches. In
addition the auxiliary skyrmion if needed is nucleated in the top track to be
ready for the next elaboration.(5.2b)

3. The operation is now different for the two information skyrmions. The in-
formation on top is depinned by means of a current pulse to be elaborated.
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Figure 5.2: In figure the four phases of elaboration of the stored skyrmions. In
a) the information is moved from the memory track into the duplication gate. In
b) the information is duplicated by means of Skyrmion-DW conversion. In c) the
information is processed on top and moved back to the memory cell on bottom. In
d) the result of the operation is read on the left, the information is restored into
the cell on the right. Image extracted from [85]

The gate used for elaboration is the AND/OR gate proposed by Chauwin et
al. [55] presented in section 2.2.2. The result is collected on the top track
and sent to the vertical track for the final collection. The presence or absence
of a skyrmion on the top track of the gate is equivalent to the AND opera-
tion between the information encoded by the two skyrmions. The result of
the bottom operation is annihilated against an unprotected edge. The copy
of information on the bottom is depinned from the notch and routed to be
reinserted in the memory track.(5.2c)

4. Finally the result of operation on top is directed to the read head where the
result is collected to be further processed. The information on the bottom
of the cell continues its path in the direction of the memory track. The
information is at the end of the process correctly restored in the memory.
(5.2d)

5.4 Memory organization
Some considerations on the memory organization will be presented in this sec-

tion. The words for a correct function of the LIM cell are memorized along different
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tracks. Figure 5.3 shows how the read and write heads are organized along a sin-
gle track. A single write head is placed at the beginning of the track. The write
operation, like other racetrack memories is serial: the bit of information is nucle-
ated and then shifted by one position; the operation is repeated until the complete
word is written in memory. The bits of information occupies now precise position
inside the memory array. The read operation is then executed by means of the
read heads placed along the track. The reading operation is executed by means
of a Magneto Tunnel Junction (MTJ) in which the free layer is the ferromagnet
hosting the skyrmion memory. For other details, 2.2.2. Due to the serial nature
of both write and read operations, the time required by an operation with a single
write or read head is equal to Nbit ∗ Tcycle. The presence of multiple read head
allows to reduce the read latency of the memory. This require a more complex
read architecture where multiple read circuit, 5.3 will write at the same time on
the output shift register. After the read operation, the word should be restored in
the initial position, ready to be read again or elaborated. The insertion of multiple
read-heads allows also to diminish the latency of this restore operation.

Figure 5.3: Read and write mechanism. The track has more than one read head to
reduce the read operation latency. In order to sense the skyrmion presence under
the read-head, the value produced is compared with a reference Image extracted
from [85]

5.5 Logic-in-memory
In this section the complete logic-in-memory architecture will be presented. The

complete structure of the LIM device is shown in figure 5.4.
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Figure 5.4: logic-in-memory architecture schematic. On the left the block diagram
of the complete circuit. On the right the basic cell of the array. The skyrmion is
stored inside the memory in correspondence of the red dot.Image extracted from
[85]

The memory array communicates with a set of CMOS logic blocks to realize both
the memory and the logic function. The surrounding logic allows both the interface
with the external environment and the correct operation of the additional logic.
The TRACK DECODER allows to control the enable signal of the different tracks.
The TRACK DECODER during the memory operations reads the external address
enabling only the memory track required. During the logic-in-memory operation
the control is received by the TRACK DISABLER, removing from the computation
all the tracks not anymore interested by the maximum search operation. The other
direct control of the array is the ROW DECODER. This block in synergy with the
track decoder allows to select the precise row interested by the computation. The
row decoder receives its commands from the MASK GENERATION block. The
MASK generation block is the one in charge of generating the correspondent signals
for the ROW DECODER to correctly activate the required rows in the computation.
The MASK GENERATION in the implemented algorithm will act as a shift register
activating sequentially the rows starting from the MSB position down to the Least
Significant Bit (LSB). The READING block at the periphery of the array groups
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all the required circuitry to read out the values present at the different read heads
distributed in the memory and provide the output port of the memory and to the
other control circuit of the array. The value read by the READING block are
then sent to the TRACK DISABLER that is in charge of determine which track
will continue in the computation for the TRACK DECODER. When the algorithm
is over the ENCODER will read the TRACK DISABLER signal and the address
of the minimum or the maximum will be produced at the output of the circuit.
If multiple enable signal are equal to 1 when the algorithm is over the encoder
will apply a priority rule signaling the maximum with the lower address. All the
operations are directed by a single control unit that keeps track of the steps of the
algorithm and coordinates the operation of all the logic block to realize both the
memory and the LIM functionality.

5.5.1 Maximum/Minimum Search Operation
When the search operation is required the initial bit is loaded in the MASK

GENERATION block. The starting MASK, sent to the ROW decoder, will select
the cells correspondent to the MSB position of the array for the first elaboration.
The FSM now exits from the idle state entering in the main loop, as shown in figure
5.5. The FSM executes in the main loop 5 cycle to elaborate the information. The
first four cycle are the ones producing the control for the basic cell as shown in
section 5.3. During this operation the control unit allows the correct generation of
the stimuli in the cell. After the elaboration is completed in the fifth cycle the value
read by the reading block is sent to the TRACK DISABLE block that generates
the new set of enable signal for the tracks that are still valid for the computation.
Now the MASK is shifted by one position and the cycle can start again repeating
the five cycles for a number of times equal to the length of a single word. Finally
when the final count is reached, the MAX/MIN state is reached. In this state the
ENCODER is triggered and the maximum position is generated at the output. The
operation of the FSM is over and the machine goes back to the idle state.

Figure 5.5: FSM State diagram for Maximum/Minimum search Image extracted
from [85]

The presented control unit controls also the reading and the writing operation.

64



5.5 – Logic-in-memory

5.5.2 Additional logic operations
The proposed logic-in-memory approach can be adapted to many other algo-

rithms. In particular exploiting the confined nature of the skyrmion the cells can
be interconnected with additional tracks with respect to the proposed basic imple-
mentation. A possible modified version is shown in figure 5.6

(a) (b)

Figure 5.6: Logical operation between rows and columns. a) Column-wise operation
b) Row-wise operation. [85]

The defined interconnections increase the degrees of freedom in the computation.
The example showed in figure 5.6a enable the execution of column wise operations.
The result of the operation of a single cell can be forwarded to the next cell to
obtain a chain operations with the data. Another possible interconnection is the
one showed in figure 5.6b. With this topology the skyrmions coming from neighbor
columns can be elaborated together in the same cell to produce additional logic. In
the next chapter, exploring a cryptography algorithm that requires more complex
communications between cells these kind of interconnection will be heavily exploited
to realize the complete algorithm in memory. Finally to further expand the actual
implementation different rows or columns can be specialized implementing different
operations. As shown in [55], many kind of logic can be realized with the presented
gates. The distribution of logic inside the memory can help also in maintaining
the density of the memory high even including the logic inside the memory cell. In
this scenario indeed a logic operation can be the result of the information traveling
through different portion of memory.
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5.6 Methods
To verify the proposed structure the device was simulated in an heterogeneous

environment to verify both the functionality and the performance of the complete
LIM circuit. The cell was simulated using the Mumax3 [19, 53]. The single cell was
meshed with a basic cell with dimensions 1 nm3 × 1 nm3 × 0.5 nm3. The parameters
used for the simulation are reported in Table 5.1. The micromagnetic simulation
was performed to verify the correctness of the design and to evaluate the timing
performance of the circuit.

Table 5.1: Parameters used for micromagnetic simulations and current distribution
computation

SIMULATION PARAMETERS
Saturation Magnetization [52] 1e6 A m−1

Uniaxial Anisotropy Constant [52] 8e5 J m−2

Exchange Stiffness [52] 2e-11
Damping constant [75] 0.03
Spin Hall Angle [63] 0.4
Film resistivity [63] 165 µΩ cm

To verify the contact design and the power required by the circuit to produce the
movement of current, the stack was then modeled and simulated with ElmerFEM
software [86] with the static current module. This tool allowed a precise study
of the aforementioned quantities to better understand the impact on the overall
performance of the cell operation. This last method was chosen for the non-trivial
configuration of the conducting path when the current is produced. As will be
shown in the next section the parasitic currents were also evaluated. The resistivity
and the spin hall angle parameters employed for the micromagnetic and static
current study were derived from [87].

The additional logic of the circuit, described in VHDL was tested with Mentor
Questasim to verify its correctness and then synthesized with Synopsys Design
Compiler on a 15nm Nangate technological library to evaluate its performance.
To obtain a better estimation of the power consumption, the extracted power was
estimated using a back-annotation approach. A sample application was then set
up and the power consumption related to that case was extracted. The sample
application is a complete execution of the algorithm in which all the rounds are
valid and only a single word is removed at every cycle.
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5.7 Results
In the following the performance and the simulation results of the device will

be shown and compared with the implementation proposed by [84]. The imple-
mentation in [84] is a complete CMOS implementation of the algorithm based on
a modified SRAM memory that takes advantage of some additional transistors on
the single cell to execute the filtering and collection of information. The similarity
in the implementation and the same approach applied to the presented architecture
allow to better evaluate the strengths and weaknesses of the proposed implemen-
tation. The performance of the LIM circuit are shown in table 5.2, 5.3 and 5.4

Table 5.2: AREA and TIMING, WORD WIDTH = 64 bit

Words Area (µm2) Frequency (MHz) Latency (ns)
Proposed [84] Ratio Proposed [84] Proposed [84] Ratio

2048 42307 89665 0,47 285* 1785 1120 108 10,30
4096 95036 181694 0,52 285* 1041 1120 183 6,20
8192 190056 368489 0,51 285* 571 1120 373 3,00
16384 381625 747729 0,51 285* 298 1120 647 1,74
32768 748076 1516103 0,49 285* 149 1120 1293 0,86
65536 1427936 3045940 0,46 285* 75 1120 2560 0,44

* limited by maximum array frequency

The proposed architecture can reach a maximum frequency of 285 MHz. The
dimension of the array was varied up to a value of 64 Kwords. The critical path
in all the tested combinations was found in the skyrmion logic. In particular the
longest path the skyrmion has to travel sets the speed of the complete architecture.
The longest paths in the designed cell are represented by the return path the copy
of the original skyrmion travels to return back in the memory and the distance
between consecutive cells in the memory. For the additional logic the slowest path
is determined by the encoder that has to produce the final result for the computa-
tion. The fact that the critical path of the logic is lower than the critical path of
the skyrmion array allows to relax the frequency constraint of the logic reducing
the overall power consumption. From the comparison on the maximum achievable
frequency it is possible to notice that the proposed architecture is able to reach
higher values after the size of memory increase over 16 Kword. Nevertheless it is
important to underline that the proposed architecture has still an higher latency
up to 32 Kword because the proposed algorithm requires two additional cycles per
every iteration of the algorithm with respect to the CMOS implementation. The
area occupied by the LIM device has been computed summing up the area occupied
by the skyrmion array and the control logic. The former was extracted from the
physical structure shown in figure 5.1b, the latter was extracted from the synthe-
sis of the written code. As shown in table, the area occupied by the LIM array
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based on skyrmion technology is half of the one occupied by the implementation
of the CMOS. This is due to the fact that the memory basic memory element in
the racetrack memory is represented by the single track that occupies while the
CMOS implementation is based on a SRAM cell that requires at least 6 transistor
for the realization of the basic cell. After the evaluation to better appreciate the
comparison between the two architectures the Delay-Area product has been eval-
uated. The results are shown in figure 5.7. This quantity is a measure of the cost
of the implementation of the circuit. From the data it’s possible to see how the
choice between the two technology, driven by the cost of the implementation, is
not obvious and depends strongly on the size of the required memory. In case of
small implementations indeed the tremendous speed of CMOS prevail but with the
increase of the array size the speed becomes comparable and even worse leading
to higher size values in which the ratio between the two products is completely
reversed in favor of the skyrmion implementation.

Figure 5.7: Delay area product with respect to the memory size of the proposed
skyrmion implementation and CMOS [84]. Image extracted from [85]

Table 5.3: Power consumption of a single memory cell for each phase

Phase Power [uW]
Move Skyrmion 0.07

Duplication 21.67
AND 6.44

Collection 0.14

After the evaluation of the time and area parameters the energetic performance
are shown. The evaluation of these parameters as explained in the 5.6 section has
been evaluated with static conduction simulations for the cell and by means of the
back-annotation process for the logic part. Regarding the power required by the
cell to operate the evaluation has been done for every operation of the cycle. As
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Figure 5.8: Current density produced during duplication operation. The current
path highlighted in green is the one required to move the skyrmion. The current
path in red indicates the additional path for the current not needed for the current.
This additional paths increase the power consumption in the operation. Image
extracted from [85]

shown the most demanding operations are the duplication and the AND operation.
The high power consumption of the duplication phase is justified by the fact that to
correctly operate the duplication phase needs two pulses, one to depin and convert
the skyrmion into a domain wall pair and the second to depin both the domain wall
pairs from the constriction and translate them back into skyrmions. In addition,
as shown in figure 5.8 both the operation have a non-negligible amount of current
that is generated by the additional conductive paths and by the different potentials
required across the circuit to produce multiple skyrmion movements at the same
time. This parasitics are mainly due to the fact that the skyrmion paths are
conductive. For this reason every circuit implementing feedback loops, as the one
proposed will have additional current paths increasing the power consumption of
the circuit. In the case of duplication the V+ and V- are not only connected through
the intended skyrmion path, the fork structure but also through the feedback loop.
In table 5.4 the value of mean power consumption and energy per bit are reported.

The reported values refers to 64 bit words. With regard to the power consump-
tion the CMOS implementation showed to perform always better than the proposed
skyrmion LIM implementation. This is mostly due to the very high power consump-
tion every cell needs to operate. The energy consumption in the same way shows
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Table 5.4: POWER AND ENERGY - WORD WIDTH=64 bit

Words Power (mW) Energy per bit (pJ/bit)
Proposed [84] Proposed [84] Ratio

2048 34 25 327 20 16,35
4096 66 36 320 25 12,80
8192 74 54 193 38 5,00
16384 133 85 177 52 1,92
32768 227 148 157 90 1,74
65536 574 270 153 164 0,93

how the overall efficiency is higher for the CMOS circuit. Nevertheless it is possible
to see how the trend in energy efficiency is negative for the skyrmion implementa-
tion while is positive for the CMOS implementation. This suggests that for even
bigger arrays the skyrmion implementation is expected to perform sensibly bet-
ter. The reason behind the different trends can be found in the way, the working
frequency of the circuit is scaling differently for CMOS and skyrmions. While the
CMOS implementation lowers the frequency of operation and consequently increase
the overall latency of the algorithm, the skyrmion implementation maintains both
the parameters stable allowing the improvement of the energy efficiency. The neg-
ative trend of the energy efficiency is expected not to continue indefinitely but to
stabilize and then start to increase in a similar way of CMOS. This because the
critical path of the memory array will be at some point surpassed by the critical
path of the surrounding CMOS logic.

5.8 Final considerations
The implementation of a LIM architecture for minimum/maximum search based

on skyrmion technology proved to be valid even compared with a CMOS equivalent
implementation. In particular the architecture showed good performance for high
levels of parallelism and a very small occupied area compared to the same imple-
mentation realized in CMOS. At the same time for small parallelisms the reference
CMOS architectures shows better performance thanks to low delay the architec-
ture can achieve. Skyrmion technology on the other side is limited up to a point in
which the reduced speed of skyrmions is comparable with the other architectures.
In addition, the architecture presented addresses also some important issues of LIM
architectures based on skyrmions, as the duplication of information and the current
generation inside the circuit that proved to be critical for the overall performance
of the circuit. These two aspect proved to be the most problematic in reaching low
power consumption for the architecture.
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Chapter 6

Advanced Encryption Standard

After discussing the minimum-maximum algorithm, the next skyrmion LIM im-
plementation explored is the Advanced Encryption Standard (AES) cipher. The
proposed implementation can encrypt plain text stored in memory without the need
to read it out. The information is only locally read and translated in an electrical
signal during the SubBytes operation. The goal behind implementing such a com-
plex algorithm in memory is twofold: on one hand there is the interest in verifying
the achievable performance of a complex logic architecture. On the other hand, the
goal of the implementation is to explore the design of a complex algorithm that re-
quires at the same time interaction between stored information and elaboration on
the stored data. This implementation will allow to better appreciate the strength
of the technology for logic implementation and at the same time understand what
are the constraints in the design of complex architecture.

AES is the current standard for cryptography. Elaborated in 1998 by Joan
Daemen and Vincent Rijmen [88] to substitute the Triple Data Encryption Algo-
rithm (TDES) cryptographic algorithm, the Advanced Encryption Standard is used
in many applications to keep the information secure, especially in the Internet-of-
Things (IOT) environment. The AES uses a series of logic operations on the input
data to obtain an encrypted version of the information. These logic operations
refer to specific transformations in the Galois Field, a specific finite-elements field
applied extensively in cryptography. The same operations inversed in the Galois
Field can then restore the plain version of the original information. Some of the
logic operations depend on the second input of the cryptography algorithm, a key
used to produce a unique transformation of the original data. The algorithm uses
the key to influence the cipher after a series of logical operations called Key Ex-
pansion. These operations link the encrypted data with the specific input key. The
length of the key determines then the length of the algorithm and, consequently,
the cipher’s strength.
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6.1 AES algorithm
The input of the AES algorithm is called state. The state is composed from

128-bit blocks divided into 16 words of 8 bits. The state is usually represented as
a 4x4 matrix of 8-bit words as shown in figure 6.1. [89] This representation has a
specific meaning in the execution of the algorithm. The basic algorithm elaborates
the state often in matrix form following basic rules of matrix algebra.

Figure 6.1: AES input state matrix representation

The AES algorithm is performed through 4 main operations:

• Sub Bytes

• Shift Row

• Mix Columns

• Add Round Key

After a first Add Round Key operation, the four operations are executed in
the order shown in figure 6.2. Every repetition of the four operations is called
round. In order to encrypt the plain text, the state is elaborated in many rounds
to complete the encryption. In AES algorithm, all the rounds are equal except
the last in which the Mix Columns operation is not repeated. Depending on the
length of the key, the cipher algorithm can have a different number of rounds. The
three standard key lengths are 128-bit, 196-bit, 256-bit. To these three lengths,
correspond respectively a length of 10, 12 and 14 rounds. The length of the key
also define the strength of the encryption, where a longer key determines a stronger
cipher. [89]

6.1.1 Key expansion
Before a round can be executed, the key should be expanded to produce the

correct inputs for the algorithm execution. The goal of the key expansion is to
produce from a key of length 128,196 or 256 bit respectively 11,13 and 15 matrices
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Figure 6.2: AES encryption algorithm general block diagram

to be used in the AddRoundKey operation. The algorithm for the key expansion
is showed

where RotLeft() indicates a rotation of one bit on the left and SubWord in-
dicates a substitution of the word using the S-Box. Finally RCon is a constant
vector.

The input key is used directly to produce the first 4x4 round key. After this
first passage, the rows of the following round keys are produced in two passages.

1. The last computed word, correspondent to the last element of the previously
computed row is elaborated (K15 in the example). The algorithm of the
variation element g follows a path similar to the one applied to the input
state. At every round: the word is rotated, the result is substituted using the
S-Box of the SubBytes stage and the result is xored with a constant matrix.

2. After this elaboration, a chain of xor operations is executed to produce a new
row for the next round key. The chain of xor starts summing the first element
of the row with the variation element g. Then a XOR operation between this
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1 KeyExpansion (byte key[16], word w[44]):
23 word temp;

for i = 0; i < 4; i++ do
4 w[i]= (key[4i], key[(4i)+1], key[(4i)+2], key[(4*i+3)])

end
for i = 0; i < 4; i++ do

5 if i mod 4 = 0 then
6 // First word of the row
7 temp = SubWord(RotLeft(temp)) XOR Rcon[i/4];

else
8 // All the other rows
9 temp = w[i-1];

end
10 w[i] = w[i-4] xor temp

end
Algorithm 2: Key Expansion algorithm for a 128-bit key

Figure 6.3: Key expansion algorithm procedure. The example shown is referred to
a 128-bit key producing 44 words from the cipher key

last element and the corresponding in the previous row is executed. The chain
continues until the row is complete.
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The row generation explained above is repeated a different number of times de-
pending on the length of key to produce a sufficient number of words to be fed to
the add round key operations executed during the algorithm. For 128 bit the words
required are 44, for 196 bits the words are 64, for 256 bits the words are 64.

6.1.2 Add Round Key
The first operation at the beginning of the encryption and the last of every

round, is the Add Round Key. The round key of the current round, computed as
explained in the previous section, is xored element by element with the current
state to obtain a new state to proceed with the cryptography process as shown in
figure 6.4. This XOR operation corresponds in the Galois field GF (28) to the sum
of two polynomials of grade 8 [89]. As it will be clear afterward, this is the only
operation with the key expansion that changes, varying the algorithm’s key input.

Figure 6.4: Add round key operation. RK matrix refers to the round key computed
by the key expansion operation.

6.1.3 Sub Bytes
Sub bytes or Substitute byte transformation, is a table lookup that maps the

current state to another following a fixed scheme. This operation is the first of
each round. In the sub bytes operation, every word composing the current state
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is substituted by another value extracted from a fixed 16x16 words table called
S-Box. To execute the substitution, the new element that will be placed into the
row is chosen using the word as an index in the table. In particular, the four most
significant bits are used as an index to identify the row. The four remaining bits are
used to identify the column of the element that will substitute the current value.
An example of the operation and the S-Box are shown in figure 6.5

Figure 6.5: Sub Bytes operation. The input word is substituted with another word
using half of the word as row index and half of the word as column index

6.1.4 Shift Row
The second operation in every round is the Shift Row operation. In this opera-

tion, the state is considered again as a 4x4 matrix. This operation corresponds to a
rotation of the row’s elements constituting the state by a fixed amount depending
on the row index. The rotation direction is left. The rotation steps are determined
by the index of the row, assigning to the row on top index 0 and increasing it by 1,
continuing with the other rows. Therefore the first row is not rotated, the second
is rotated by one position, the third by two, and the last by three positions.

6.1.5 Mix Columns
The Mix Columns operation is one of the most complex operations of the algo-

rithm and, as it will be shown later, one of the most energy and time consuming
of the whole algorithm. The operation, differently from the others, is not repeated
in the last round of the algorithm. In this operation, the state is multiplied with
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a constant matrix to obtain an updated state. The new state results from mod-
ulo matrix multiplication in Galois Field between the current state and the matrix
shown in figure 6.6. Therefore, every element in the result’s column is a function of
all the elements of the previous state. In addition, if the shift row operation is con-
sidered, it is trivial to demonstrate that every word of the final state is a function
of all the other words of the matrix. The multiplication and addition operations
are executed in GF (28).The constant matrix is shown in figure 6.6. The constant
matrix was designed by the Rjndael authors to ensure a good mixing of the element
of a column. An example of operation is shown in figure 6.6.

Figure 6.6: Mix column operation

A final note should be added to this particular operation regarding the binary
operation required to execute the correspondent Galois field operations. The equiv-
alent operation of the sum in the Galois field is the bitwise XOR operation. In order
to execute multiplication by 02 and 03, which corresponds in the Galois field to
multiplication by x and by x + 1 polynomials, shift and bitwise XOR operations
are needed. In particular, to execute a multiplication by 02, the input of the op-
eration can be shifted left by one position as a standard decimal operation, but,
in addition, it should also be re-normalized. The shifted value is then additionally
XORed with the constant hexadecimal value 1B (binary 0001 1011) if the MSB of
the original word was 1.

The multiplication by three can be realized by taking advantage of the cor-
responding polynomial characteristics, x + 1. The operation can be executed as
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multiplication by two plus the sum to the original value as shown in the following:

(56) · (03) = (56) + ((56) · (2)) (6.1)
This characteristic of the stage makes the operation required for encryption eas-

ier. This operation followed by an Add Round Key concludes a single round. As
explained above, this schema is repeated at least ten times to obtain an encrypted
text. Decryption operation follows a similar schema. The difference in the decryp-
tion is the order of the operations and in the coefficients used for the operations
needed to obtain an inverse transformation of the state. In the following implemen-
tation, only the encryption procedure will be mapped to memory as the algorithm
constitute an important case study for the purpose of the thesis. The proposed
design was not designed to execute both the encryption and the decryption of the
stored text.

6.2 AES logic-in-memory with skyrmions

6.2.1 LIM device structure
The structure of the complete LIM device is shown in figure 6.7.
The basic structure is the one of a traditional memory where the stored infor-

mation can be read and written. In addition to the decoder and write and read
controls, additional circuitry is needed to realize the logic functionality required
by AES. In particular, when a new encryption process is triggered, the KEY EX-
PANSION block generates the round keys needed for the encryption, starting from
an external key input. These values are then sent to the write control to be used
in the LIM device during the different AddRoundKey operations. The circuit also
has an external S-BOX circuit. This circuit is a lookup table that provides the
required substitution of information for the SubBytes process. All the other oper-
ations required by the encryption are executed in the LIM array. A control unit
directs all the operations. Depending on the required functionality, i.e., read, write
or encrypt, it generates the required control signals to coordinate the operation of
the different external units and the LIM device. A VCMA control is also present.
The control of the VCMA gates in the array is fundamental for the correct routing
and synchronization in the array.

Finally, additional skyrmion memories can be put directly in contact with the
LIM array to increase its storage capabilities and give an alternative way to input
information. This additional possibility for storage will be explained more in-depth
in section 6.2.7.
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Figure 6.7: Block diagram of the complete LIM device.

6.2.2 Array Design
In translating the AES algorithm into a skyrmion logic-in-memory device, the

starting point is the memory array that will host the LIM implementation. The
first constraint for the LIM design is that the circuit should have the possibility to
be integrated with skyrmion memories. Racetrack memories, in particular, are the
reference for memories based on skyrmions. The racetrack memory is a nanowire
in which skyrmions, encoding information, are moved along the track pushed by
electrical currents. The information is read and written by a write head and read
head with fixed positions. With respect to a memory implemented with fixed cells,
the racetrack memory implementation has advantages in the number of writing
and reading devices required for the device function and in the maximum density
achievable. The disadvantage is mainly in the latency of reading and writes op-
erations. The designed LIM circuit is based on the racetrack structure and it has
been developed starting from the basic principle that the LIM circuit should work
also as a common memory as long as the operation is not required. The logic has
been integrated, taking advantage of lateral tracks to connect the skyrmion logic,
as already demonstrated in the previous chapters. In addition, the lateral track is
gated with a VCMA gate. The skyrmion stored for reading and writing purposes
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should indeed be free to move in both directions along the racetrack without any
risk of information loss. The logic has been integrated, taking advantage of lat-
eral tracks to connect the skyrmion logic, as already demonstrated in the previous
chapters. In addition, the lateral track is gated with a VCMA gate. The skyrmion
stored for reading and writing purposes should indeed be free to move in both di-
rections along the racetrack without any risk of information loss. The next step in
designing a LIM device is the evaluation of the storage position of the elaborated
information in the array. This choice impacts heavily on the whole circuit’s final
performance and is strongly dependent on the chosen algorithm and its implemen-
tation. Later in the chapter, section 6.2.5, it will be shown how the information
is moved during the algorithm, especially in MixColumn operation. In general, for
the AES algorithm, the elaboration requires a great number of move operations
repeated at every round in the algorithm. Therefore, the information placement is
the most impacting choice in terms of time required by the algorithm and, conse-
quently, the operation’s overall energy. Minimize the distance that skyrmions have
to travel to reach their final destination for processing is fundamental to obtain
good performance.

The information is organized as shown in figure 6.8. As shown, the informa-
tion storage position recalls the state structure used in the matrix representation
6.8. The difference with that representation is that the elements are stored in a
transposed way, the row elements are placed as shown in order along the vertical
tracks.

In the implemented algorithm all the shift and communication operations are
executed between the elements belonging to the same row and column. The move-
ment with the highest number of repetitions is the one between elements of the same
column in the state matrix during the MixColumn operation, due to the matrix
multiplication described in section 6.1.5. In the proposed mapping, the movement,
required during the sum of partial products, will require only a single movement
operation per position. On the contrary, a movement along the row of the state
matrix, e.g from element W21 to element W23 will require 16 cycles, equivalent to
8 movements per position.

6.2.3 Memory Cells interconnect
The movements required by the algorithm are the ones along the memory tracks

and among them. To enable the connection between cells belonging to different
tracks, orthogonal paths have been added to the array. Following this path a word
can be moved to the next vertical track. This connection, equivalent to a shift along
the column of the reference state matrix, will be used in MixColumns operation
for the partial product sum. Regarding the vertical movement, an additional track
is placed side to side to the main racetrack memory to avoid collisions during the
movement operations. In rotation operations indeed not all the information on
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(a)

(b)
(c)

Figure 6.8: Word organization in the AES LIM array with respect to the reference
state matrix. a) Reference state matrix b) LIM array mapping c) Bit position inside
a single word

the same vertical track moves in the same direction. This requires to maintain
still some cells while the other moves and viceversa. In this particular situation,
that is common during Shift Row operation, the additional vertical track acts as
a side lane in which moving skyrmion can safely pass without affecting the stored
information. This additional track is also the track used to collect the results of
logic operations. An example of the shift row operation is shown in section 6.2.5.

With the described connections the final track structure of two neighbor words
is shown in figure 6.9a. At the crossing between the tracks some additional gates
are needed to impose the correct direction to the skyrmions. For this reason a cross
matrix has been designed. The structure is shown in figure 6.9b. As shown different
VCMA gates are placed along the structure to correctly guide the movement of the
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skyrmion going through avoiding any deviation due to the SkHE. The control of
these gates is electrical. The signals used to control a single cross matrix can be
shared by different cross matrices in the array depending on the direction required.
In figure a simple example is shown, during the first write operation the information
needs to travel from top to bottom. Due to the skyrmion hall effect without any
external intervention the information would deviate from the intended direction.
With the control added, it is possible to make the information travel along the
track. In the same way changing the VCMA gates status it is possible to guide the
skyrmions in another direction.

(a)

(b)

Figure 6.9: Interconnection scheme of two neighbor words in the LIM array. (a)
Crossing matrix used for AES LIM implementation. The yellow zones corresponds
to VCMA gates used to control skyrmion direction
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6.2.4 Memory Cell Design
The next step in the design of the LIM device is the logic implemented by a

single cell.

Figure 6.10: AES memory cell. The highlighted squares are VCMA gates

The cell has been designed taking into account the information movements and
the logical operations required by the algorithm. The logical operations required
are two:

• XOR operations used in Add Round Key, Mix Column

• Shift operations used in all the logic operations

With shift operation, it is referred any kind of operation in which a bit of informa-
tion is moved from its original storage position inside the array to another. This
comprehends logical shifts of single words and movement of entire words from their
original position. When a logical shift is needed a current in vertical direction is
pushed and the skyrmion will move accordingly reaching other cells. Simple logical
shifts can be obtained in this way.

Rotation operations are executed through the interconnection structure de-
scribed above. Rotations are executed moving the information along the memory
track and taking advantage of the additional track described in the previous section.

To perform the algorithm, every cell needs to be able to perform the XOR
operation. This operation is used in 2 of the main rounds: AddRoundKey and
MixColumns. The XOR operation is performed by means of the gate shown in
figure 6.11a. The gate realizes the XOR operation following the logical scheme
presented at the bottom of figure 6.11b. The gates are realized using the basic
gates presented in section 2.2.2. The synchronization of information is obtained by
means of VCMA gates. The inputs of the operation are sent to the first AND/OR
gate. The AND output, the line that continue on the bottom is negated by means of
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(a)

(b)

Figure 6.11: XOR logic implemented in the LIM Cell. The information for the A
and B input of the input can be produced from different sources. The white box
indicate external write heads for input generation

a NOT gate.The OR output, the line on top, continues in direction of the last gate.
Finally the two results are elaborated together to produce the XOR result as the
result of the final AND operation. The result can now be collected in the vertical
track To keep the inputs synchronized, the output of the first OR operation on the
top track of the first gate is delayed by one cycle by means of an additional VCMA
gate. Finally for the correct function, the gate needs one additional skyrmion for
the NOT operation. This skyrmion needs to be generated at the bottom input of
the not gate, every time a XOR operation is required.

The gate can receives inputs from four different sources:

• Directly from the memory cell after a duplication gate.

• From the top connection track

• From the bottom connection track

• From a write head placed inside the cell

These inputs are indicated in figure 6.11a. The inputs coming from the memory
have to go through a duplication gate in order to ensure the initial information is not
lost. The gate serves also the purpose to maintain intermediate results over different
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operations when they need to be reused for later computations. The duplication
process is executed taking advantage of the NOT/COPY gate presented in 2.2.2,
using the top and bottom exits that produce a copy of the input information. This
process needs an additional skyrmion that will produce on the bottom output the
copy of the original information. The input from the top and the bottom tracks
are used when the information to be elaborated do not belong to the memory cell
or in case the duplication has to be avoided.

The input coming from the write head is used to provide external inputs to
the computation. In case a 1 is needed as input, a skyrmion is nucleated in that
position and can be sent to the input.

Finally as shown in figure 6.10 the main memory track has 4 lateral pockets
that serves as additional storage positions. These positions are designed to keep
the information safe while the processing is happening. In fact for some matrix
operations all the partial products are computed in a first phase and then summed
later. In this scenario the partial products are saved inside the cell without any
information loss. The cell with this improvement can store more than one informa-
tion at the same time in a cell. The save and load mechanism is briefly showed in
figure 6.12.

Figure 6.12: Insertion of information in auxiliary storage position. The auxiliary
position is used as temporary storage for partial computations.

When the auxiliary storage is needed the VCMA gate is opened and the in-
formation can be stored inside waiting to be processed. When the information is
needed the correspondent gate is opened and the value is restored. In addition
the bottom auxiliary storage is dedicated for the original information. Storing the
original information in this position the operation can be safely aborted without
any data loss.
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6.2.5 Control Logic
To control the correct execution of the algorithm a control logic is needed.

In particular this logic has been realized in CMOS technology. This technology
was considered the most suitable to realize the control of the device. Apart from
the clear advantage in design, given by the well-established CMOS toolchain, the
electrical nature of control signals gives an important advantage in distributing
the control over a wide area in an acceptable time. A single control unit can in
principle control a huge number of equal AES-LIM units. In this last scenario the
control overhead would be shared by many units reducing notably the impact on
performance of the control unit.
To realize the complete algorithm the control logic is organized in a hierarchical
way.

Master FSM

The complete operation is guided by a Master FSM that deals with the four
main operations and the rounds. The master FSM synchronizes the operation
of 4 slave FSM dealing with the control of the single operations. A single slave
FSM is dedicated to every main operation except for AddRoundKey and SubBytes,
that have been joined in the same FSM. The fourth slave FSM deals with the
Key expansion to produce the different RoundKeys used for the AddRoundKey
operations. The figure 6.13 shows the master FSM. The single control signals are
not reported to maintain the figure as clear as possible.

Figure 6.13: Master FSM states diagram. The FSM manage AES, write and read
operations

The read and write operations are managed by the same state machine.
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AddRoundKey - SubBytes FSM

Following the encryption path of the Master FSM the first state deals with the
AddRoundKey and SubBytes operation. When the master FSM reach this state
a trigger is produced for the corresponded slave FSM. The FSM, shown in figure
6.14, guides the information in the AddRoundKey and Subbytes operation:

Figure 6.14: Add round key and sub-bytes FSM states diagram. The FSM manage
AES, write and read operations

The states shown represent the main operations executed during the Add Round
Key and Sub Bytes process. Every operation corresponds to a special function of
the LIM array that can require more than one clock cycle to complete. The pre-
sented slave FSM is triggered at the beginning of the algorithm and after every Mix
Columns operation. As can be seen from the schema in figure 6.14, the execution
flow is linear and it is altered only in the last round where the Add round key ends
the complete algorithm without the need for a SubBytes operation as previously
shown in figure 6.2. The machine follows the following basic steps:

• Duplicate The information initially stored into the cell is duplicated. One
copy of information can now be processed safely into the XOR circuit inside.
During this operation the round key bit is nucleated inside the cell.

• XOR The xor operation between the original information and the round key
bit is executed as discussed in section 6.2.4. In 3 cycles the results is ready
at the end of the cell.

• Read SubBytes Input The information is read from every cell and sent to the
SubBytes LUT for the substitution.
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• Write SubBytes Result The SubBytes output is sent back. Now, if the read
bit is equal to the the received information the information is kept. On the
contrary if a 0 was read and a 1 was obtained by the SubBytes LIM a new
skyrmion is nucleated at the write head present inside the cell. Viceversa, if
a 1 was read the information is simply annihilated.

• Restore Info The information should be sent back to the store position in
the main track. The cross matrix is then correctly set and in 2 cycles the
information reaches the storing position

As already explained, in the last round the Read SubBytes Input and Write
SubBytes Result are not executed. The information at the output of the XOR gate
is then sent back to the storing position.

Shift Rows FSM

The next step in the algorithm is the ShiftRow operation. As explained in
section 6.1.4, the information has to be shifted by a fixed amount depending on the
row the element belongs to. The information positioning in the memory array is
transposed with respect to the original matrix representation of the state, therefore
the shift row operation corresponds to a vertical movement of information. The
slave FSM is one of the simplest. The only operations it has to complete are an up
movement and a down movement. The FSM signals are sent only the cells that are
subjected to the rotation operation. The FSM is shown in figure 6.15. The move
up states are kept stable for 24 cycles. In the worst case indeed the words needs
three times the cycles for a word shift to reach the correct positioning. The same
is valid for the down movement.

Figure 6.15: Shift row FSM states diagram.

The additional track serves its purpose in this operation of the algorithm. In
fact the information is deviated into the backup lane to avoid any collision with the
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words that are kept still during operation as shown in figure 6.16. After the first up
movement the information is now shifted to its final position on the backup lane.
The remaining information is then shifted in the other direction taking advantage
of the last cycle to move also the information in the backup lane in the memory
track.

Figure 6.16: ShiftRow operation example. The rotation moves the word 1 in posi-
tion of word 4 and shifts the other 3 words. The example reports 3 bits words, the
algorithm is executed on 8 bits word.

All the rows involved in the rotation process are moved at the same time. The
different movement is realized with different configurations of the the cross matrix.
With this strategy the time required for operation is equal to a single iteration of
the FSM.

Mix Columns FSM

The FSM that controls the array in the mixColumns operation is the one showed
in figure 6.17. The operations can be virtually divided in two sets:

• Computation of the partial products

89



Advanced Encryption Standard

• Sum of the partial products to compute the new state matrix

Figure 6.17: MixColumns FSM state diagram

The matrix used for the mixColumns operation, showed in section 6.1.5, is
constant for every round. Therefore, the execution of this state machine is equal
at every new iteration. The only difference between rounds is the step XOR with
shifted NORM in which the word term is XORed with the normalization term.
This normalization term is used as explained in section 6.1.5 only when the MSB of
the shifted word is 1. In case a 0 was read in the MSB position, the normalization
term is substituted by a word composed by all 0s, neutral element of the XOR
application.

To execute the MixColumn result, at first the results of multiplication by 1,
3 and 2 are computed in order. After every computation the result is stored in
dedicated zones into the memory cell. These zones will store the partial results
that will be reused later in the algorithm.

The main operations of the partial products computation are:

• Duplication and read: all the bits of the words stored in the array are sent
to the duplication gate except for the MSB of every word that is read. The
result of the read operation will decide if a normalization is required. The
duplication produces the first partial product the one multiplied by 1.
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• XOR with shifted NORM : depending on the value read at the MSB in the du-
plication and read state the normalization factor of Galois field multiplication
is summed with the content of the memory. The normal order of operation
in the AES algorithm is the opposite but executing at first the normalization
and later the shift allows to spare cycles in the operation.

• Shift Left: the result of the previous operation is directly sent in the next cell
as top input for the XOR operation.

• Duplication: the original data (X1) is now duplicated. One copy will be the
input of the XOR operation together with the shifted result of the previous
XOR. The other copy will be restored in the cell.

• XOR: the XOR to compute the X3 partial product is finally executed.

• Restore in memory cell: The X3 result is sent back to the cell and stored in
the correspondent auxiliary store position in the cell.

• Repeat the operation to compute X2 : the four operations that follows allow
to produce again X2 that now is sent in the memory cell and stored in the
correspondent auxiliary storage position.

Thanks to the auxiliary position now every cell in the LIM array contains a
X1,X2 and X3 partial products. The sum that will be executed now will take
advantage of the associative property of sum to speedup the computation as shown
in figure 6.18a and 6.18b. The results are then sent to the two inputs of the cell
that will then store the result and then will store it.

The main steps of this second phase are:

• Extract info: the gate of the auxiliary storage needed for the computation is
opened and the information can now be placed in the cell.

• Duplication: the duplication operation is now executed. The execution of this
operation is needed only the first time a X1 data is used.

• Void operation: the duplication operation is now executed.

• Move to the next element: the information now at the exit of the gate is sent
to the next corresponding cell.

• XOR operation: the first XOR is now executed

• Move to result cell: the results are moved to the cell that will store the result.
6.18c

• XOR: the result is finally computed.
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Figure 6.18: Partial products operation example. The target cell in this example is
the cell 4. The row indication refers to the correspondent position in the reference
state matrix.

• Restore: the result is restored into the cell in the auxiliary storage position
in which previously the information was stored.

• Repeat the second phase other three times: the operation is repeated 3 times
until the new state is ready and stored in memory.

The four iterations of this second phases varies only for the selection of the target
cell. The FSM is aware of the iteration and change both the current directions and
the cross matrix configuration required for movement at every new iteration to be
sure the skyrmions move to the right cells.

Key Expansion Logic

The key expansion logic is completely realized in CMOS technology. The block
receives the external key in input and produces all the round keys for the LIM
devices following the algorithm explained in 6.1.1.

The computation of a new round key is triggered at every mixColumn operation.
The round key is then sent from the round key block to the write control to be then
written at the input of the block during the add round key operation. The reason
for the realization of the key expansion block in CMOS logic is that the signal
produced by the key expansion block should be distributed to many cells at the
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same time and this data also for security reasons does not need to be memorized
for a long time. All the logic linked to the key is indeed volatile.

6.2.6 Current generation
The current generation is a critical aspect in spintronic devices. For this design

the regularity of the design and the possibility to limit the movement of skyrmions
with VCMA gates allows to create a simplified contact scheme as shown in figure
6.19.

Figure 6.19: Contact scheme for the current generation of the AES LIM device

All the cells are guided by two set of contacts that allows the generation of
current in horizontal and vertical direction. This two current direction are used to
generate all the movements in the circuit. This schema can be used thanks to the
confinement chose for the implementation. The confinement realized with curbed
material, in fact, allows to have a uniform current in the array. On the contrary in
case of etched structures, the density of the current would have been strictly linked
to the skyrmion paths not allowing an even distribution and requiring multiple
contacts to obtain the desired movement.
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6.2.7 Integration with skyrmion memories
The proposed LIM circuit is based on a racetrack memory. There is then a

preferable way to communicate to other racetrack memory devices: taking advan-
tage of the information movement already used in the ShiftRow and MixColumn
operations. The advantage, connecting the LIM array to additional tracks, is the
additional high-density storage realized on the same device of the LIM. The ad-
ditional logic in the LIM memory cells in fact reduces the storage density of the
device. In addition the number of LIM devices in a complex memory is limited by
the power and energy consumption the device needs to operate. As shown in figure
6.20 the communication with an higher density memory can be realized directly
connecting the word lines to the racetrack memories. The connection can be made
on the horizontal line or on the vertical line following a serial approach. In case of
vertical insertion of information from the memory, the movement needs only an ad-
justment in the synchronization to match the distances between the cell in the LIM
array. In fact following this approach, the synchronization speed has to be slowed
down to match the lower density of the LIM circuit with respect to the racetrack
memory. Differently, in case of horizontal insertion, the movement of information
inside the LIM array needs to take into account the fact that the skyrmions will
be stored in the vertical direction. For this reason the control needs to count the
clock cycles and update the cross matrix at every new word to correctly position
the information. The usage of an additional vertical current is required to shift the
skyrmions in the correct position.

Figure 6.20: Vertical and horizontal topology for LIM device integration with
skyrmion racetrack memory
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6.3 Simulations and performance evaluation

6.3.1 Methods
The performance of the array has been evaluated with micromagnetic simula-

tions of the memory cell shown in figure 6.10. The memory cell was simulated with
a curbed track structure and the parameters shown in table 6.1. This parameters
refers to W/CoFeB/MgO thin film.

Table 6.1: Parameters used for micromagnetic simulations and current distribution
computation

SIMULATION PARAMETERS
Saturation Magnetization [52] 1e6 A m−1

Uniaxial Anisotropy Constant [52] 8e5 J m−2

Exchange Stiffness [52] 2e-11
Damping constant [75] 0.03
Spin Hall Angle [63] 0.4
Film resistivity [63] 165 µΩ cm

Curb width 30 nm
Curb depth 0.5 nm

Finally regarding the power and energy consumption required for a complete
operation the contact schema explained in section 6.2.6 has been used. Except for
the duplication stage the movement of the skyrmion is generated by the contacts at
the periphery of the circuit, as shown in section 6.2.6 The power consumption has
been extracted considering the current flowing in the whole array and considering
the resistivity of a W/CoFeB/MgO stack [63].

6.3.2 Performance evaluation
The first parameter that has been evaluated regarding the performance of the

circuit is the minimum execution time. In such architecture the critical path is
given by the longest path the skyrmion has to travel. As shown in figure 6.21,
the cell longest path is represented by the horizontal movement. This movement
is used in the partial product sum phase for the MixColumnOperation and every
time the result of the XOR operation has to be restored in the memory track.The
time required for a complete shift with a current of magnitude 2.67 × 1010 A m−2 is
5 ns. The execution time of the algorithm can be computed as the number of cycles
required for the algorithm multiplied by the time of the critical path, assuming a
regular movement of the skyrmions. The execution time in this scenario is 5.88 µs.
Allowing to the circuit to reach, at maximum speed, a throughput of 18.1 Mbit/s.
The throughput refers to a single LIM unit. This value in real implementations
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should be computed knowing the number of LIM devices employed in the circuit.
This number depends mainly on the cost/performance balance. The mean power
required by the presented implementation at the maximum tested speed is 245 µW.
For reference it was considered the power required by a low power CMOS AES
accelerator like the one presented in [90]. The power has a value of 4.39 mW. The
LIM with the same power can run 18 complete LIM units. Therefore the through-
put of the complete device rises to 392 Mbit/s compared to the 439 Mbit/s of this
reference low power implementation. Despite the value of the accelerator remains
still higher than the proposed implementation, it is worth to consider that the
reported power of the accelerator does not take into account the cost of data move-
ment that is absent in our LIM implementation or limited as explained in section
6.2.7. Especially in case of encryption of large data, this movement can be really
impacting, considering that AES works on 128 bit blocks. An example of this has
been presented in [91], where the authors presented an in-memory implementation
based on phase change memories and STT MRAM and compared with a dedicated
accelerator sitting out of the memory for AES encryption. It was showed in this
case that for single 128 bit acceleration the proposed CMOS dedicated solutions
were better even considering the movement of data. On the opposite when a large
amount of data were processed, a case of study of 1Gbit was considered, the CMOS
based accelerator was outperformed by the in-memory implementation, especially
in the case of parallel units for computation. For the presented studies no further
comparisons were done about CMOS implementations as they would have required
further evaluation of the skyrmion memory system, encryption block strategy and
surrounding circuitry that is out of the scope of the presented study.

Figure 6.21: Critical path through the basic LIM cell

The performance of the proposed architecture have been compared also with
other LIM implementations based on different technologies as, CMOS-nanowire-
molecular (CMOL) and domain wall motion [92]. This comparison is provided in
order to give a reference to the proposed architecture with respect to other devices
implementing the AES encryption algorithm in memory. The performance are
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reported in table 6.2. The working frequency of the circuits is fixed at 30 MHz. For
this reason the performance of the proposed skyrmion solution have been evaluated
considering a current of 2.53 × 1010 A m−2 and a cycle time of 6 ns. The current was
chosen near the minimum value that is necessary to obtain a working architecture.
In this condition a pulse time of 6 ns is enough to move the skyrmion in the circuit.
For lower current especially the logic functions realized by the XOR and duplication
part of the gate do not behave in the desired way leading to skyrmions pinned in
the junctions between tracks.

Table 6.2: Comparison of AES LIM implementations

Cycles Power
[µW]

Energy
[nJ]

Efficiency
Gbps/W

Area
µm2

SHE-DDWM-1 [93] 4176 11.49 1.6 80.02 127
SHE-DDWM-2 [93] 2168 24.07 1.74 73.58 272
SHE-DDWM-3 [93] 1084 53.13 1.92 66.67 508
CMOL [94] 470 657 10.3 12.43 320
Baseline DW [95] 1022 57.5 2.4 65.345 78
Pipelined DW [95] 2652 26 2.3 55.69 83
Multi-issue DW [95] 1329 61 2.7 47.36 155
Proposed 1386 50.1 2.6 47.8 53.3

The proposed solution showed a good power performance compared to the other
solutions. The power of the proposed solution indeed is comparable to the some
of the other solutions even the consumption remains high compared to some of
the optimized architectures. The performance of the proposed solution are limited
by the minimal current required for the correct function of the logic, indeed the
employment of a lower current density allows to reduce with a quadratic relation
the power required by the circuit. For this purpose a further optimization of the
logic would be needed to allow to the skyrmion logic to operate at lower currents.
The energy of the operations was then computed considering the execution time
and the mean power consumption. The expression used for the computation is
E = Pmean ∗ texecution. The value obtained considering a single LIM array is 2.6 nJ.
This value, that takes into account all the moving operations, read and write and
the VCMA gate requirements is higher compared to many of the other solutions.
This, in a similar way to the power consumption, depends in the most part on the
current density applied to the circuit. The implemented solution cannot perform
easily under the value of 4 × 1010 A m−2. The most critical part in this sense is
the NOT/COPY logic gate where the movement of the skyrmion at current lower
than 4 × 1010 A m−2 are more sensitive to small deviations in the position of the
input skyrmion, resulting in some cases in wrong results. In this implementa-
tion, differently from the previous, the logic performs without the initial pulse of
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20 × 1010 A m−2. This to maintain the values of energy and power low in these
stages that are not critical for the timing of the device. Finally, the efficiency of
the architectures was computed. This efficiency was computed as the ratio between
the throughput that can be obtained by the architectures and the power required
to the device to operate. The computed value is equal to 47.8 Gpbs/W. This value
is important in this kind of implementation because, given a power budget for a
particular circuit, it sets the maximum achievable performance. It is important
to underline that the parameters have been computed neglecting the cost of the
control. This hypothesis is acceptable in case of LIM architecture because is of-
ten possible to guide a complete set of LIM circuits with a single control. In this
situation, the power and energy required by the control is shared among all the
units involved in the calculation generating then a negligible effect on the overall
power and energy consumption of the circuit. Regarding the comparison, the other
implementation did not include the cost of an eventual control as well. The com-
parison is therefore fair between the different technological solutions. Finally some
considerations should be done on reading and writing operations performed during
the algorithm. The number of reading required during operation is limited, indeed
the read of complete words happens only in the SubBytes phase to realize the sub-
stitution of information after the AddRoundKey operation. In addition to that, at
every MixColumn operation, the MSB of the 16 words composing the actual state
is read another time to know if the word needs normalization for the shift opera-
tion as explained in section 6.1.5. Summing all, the read operations in a complete
encryption are 1424. The energy required by a reading operation was estimated
in 91 fJ [96]. Therefore, the total energy required for read operations amounts to
136 pJ. In the energetic evaluation also the energy to switch on and off the VCMA
gates for synchronization was considered. The energy to activate the gate has been
computed to be 0.45 fJ per charge. The total energy to complete the algorithm
was estimated in 88 pJ. The writing operations are in the proposed architectures
critical for the execution of the function. The write operations are used in many
phases of the algorithm. In particular a write operation is performed during the
duplication operation, when an external input, like the round key, is used, when the
substitution word is written in the SubBytes process and for the auxiliary skyrmion
needed for the XOR operations. While the skyrmion generated for the duplication
and the auxiliary are mandatory for the correct function operation, the number
of skyrmions written by the external inputs can vary depending on the number
of ones required during the computation. Considering the worst case scenario in
which all the round keys and the SubBytes operations require a write, the number
of nucleations of skyrmions is equal to 23424. The energy required for the writing
operation has been computed considering a writing operation by means of VCMA
of 6 fJ as computed in [76] for enhanced VCMA coefficient materials . The value
obtained is 140 pJ.

The last parameter of the comparison is the area. The area was compared only
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with LIM implementations because in that value is also present the space occupied
by the memory. In case of common accelerators this value is not present and its
sum to the memory system is not trivial due to many different variants the memory
system can have. In comparison with the other LIM systems the skyrmion imple-
mentation occupies a small area equal to 53.3 µm2. The implementation indeed,
as already shown in the minimum maximum implementation, section 5.7, benefits
from the small dimensions of skyrmions and the small range of their interactions
that allows to maintain the gates very compact. Compared to the other implemen-
tations, as presented in the case of CAM memories, the density achievable from
such devices is remarkable. This is a strong point for the adoption of skyrmion
logic in memory technology compared to other solutions present in literature.

Finally due to the addition of logic to the circuit, a reduction in the density
of the information stored in memory was expected. This parameter should be
taken into account, being the circuit also designed as a functioning memory. In
particular in the LIM array the memory linear density that in a skyrmion racetrack
memory based on the same structure is 16.6 bit/µm is reduced to 2.3 bit/µm. This
factor affects linearly the reading and writing latency in the circuit. The reading
and writing mechanism employed in racetrack memories is serial, therefore a lower
density will result in longer distances to travel and consequently in lower read and
write speeds [97].

6.3.3 Final considerations
In conclusion it was demonstrated a possible design for a LIM device capable of

executing AES encryption based on skyrmion technology. The device showed ac-
ceptable performance compared to other similar spintronic implementations with
comparable or slightly worse values in terms of energy and power. In addition, sim-
ilarly to what is was showed in the implementation of other algorithms, the area
occupied from the architecture proved to be the best of the LIM implementations
taken for comparison. Such characteristic is important in logic-in-memory imple-
mentations. In this scenario the best performance are achieved when the inherent
parallelism of logic in memory is exploited. In addition the small area allows to
not impact too heavily on the memory density. These devices in fact are more
effective as computing solution if they can serve also as main memories in com-
puting systems it is therefore important to achieve the highest possible capacity in
order to reduce at minimum the data movements required. At the same time the
architecture requires many VCMA gates to correctly control the movement and the
requirements of many write operations and can make the implementation of such
circuit challenging. Finally the energetic performance can be further optimized
considering an optimization of the structure to work at lower values of current den-
sity. A lower value of current corresponds to a lower value in the power required
by the circuit to realize it’s functionality and this can eventually change also the
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energetic consumption of the implementation. These performance are important
in a LIM implementation where many different units are expected to operate in
parallel. Another characteristics that deserves further attention in future is the
confining mechanism. The small feature dimensions required for the curb in which
the skyrmion travels, makes the implementation of this structure in a real device
not trivial. Therefore, alternatives for the confinement like anisotropy gradients
needs be explored in future, in order to reduce the challenges in the production of
such devices.
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Chapter 7

Skyrmion LIM: Final
considerations and future works

In this section some considerations on the logic-in-memory implementations
with skyrmions are discussed. As shown in the previous sections the skyrmion
technology, can be used successfully for logic-in-memory applications. In particular
the skyrmion memory can be easily integrated with simple logic like the one usu-
ally required by LIM devices. In addition, as shown in both the architectures, the
current-induced movement of skyrmions can be used to efficiently move information
in the LIM array. Finally, the low power required for the movement allowed to ob-
tain good performance in all the proposed implementations. One of the strongest
points showed in all the implementations was the low area occupied by the im-
plemented devices. In particular in case of LIM devices this is a very important
characteristic. This architectures benefits from the high parallelism of the imple-
mentation and suffer if the data needs to be read and written continuously. [98, 91].
The low area in this scenario allows to keep together an high number of LIM units
in the same device. This allows also to have devices with very high capacity having
at the same time, that can therefore work as the main memory of a normal system
but that can, at the same time, provide the logic functionality without the need
of expensive read and write cycles from and to the memory itself. Regarding the
energetic performance the technology is competitive with other technologies only
in few cases. In particular the energetic cost of the movement is high especially
if the system is pushed to reach high skyrmion velocities. In cases in which the
system can accept lower execution times like the AES case the performance of the
system can be better. Despite the ease of integration and the good performance
showed especially in terms of area, complex architectures like the one presented in
the AES case enlighten different limitations and challenges linked with skyrmion
logic implementations. The first is the duplication of information. As shown in the
previous chapters a domain wall pair - skyrmion conversion mechanism was used
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for this purpose. This mechanism requires high energy densities and careful con-
trol of currents with respect to any other movement required for the computation.
To achieve this goal, as shown in the Max/Min implementation a dedicated set of
contacts was designed. These requirements, added to the possible imperfections in
the material, not considered in the simulations performed in the previous chapters,
can make the design of such device critical given also the importance this partic-
ular gate has in logic operations. An alternative to this gate is the NOT/COPY
gate proposed by Chauwin et al in [55]. The NOT/COPY, employed in this thesis
for the realization of the duplication in the AES implementation, solves the issues
regarding the high current and the complex gate shape required in the conversion
from domain wall to skyrmion. At the same time, this gate requires an additional
skyrmion for correct operation. This requirement forces the designer to consider a
reliable way to nucleate a skyrmion in the auxiliary position or to guide a skyrmion
in that position as suggested by Chauwin et al. in their original proposal [55].
In the former case, the circuit requires the placement of many write heads in the
circuit, as much as the duplication gates employed in the circuit and the design of
a dedicated control to generate a skyrmion only when required. Differently, in the
case in which information should be routed to the auxiliary input, a mechanism
is required to reliably guide the skyrmions through the structure and be sure that
the auxiliary input has always a skyrmion ready for a new operation. This require
non-trivial routing of information and external control. Another limiting factor of
skyrmion logic is the complex routing of tracks required for cell communication.
In particular, as shown in the AES implementation, being limited on a single layer
for information movement the tracks crossings are inevitable, especially in archi-
tectures where different paths are available for logic operations. The crossing of
tracks requires a complex control to obtain the correct direction of information as
shown in figure 7.1 in which for the most complex crossing 7 VCMA gates were
used. The complexity can be reduced especially in case the skyrmions travel in
a single direction in every track but pones two limitations: the materials without
the possibility of local control of anisotropy require more complex cross structures
to avoid the deviation of skyrmions and the information traveling in the structure
should be carefully synchronized to avoid collisions. The previous presented limita-
tions represent great challenges for skyrmion technology, for this reason alternative
solutions should be explored in the future. As an example, the possibility to route
skyrmion in multiple layers would give to the computation architecture based on
skyrmion a great advancement. In particular the possibility to move skyrmions in
other layers would allow to greatly simplify the control complexity and to realize
easier communication between logic devices across the circuit. In future it will be
also important to bring the presented simulations and evaluations closer to a real
case considering also the temperature effects the roughness of the materials and
other characteristics as the grain structure of the material. In fact the introduction
of this factors can be very impacting especially in the logic part of the circuit where
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the skyrmion has to travel in complex paths and where stochastic movements due
to temperature or pinning effects can prevent the correct execution of the logic
function. Finally the presented structures has been designed starting from a stack
with a curb for skyrmion confinement. Despite the optimal confinement effect, the
realization of the presented structure with the required size, i.e. a curb 30 nm wide
and 1 nm deep, can be challenging. For this reason an important study in the
future will be the application of alternative confinement techniques for skyrmion
movement. In particular the confinement realized by material irradiation proposed
theoretically by Fook et al. in [73] and recently experimentally demonstrated by
Juge et al. in [99]. The local variation of anisotropy in the proposed technique
allows a strong confinement of skyrmion that can be compatible with the proposed
architectures. Experimentally this technique is much easier to realize and can be a
valid substitute for the proposed architectures.

Figure 7.1: Crossing matrix used for AES LIM implementation. The yellow zones
corresponds to VCMA gates used to control skyrmion direction
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Part II

PNML-Skyrmion Interface
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Chapter 8

Skyrmion-PNML interface

8.1 Motivation
The realization of logic-in-memory devices completely in skyrmion technology

showed in the previous chapters of the thesis, demonstrated several strong points
but also several shortcomings. In particular few of them are particularly impacting
on the circuit performance:

• The constraint of routing the circuit on a single layer increases drastically the
number of crossing of tracks. Crossings require additional control to correctly
direct information and to avoid collisions throughout the circuit.

• Careful synchronization is required with gate based on skyrmion logic due to
the small range of interactions between neighbor skyrmions (Section 2.2)

• Duplication is required for correct circuit operation and this operation re-
quires an expensive duplication in DW, as implemented in the previous Minimum-
Maximum search implementation. Alternatively as implemented in the AES
LIM circuit, the duplication requires the nucleation of a new skyrmion in a
logic gate used for duplication.

The presented challenges stimulated the research of alternative approaches in which
skyrmions can communicate with other technologies. In 2014 in [33] Zhou et al.
discussing their studies on Skyrmion - Domain Wall Pair conversion proposed the
idea of using skyrmions as fast magnetic communications means in magnetic cir-
cuits. Later in 2015 in [56], Zhang et al. proposed, under another guise, the same
concept. In fact, the skyrmion information was translated in a domain wall pair
form, elaborated and then translated back into a skyrmion to be moved and used
later. The study underlines that thanks to their mutable nature magnetic tex-
tures can be manipulated and translated in other forms without losing the encoded
information. This manipulation widen the range of possibilities for design of mag-
netic circuits. The concept of these heterogeneous magnetic circuits opens a very
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interesting scenario in which in the extreme case, depending on the application,
information can be translated in the texture that can accomplish with the low-
est effort that particular task. This concept is further sustained by the concept
that some classes of magnetic material are able to host multiple textures under
the same conditions. In this chapter this concept will be explored taking advan-
tage of the Skyrmion-Domain Wall Pair conversion to put in communication two
well established technologies for memory and logic: Skyrmion and Perpendicular
Nanomagnetic Logic.

8.2 Perpendicular Nanomagnetic Logic

8.2.1 Nanomagnetic Logic
Nanomagnetic Logic is a technology that uses magnetic stray fields of nanomag-

netic islands to propagate and elaborate information. The idea is an evolution of
the Quantum dot Cellular Automata (QCA) technology. Originally, in the proposal
of QCA [100], the transmission of information and the elaboration was the result of
the coulomb repulsion of electrons belonging to different quantum dots. This tech-
nology was very promising for the very high computational speed, the low dissipated
power, the absence of interconnections and high-density achievable. Nevertheless
the required cryogenic temperatures and difficulties in obtaining uniform devices
pushed the research in the direction of substituting the original quantum dots with
other objects. A first proposal suggested the substitution of the quantum dots with
molecules still using electrical stray fields and coulomb repulsion for information
propagation and manupulation (MolecularQCA)[101, 102, 103]. Another proposal
suggested to use small magnetic island in the range from hundreds nanometers to
few microns to realize logic.[104] The state, now encoded in the magnetization di-
rection of a magnetic island is transferred and elaborated by means of the related
magnetic stray field. This technology was at first denominated Magnetic Quantum
Dot Cellular Automata (MQCA) [105, 104] but then took the name nanomagnetic
logic [106] from nanomagnets, the name given to small magnetic island with uni-
form magnetization. After the first proposal and theoretical studies, the logic based
on majority gate was finally demonstrated at room temperature in 2006 [104]. The
material used in the first experimental demonstrations was the Permalloy(Py). This
material is a soft-magnetic material with not noticeable anisotropy. The magneti-
zation of the nanomagnets was in plane and the magnetic states were stabilized by
means of the island shape. From the first proposal the technology was studied in
depth, many proposals were done about clocking mechanisms [107, 108, 109, 110],
information stability [111], integration, input and read out techniques [112, 113].
Few years after the first proposal of Nanomagnetic logic based on in-plane magnets,
Csaba et al. proposed vertical pillars to obtain an out-of-plane magnetization. The
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experimental realization of this idea remained lacking until, in 2007, the principle
was demonstrated by Becherer et al. with Co/Pt thin films substituting the original
nanopillars with plain island with strong perpendicular anisotropy. This technology
was named Perpendicular Nanomagnetic Logic.

8.2.2 Perpendicular Nanomagnetic Logic
The perpendicular nanomagnetic logic is a technology that takes advantage of

the magnetic stray field of magnetic islands with magnetization out of the magnet
plane to propagate and elaborate information. [114, 115] The basic element of this
technology are nanomagnets with uniaxial perpendicular anisotropy strong enough
to allow only two stable magnetic states pointing out of the magnet plane. The
nanomagnets are realized starting from thin films with high crystalline anisotropy.
The digital information is then encoded in the direction of magnetization.

The propagation of information is based on the principle that taken two nano-
magnets the total energy of the system will be lower if the the two magnets are
aligned in opposite directions. This coupling is called antiferromagnetic coupling.
The properties of the nanomagnets are then locally engineered to create weak spots
in order to give a direction to the propagation of information. These weak spots
called Artificial Nucleation Center (ANC) are engineered to make the magnet more
sensible to stray field generated by neighbor magnets. [114]

Clocking mechanism

To correctly propagate information an external stimulus is required. This exter-
nal stimulus is used to trigger the nucleation in the ANC. The common technique
to promote the nucleation of information and consequently its propagation and
elaboration through the circuit is the application of a varying magnetic field to the
complete circuit. This field acts also as a clock signal synchronizing the propagation
of information. The external magnetic field is calibrated to be slightly lower, in
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amplitude, than the switching field of the nanomagnets. Due to this characteristic
of the external field, a magnetic island will switch to another state only if a coupling
field in the right direction is present. [114] This basic mechanism allows to these
circuits to benefit for a global magnetic field that acts as promoter for information
propagation [116]. Another possible mechanism for stimulating the nucleation of
information is by means of spin hall currents. This technique requires a heavy metal
layer beneath the magnet to produce a spin current. The current stimulus exerts a
torque on the magnetization of the magnet, pushing it in a metastable state. When
the stimulus is removed the magnetization the magnetization will then relax ac-
cording to the magnetization of the neighbors. This technique differently from the
previous allows a local control of magnetization and do not require the generation
of a nucleation center to propagate information but a precise synchronization of
the current stimuli.[117]

Logic Operations

The two main operation executed in PNML are the inversion and the majority
operation. The inversion operation is executed simply putting two nanomagnets
close. The nanomagnet with the ANC closer to the neighbor will be pushed in
the state opposite to the other magnet realizing the inversion. The majority gate
is realized positioning a nanomagnet with an ANC in the middle of an uneven
number of inputs as shown in figure 8.2. When stimulated by the clocking field,
the output magnet will switch into a state inverse to the majority of the inputs.
The majority logic is a complete logic family and this allows theoretically to the
PNML technology to cover all the logic functions realized by the other boolean
technologies. From the majority gate is indeed trivial to derive other elementary
gates like NAND and NOR fixing one of the inputs. In addition majority logic can
be used to realize more complex logic function when more than 3 inputs are used
[115, 118]. Both majority and inversion gates were demonstrated experimentally in
Co/Pt multilayer films.

The information in Perpendicular Nanomagnetic Logic (PNML) is also prop-
agated by domain propagation. If a magnetic island has n elongated shape the
information nucleated at one side of the magnet can be transferred to other zones
to be further elaborated. This characteristic is important for PNML and differ-
entiate it from other QCA technologies like Molecular QCA where the transfer of
information is realized with an even number of cascaded inversions. The limit of
this communication approach is that the expanded domain have to complete its
expansion, reaching the other side of the magnet before the switching field changes
direction. This time sets together with the nucleation time the critical path of a
common PNML circuit [119, 120]

Recently also a 2-input NAND/NOR gate was proposed for PNML [121]. The
logic gate is shown in figure 8.3. The inputs placed on a different plane with respect

110



8.2 – Perpendicular Nanomagnetic Logic

Figure 8.2: 3-Inputs PNML majority voter.

to output can influence the nucleation of a new state in the output magnet. Due to
the even number of inputs, a bias field is required to produce a result at the output
for every input combination. The two inputs are coupled antiferromagnetically to
the output. The bias field acts as the third input to favor one of the two stable
magnetic states at the output.

Figure 8.3: 2-Inputs PNML logic gate. The function realized by the logic gate is
defined by an external bias field in positive or negative z-direction.
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Integration

PNML circuits can be integrated with CMOS technology taking advantage of
one of many possibilities of write and read magnetic states. In particular the
great advancement of MTJ devices also at industrial level, defined a preferable
way to write and read magnetic states. In addition films based on CoFeB/MgO
stacks, that proved to be optimal for the realization of MTJ structures , were
also recently explored for the realization of PNML gates [121, 122] Moreover the
writing and reading operation of magnetic states can also be realized with other
devices. The write operation can be realized local with local magnetic fields[123],
locally engineered material defects or local current injection[124, 125, 126], taking
advantage of electric-magnetic phenomena like SHE. For reading operation other
techniques are possible like Hall sensors or anisotropic magneto-resistance sensors.
Finally the materials and fabrication processes used in to realize PNML devices are
compatible with standard CMOS circuits allowing a good integration with CMOS
technology.

8.3 Skyrmion-PNML device
Skyrmions with their high stability and small dimensions are more suitable than

PNML for memory application. While for PNML, the concept of memory is linked
to the magnetization of an entire magnetic island, Skyrmions, encoding the infor-
mation directly in the magnetic texture, can be packed in smaller dimensions and
moved in memory more easily. Their movement is indeed less subjected to pin
effects at material defects with respect to domain wall. Moreover, the ease to move
a skyrmion on a track, as shown in the previous chapters, suggests their natural
application in racetracks [21]. This kind of application allows to reduce drastically
the number of device needed for reading and writing purposes with respect to a
confined domain with a fixed position, lowering the overall circuit complexity. The
number of devices in skyrmion memory devices is then only dictated by the required
reading latency due to the serial nature of the read and movement operations. The
realization of logic in skyrmion on the other hand is quite difficult and requires a
great control of the skyrmions inside the track. Moreover, the distribution of infor-
mation inside the circuit, as shown in the previous chapters, requires a particular
care. Multiple duplication gates are needed and their employment requires a not
negligible consumption of energy with respect to the energetic costs of movement.
Finally, the movement of skyrmions is limited to a single plane. There are not
solutions in literature designed to allow to skyrmions to move in multiple layers.
This factor limits at the routing phase of the circuit the design. Often multiple
crossing and additional controls are required to allow to some information to move
through the circuit, as shown in section 6.2.3. On the contrary, PNML, has great
advantages in the realization of logic functions. The possibility to use multilayers
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for circuits [127] gives to the design many degrees of freedom for the realization of
complex circuits [128]. Furthermore, the possibility to guide the entire circuit with
a single stimulus, i.e. the global varying magnetic field explained in section 8.2.2,
allows to the circuit to reach a great efficiency in logic computations, especially for
complex circuits where a single magnetic field can guide thousands of gates. [116]
Finally the distribution of information in PNML is easier with respect to skyrmions.
The possibility of routing magnetic signals on different layers gives to the design
different degrees of freedom to easily distribute information along the circuit. [127]
For this reason the goal of this chapter is to find a feasible way to connect these two
technologies. This in order to enable the design of a device in which the memory
is demanded completely to skyrmion while the logic is left only to PNML allowing
complex elaboration of information stored at minimum effort. The structure of the
complete device is shown in figure 8.4.

Figure 8.4: Skyrmion-PNML device.

As shown the device is thought as a multilayer structure in which a first layer
is specific for memory. Here the information is stored in form of skyrmions. The
kind of memory employed is a skyrmion racetrack memory. This layer is designed
as the storage of the device. On top of this first layer, the logic layers in which
information coming from memory can be elaborated and processed.

8.3.1 Information stability
The study made on skyrmion-PNML interface started from the study of in-

formation stability on skyrmion memories under varying magnetic fields. This
parameter is very important as it will shape the final device determining if the
presence of a varying external field can affect the information stored. It is unlikely
that all information stored in memory are processed at the same time. For this
reason, the information stored in form of skyrmions in memory during the PNML
operation will be affected by the external magnetic field. In [129] Buttner et al.
described analytically the skyrmion energy model, allowing to predict the stability
of skyrmions in different materials parameters configurations. As shown in the ar-
ticle, in different classes of material the skyrmion state is stable for wide ranges of
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external applied fields, higher than 100 mT in magnitude. The material chosen for
the study is the W/CoFeB/MgO described in [52]. The parameter of the material
used are reported in table 8.1.

Table 8.1: Parameters used for micromagnetic simulations and current distribution
computation

SIMULATION PARAMETERS
Saturation Magnetization [52] 1e6 A m−1

Uniaxial Anisotropy Constant [52] 8e5 J m−2

Exchange Stiffness [52] 2e-11
Damping constant [75] 0.03
Spin Hall Angle [63] 0.4
Film resistivity [63] 165 µΩ cm

The material is capable of hosting stable skyrmions [9] and it is also compatible
with PNML [122].

The first study conducted to verify the effect of external magnetic fields on
information, is the verification of the stability of the skyrmion in a wide plane. The
structure hosting the skyrmion was a plane with dimensions 256 nm2 × 256 nm2

and thickness 1 nm. The isolated skyrmion was imposed as starting magnetization
and then relaxed to reach a stable magnetization state. The isolated skyrmion had
topological charge equal to 1 and core oriented in the negative z direction. Starting
from this state an external field of increasing intensity in the negative Z direction
was applied. Figure 8.5 shows how the skyrmion modified its shape in response to
the external field.

Figure 8.5: Skyrmion radius evolution with an applied external magnetic field. The
skyrmion is confined in a plane with dimensions 256 nm × 256 nm
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As can be seen from the figure 8.5, the skyrmion has the tendency to expand due
to the influence of the external applied field. The external applied field promotes
the expansion until the repulsion from the borders limits the maximum radius.
This force is strong enough to avoid the complete loss of the texture until a field
of −18 mT is reached. After this field value the repulsion from the borders is not
enough to keep the texture confinement and the sample magnetization is completely
switched in the negative direction. Regarding the positive field the skyrmion can
withstand fields up to 33 mT after which the texture is lost. These values was
measured imposing an external positive field for 2 ns. It is important to notice that
the radius is increasing at every external field.

(a) (b)

Figure 8.6: Skyrmion confinement structures. (a) plain racetrack (b) curbed race-
track

After the simulations in a square plane, the configuration was tested with vary-
ing field in a confined geometry. The first structure tested was a simple track with
varying dimensions. The dimension tested were 40 nm and 50 nm. These dimen-
sions were chosen as these are the smallest width admitting stable skyrmion states.
For a plain track with dimensions lower than 40 nm the skyrmion state is not stable
anymore in the track. In these simulations, the structures were tested with peri-
odic boundaries condition along x equal to 1. The field was varied from −40 mT
to 40 mT with a step of 1 mT. The simulations, after the skyrmions were relaxed
in a stable states, were run for 2 ns. The results for the negative fields are shown
in figure 8.7. It’s interesting to notice that a for a track with dimension 40 nm the
skyrmion cannot withstand any negative value of external field. The texture in this
case expands immediately and touches the borders losing its topological charge.
The 50 nm case is more stable, in this case for negative fields as shown in figure
the configuration is stable up to 17 mT, after, the repulsion from the borders is not
enough to contain the skyrmion texture and the skyrmion is lost. The resistance
to the positive fields was higher compared to the previous cases, the texture was
indeed stable for all the positive external field tested, i.e. up to 40 mT. Finally, a
geometry like the one used in the LIM exploration was tested in the same way. The
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Figure 8.7: Skyrmion radius evolution with a negative external field. The skyrmion
is confined in a 40 nm strip and in 50 nm

geometry is shown in figure 8.6b. The curb of the tested geometry is wide 30 nm
and deep 0.5 nm . This geometry is the reference used in the previous studies as
basic track for memory. As shown in the figure 8.8, the skyrmion confined in the
curb, subjected to an external field has the tendency to maintain its shape for even
higher fields in the tested range both for negative and positive fields. Thanks to
the curb confinement, the skyrmion is able to withstand a wider range of negative
external magnetic fields.

Figure 8.8: Skyrmion radius evolution with an applied external magnetic field. The
skyrmion is confined in a curbed track wide 30 nm and deep 0.5 nm

The field range that was found in this study is important in defining the working
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conditions for PNML.

8.3.2 Skyrmion to PNML conversion
The next step in this study is the definition of the interface between Skyrmion

and PNML. The structure to execute the conversion is the one showed in figure 8.9.

Figure 8.9: Skyrmion-PNML conversion structure. The yellow structure on top is
the input for the PNML logic

The initial stage of the conversion is represented by a conversion that takes
advantage of the conversion phenomena showed in [33] by Zhou et al. The skyrmion
is pushed by means of a current in the direction of a constriction with a width
lower than the radius of the actual skyrmion. When the skyrmion collides with
the constriction the topological protection is lost and the skyrmion is converted
in a DW pair. The information is now encoded in a domain. In this state the
domain is used as a seed to switch completely the remaining part of the gate. The
domain is expanded by means of an external magnetic field in the direction of
the core polarization of the skyrmion. Then, the stray field linked with the input
information is strong enough to be used to switch a nanomagnet on another layer
placed in correspondence of the larger part of the structure. The top nanomagnet
in the conversion structure shown in figure 8.10 is switched accordingly to the
magnetization of the bottom structure to generate a valid input for the PNML
circuit. The top nanomagnet is designed with a nucleation center. The same
field used for the expansion is used to nucleate in the top nanomagnet, the new
information. The first external field is followed then by a second wave with the
opposite polarity to allow also to the positive magnetization direction to propagate
in case the original information was not a skyrmion but a hole. The information,
now transferred to a nanomagnet can be completely processed starting from the
top layer in PNML.
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8.3.3 PNML to Skyrmion conversion
The inverse conversion from PNML to skyrmion is executed with the structure

shown in figure 8.10.

Figure 8.10: PNML-Skyrmion conversion structure. The yellow structure on top is
the the PNML logic

The information after the PNML elaboration is expected to be ready in the top
nanomagnet. As shown the top nanomagnet is placed on top of another structure,
designed to translate the information in skyrmion form for storage purposes.

In the presented structure the magnetic coupling between the top and the bot-
tom islands is strong and the magnetization value can be successfully transferred.
To help this process, the structure on the bottom presents an ANC in correspon-
dence of the top nanomagnet island. The ANC has been calibrated to allow to
the global clocking field used for the common operation of the PNML to nucleate
the top information from the ANC in the bottom island. The same field will then
expand the domain to the border of the constriction. The constriction stops the
expansion of the domain guided by the field. To generate a new information in
form of skyrmion now a current pulse is used. The current pulse allows to push the
domain out of the constriction where a new skyrmion will be stabilized. In case
the information at the output of the PNML is positive, this last passage does not
produce any domain and a hole is left in the memory, encoding a logic 0.

8.3.4 Methods
The structure has been verified with micromagnetic simulations using Mumax3,

finite difference simulation software. The basic stack used for simulations is W/-
CoFeB/MgO and the parameters for simulations are reported in table 8.2. The
reference structure has a thickness of 1 nm.
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Table 8.2: Parameters used for micromagnetic simulations and current distribution
computation

SIMULATION PARAMETERS
Saturation Magnetization [52] 1 × 106 A m−1

Uniaxial Anisotropy Constant [52] 8 × 105 J m−2

Exchange Stiffness [52] 2 × 10−11

Damping constant [75] 0.03
Spin Hall Angle [63] 0.4
Film resistivity [63] 165 µΩ cm

ANC Anisotropy 5.6 × 105 J m−2

8.3.5 Micromagnetic simulations
The simulation of the conversion process is shown in figure 8.11. The simulation

shows only the cases in which the information at the input is a logic 1, i.e. a
skyrmion is present. The logic zero case, equivalent to the absence of a skyrmion
are trivial. No conversion is needed for the operation.

The conversion of information starts with a current in the direction of the con-
striction. The current intensity as shown in figure has a magnitude of 3.5 × 1010 A m−2.
The current used in this phase can be even lower as long as the current density
remains higher than the depinning current of the skyrmion. After a time equal
to 0.5 ns the skyrmion is in proximity of the constriction. A current pulse is now
applied to the structure to overcome the repulsion from the borders and overcome
its topological protection. The skyrmion is then translated in the constriction in a
domain enclosed by a DW pair.

Now, a negative field of amplitude 24 mT is applied to the structure for at least
3 ns. The field produces an expansion of the domain in the complete structure.
While the domain is expanded on the right , on the left side of the constriction
the domain remains pinned. This condition is important to avoid the expansion
of the domain inside the memory track. After the section on the right side of the
constriction is completely nucleated with a polarity equal to the core of original
skyrmion, negative in the simulations, also the top magnet starts to nucleate a
new domain with a negative polarity. The same nucleation field, used previously,
promotes the nucleation of a new domain starting from the ANC Finally the field
completes the nucleation of the domain in the area after 3 ns. The negative pulse is
then followed by a positive pulse of the same amplitude. This second wave allows
also the nucleation of the positive information propagation to the top domain in
case the input data for the block was a 0, encoded in the present device with the
absence of a skyrmion at the input.

After the simulation of the Skyrmion to PNML conversion the opposite transi-
tion has been tested.
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(a) (b)

(c) (d)

Figure 8.11: Skyrmion to PNML input conversion. The skyrmion in proximity the
constriction (a) is pushed by means of a current and is converted in a domain(b).
The domain is the expanded by means of a magnetic field. A nucleation is triggered
in the top structure. A domain in the top structure is nucleated (c). The domain
expands in the top structure (d).

In figure 8.12, the simulation of the reversed conversion is shown. In this second
case the input is the magnetization polarization of the top magnet. This magneti-
zation in the circuit topology shown in figure 8.4 is the result of the PNML circuit.
The injected information can be both a copy of the original information or an elab-
orated version of it. The gate will generate at the end of the conversion a new
skyrmion in the track depending on the polarity of the magnetization in the top
nanomagnet. As before only the negative case will be shown. The positive case that
should not produce any skyrmion at the output is trivial. The starting condition
in the simulation is the top magnet completely magnetized with negative polariza-
tion and the bottom completely magnetized in the opposite direction. A negative
magnetic field of intensity 24 mT is then applied to structure. On the bottom the
gate provided with an ANC a domain with the same polarity as the top input
starts nucleating. In a similar way as the previous case the new domain nucleated
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(a) (b)

(c) (d)

Figure 8.12: PNML to skyrmion conversion conversion. The PNML output is in
the bottom direction and influence the ANC in the bottom structure(a). A domain
is nucleated in the bottom structure with the same polarity as the top input (b).
The domain expands is the output structure by means of a current. A positive field
is applied in this phase (c). A new skyrmion domain detach from the constriction.
The skyrmion is pushed away from an external current (d)

expands reaching the constriction where it remains pinned at the discontinuity. At
this point a new skyrmion should be produced by the operation. The nucleation
of a new skyrmion requires a local stimulus strong enough to push the domain out
of the constriction as explained in the previous section. Therefore with the pinned
domain wall at the constriction, a current density of 50 × 1010 A m−2 is applied at
the structure for 275 ps. The domain in response to the stimulus elongates out of
the constriction. To favor the generation of a skyrmion from the elongated domain
a positive field is applied to the structure. Consequently, the elongated part of the
domain detaches and a skyrmion is generated. The newly nucleated domain now
oscillates in the constriction. To reduce the oscillation and push the skyrmion in
the direction of the memory track, a current of 5 × 1010 is applied. The informa-
tion can now be memorized in the racetrack memory. The time of the conversion
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with the described stimulus is of 4.275 ns. The conversion time comprehend also
a relax time, in absence of current between the elongation 8.12c and the skyrmion
stabilization and movement, figure 8.12d, of 2 ns.

8.3.6 Energetic evaluations
To evaluate the power and energy cost of the conversion, the power required

by the current pulse and by the magnetic fields required by the conversion were
considered.

The results are shown in the following table:

Table 8.3: Energy performance of Skyrmion-PNML conversion

Power Energy
Skyrmion - PNML 15.2 µW 4.56 fJ
PNML-Skyrmion 95.04 µW 26.3 fJ

While the calculation of the power linked to the current pulses can be obtained
considering directly the dimensions of the gate and the resistivity of the material,
the evaluation of the power and energy linked to the external magnetic field gen-
eration requires additional considerations on the circuit in which the conversion
gate is implemented. The fields applied are not local to the gate but are applied
globally to the complete circuit. Therefore, in the evaluation of the power linked to
the external magnetic field the density of the gates is considered as well as the total
area occupied by the circuit. Not knowing at this stage, the size of the memory
and the number of parallel input ports from the memory to the PNML circuit the
evaluation is complex. Fixing the area of the circuit, indeed, the power required by
the single operations scales with the number of gates the magnetic field is able to
guide at the same time. For this reason, the case in which the external magnetic
field guides a circuit with area 1 mm2 is taken as reference for the computation.
Then, 1024 conversion gates are considered. These two values, considering a paral-
lel architecture represents a worst case scenario in which the area occupied by the
logic circuit is huge and the number of parallel inputs to the logic is limited. As an
example AES cipher presented in previous chapter process 128 bit per LIM unit,
in a real circuit an high number of these units working in parallel is desirable.

In the considered scenario, the power required to guide the circuit is equivalent
to 3.3 mW. The reference power density was computed starting from the value
given by Becherer et al. in [116]. Now, to derive the power required per conversion,
this value is divided by the number of devices, 1024 in our hypothesis. The value
obtained in the presented situation is 32 µW per bit read. Finally it should be
considered that the translation in PNML and back can happen during the normal
operation of the circuit. For this reason the energy cost of this conversion should
also be shared during operation with the processing unit on top.
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Finally regarding this worst case also the energy linked to this conversion was
computed. The energy linked to this transformation is 160 fJ per bit. The value
was obtained multiplying the power obtained above with the time required by the
gate to nucleate a new information considering both the negative and the positive
waves connected with the transformation operation with length 3 ns each.

Another nucleation mechanism that can be employed in case a small number
of input devices is required, is the method proposed by Bhowmik et al. in [117].
The authors propose to use spin currents to push some nanomagnets in a meta
stable state and then let the system evolve according to the input. This method
differently from the global magnetic field is affecting only the magnets that are
interested by the current flow. For this reason the efficiency is expected to be
high for a small number of devices and start to decrease linearly with the increase
of this quantity. The authors in the article reports a working experimental value
of 3 × 1011 A m−2 for a successful switching of magnets. To estimate the power
consumption of the presented structure we can consider the nucleation of an input
magnet of width 140 nm and length 256 nm like the one used in simulation of the
Skyrmion to PNML conversion showed in figure 8.10. The resulting power for this
conversion is 26 µW per bit converted. This value is lower compared to the solution
taking advantage of the field but does not scale in the same way with the increase
of the parallelism of the circuit as the solution relying on external magnetic fields.
Comparing the two solutions together, the solution that use currents for nucleation
is therefore convenient up to a number of devices equal to 1240. After this number,
the most convenient solution, regarding the power consumption of the circuit, is the
use of external magnetic field. Finally, it is important to notice that this value is
valid for the case presented but that should be recomputed depending on the area
of the circuit and consequently the power required for the magnetic field generation.

8.4 Final considerations and future works
In this chapter, we demonstrated an interface between PNML and skyrmion.

This interface can provide to PNML an high density storage for computation and
a preferable way to store computed information. This chapter shown that the
interface has good conversion timings and energy, providing a preferable way in
which PNML can receive inputs and provide outputs. The demonstration of this
connection opens the way to a new kind of circuits in which different magnetic
technologies are mixed and can be optimized for single applications without the
need of finding a trade-off between the different tasks realized with a technology.
In particular looking at the skyrmion case, a strong effort has been done in the
direction of obtaining a skyrmion movement with almost no deviation from the
current direction, while for most of the logic with skyrmions proposed in literature,
this deviation is a requirement. In fact, the removal of SkHE is going to inhibit
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almost completely the possibility to realize logic, allowing at the same time to reach
a tremendous access time for the memory. Allowing a direct connection to another
magnetic technology the optimization for skyrmion technology can focus only on
the optimization for memory applications, leaving the elaboration of information
to PNML technology. In the same way, this technology used for elaboration can
be optimized for logic applications, not requiring anymore an high information
stability provided in these hybrid circuits by skyrmions. Finally, another important
characteristic of the proposed structure is the compatibility of the two technologies
in terms of external stimuli and materials employed that can be an advantage
from the point of view of manufacturing process. The realization using a single
material, can indeed give an important help in the integration process of these
circuits. In the future a deeper study on the possible applications of these hybrid
circuits should be conducted. Circuits for specific applications should be designed
and evaluated to evaluate the benefits the presented proposal can give compared to
other technologies. The reference scenario for the application of this circuit is the
computing-near-memory approach were the information is elaborated very close to
the storage. The implementation of real algorithms will allow the estimation in
a real scenario of the cost of the proposed interface. Finally, it will be important
to understand how a circuit with the presented structure can be beneficial to a
complete elaboration system.
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Chapter 9

Final conclusions and prospects

In this thesis the problem of computation in memory with skyrmions was ad-
dressed. Starting from a new design methodology for logic-in-memory circuits,
different implementations were explored and evaluated. The results from the per-
formance evaluations suggest that skyrmion technology in the conditions explored
still needs some study and improvement for what concerns the energetic perfor-
mance. At the same time, the skyrmion technology proved to be excellent in the
density achievable from the proposed circuits. In all the proposed solutions, but es-
pecially in the CAM and AES case, the implementations proved to be able to pack
a great number of gates in a small area. This aspect is particularly interesting in
logic-in-memory implementations where the impact on the die area is usually high.
In the skyrmion case this achievement is even more important. In this scenario, the
additional area occupied can have two negative effects: diminish the density of in-
formation, that is one of the most important characteristics of skyrmion memories
and slow down the read and write process of the memory. This process is based
on shift operations and a lower density can represent a lower read and write speed
making the memory more difficult to be integrated in real systems. For the future
it is important to study further the problem of logic-in-memory with skyrmion.
The characteristics underlined in this thesis show a good potential for the current
technology especially in systems in which the latency is not a critical parameter.
In this direction, it will be important to study both the possible optimizations
applicable to the proposed systems and the material parameters that can further
optimize their characteristics. Finally, regarding this first part, it is important to
underline that the destiny of such logic application is strictly linked to the success
of the skyrmion memory. The device by themselves does not give enough advan-
tages to be proposed as stand-alone logic devices. Similarly to what happened to
bubble memory, the main core of skyrmions remains still the memory and without
the possibility to employ skyrmion primarily on memory, at the actual state of
the art, the proposals of this thesis do not have a real reason to be used. This
suggests that the research in the direction of logic-in-memory applications should

125



Final conclusions and prospects

focus on adapting itself to the best possible implementations for memory for which
the proposed architectures should represent an expansion. In this direction the
second proposal of this thesis was done. The conjunction of PNML and skyrmions
in the same device, allows to connect to a good technology for memory with a good
technology for distributed logic. The generation of domains for skyrmion is a very
natural process in magnetic materials usually employed for skyrmion devices. As
shown in literature in [34], also the conversion from plain domains to skyrmions is
possible. This, linked to the recent advance in PNML technology [122, 121, 128],
creates a very exciting scenario in which new kind of circuits that depend less on
electric control are possible and can completely take advantage of the best charac-
teristics of magnetic circuits. The last proposal of this thesis is a starting point in
this direction and shows a simulative proof of the integration between PNML and
skyrmion technology. It will be important in future to test this interface against
real systems designed for specific problems and understand if it is really worth
it compared to other solutions. In addition to that it will be also interesting to
understand if this same approach of communication between skyrmion and other
magnetic technologies is usable for other computing paradigm that in the current
moment are attracting great interest from a wide part of the electronic community.
Finally one last point, that is important for the development of the proposed ap-
proach, is the experimental demonstration of the elements that in this thesis were
used as building blocks for all the architectures. In fact, in addition to skyrmions
moving in a track, also the demonstration of logic devices based on this technology
will be important for the development of logic-in-memory applications. This is the
most important benchmark to understand if a technology has the potential to be
used, if it needs further research or if it is not worth to be used in computation
environments.
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Acronyms

LIM Logic-In-Memory
LLG Landau-Lifshitz-Gilbert
DMI Dzyaloshinskii–Moriya interaction
MOKE Magneto-Optical Kerr Effect
XMCD X-ray magnetic circular dichroism
DW Domain wall
VCMA Voltage Controlled Magnetic Anistropy
SOC Spin Orbit Coupling
STT Spint Transfer Torque
SHE Spin Hall Effect
SkHE Skyrmion Hall Effect
LSB Least Significant Bit
MSB Most Significant Bit
SL Search Line
RAM Random Access Memory
CAM Content Addressable Memory
LIM Logic In Memory
IOT Internet-of-Things
AES Advanced Encryption Standard
TDES Triple Data Encryption Algorithm
CMOL CMOS-nanowire-molecular
MTJ Magneto Tunnel Junction
PNML Perpendicular Nanomagnetic Logic
ANC Artificial Nucleation Center
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QCA Quantum dot Cellular Automata
MQCA Magnetic Quantum Dot Cellular Automata
SkHE Skyrmion Hall Effect
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A quick look at the past: Bubble
memory and logic

Magnetic bubbles were in the 1970s and first half of the 80s a popular technol-
ogy for memories. This technology, based on micrometer sized magnetic bubbles,
attracted great interest and reached also the commercialization in memory chips
of dimensions also bigger than 1Mbit [130]. As it will be shown later, this tech-
nology had some important basic elements in common with skyrmion technology.
This particular memory technology was abandoned commercially not much time
after its adoption for the great advancement that other competitor memory tech-
nologies had [131, 132]. Nevertheless, this technology attracted a lot of research
and effort also in the direction of logic devices. In the following small appendix a
small overview of the technology will be presented. Some logic-in-memory imple-
mentations involving bubble technology are shown. Finally a comparison between
skyrmion and magnetic bubble technology is presented in order to show how some
of the ideas are still valid in the presented context of skyrmions.

Magnetic bubbles
In 1960, Koy and Enz demonstrated experimentally the realization of magnetic

bubbles [133]. These magnetic textures can be defined as round shaped domains in
magnetized media with perpendicular anisotropy. Usually stabilized with external
magnetic field, these objects have dimensions between 1 and 100 µm. It is important
to notice that this particular magnetic textures are stabilized for the most majority
by dipolar interactions, differently from skyrmions that are found in system with
strong DMI. These textures attracted great interest when in 1967, Bobeck et al.
proposed to use the bubbles as means to store information in memories [134]. This
initial idea stimulated a great interest in research, leading also to the realization
of commercial memories based on this technology [130]. In the 1970s, magnetic
hard drives were already a solution employed in a lot of systems as main memories.
Differently from that technology, based on information stored in static domains
on a mechanical rotating disk, in the bubble memory the information encoded in
small magnetic bubbles is moved along the circuit by means of magnetic fields.
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A quick look at the past: Bubble memory and logic

The information is encoded in the presence, "logic 1", or absence, "logic 0", of the
magnetic bubble. The information is then moved along the circuit following a basic
concept of magnetic attraction and repulsion: a local magnetic field pointing in a
direction opposite to the core can be used to attract the bubble. In the same way
a magnetic field with the same direction as the core can be used to repel it. The
principle is shown in figure 9.1.

Figure 9.1: Basic movement mechanism of magnetic bubbles. a) When the magnetic
field at the end of the bar points in the opposite direction of the bubble core the
object is attracted. b) When the magnetic field at the end of the bar points in the
same direction of the bubble core the object is repelled.

Starting from the basic principle shown above, the principal techniques to move
a bubble were 2:

• Use shaped magnets placed on top of the magnet plane to produce local stray
fields able to repel and attract bubbles. The magnetization of these elements
was rotated with a global rotating field. Figure 9.2a.

• Generation of local magnetic field with shaped wired to induce the movement
of the bubble. Figure 9.2b.

These techniques mixed allows to move bubbles along a circuit and precisely
control their movement. Nucleation and annihilation of the element are usually
obtained by means of single coils. If a current strong enough is pushed through the
coil the magnetic field generated can generate a new bubble or completely annihilate
one that is at the coil center.

To realize magnetic memories one of the most used technique to move the bub-
bles was the global rotating field shown above that imposes to the circuitry a natural
synchronization. To keep information stored the bubbles representing part of the
data were trapped in minor loops in order to not lose information during the normal
circuit operation.[136].
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(a)

(b)

Figure 9.2: Moving mechanism for bubble logic. Images reproduced from [135]

Appendix : Magnetic bubbles logic
With the development of more advanced devices for the movement, also the

possibility to realize logic was investigated in research [137, 138, 136, 139]. In
particular, the natural repulsion of magnetic bubbles was employed to obtain logic
operations between different bits of information traveling through the circuit. In
figure 9.3 the most common operations are presented

As shown, except for the majority gate, the basic phenomenon used for compu-
tation is the repulsion between elements. The AND-OR, joined with the deflectors
that act as the NOT gates, realize complete the logic family. In addition to the
presented gates also the mechanism for generation and annihilation of bubbles is
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Figure 9.3: Magnetic bubble logic gates. a) The AND/OR gate produces at the
bottom side the OR results and on the right the AND result between the two inputs
comping from the top and left track. The operation is executed with the natural
repulsion of bubbles. b) and c) Dynamic and static deflectors. Both the elements
determine the path of the input bubble present on input a based on the bubble
present in b. The information stored in b can be dynamically or statically placed
at the b input. d) Majority gate based on chevrons stacks. Images reproduced from
[136]

required to realize the logic.

Logic-in-memory
Similarly to what discussed about skyrmions, also for bubble memories the em-

ployment as a standalone logic device was not convenient with respect to electronic
computational devices. This because the maximum frequency of movement of bub-
bles was limited to 100 MHz and for the fact that produce big fan-outs with bubbles
is a quite challenging and expensive task. For this reason all the proposed logic
with some exception [138, 139] not discussed in this little appendix, were thought
as part of logic memories. The principle was that a bubble memory could commu-
nicate directly with these logic gates without the need of any electrical conversion
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A quick look at the past: Bubble memory and logic

[136]. Two of these proposals will be discussed in the following.

Reconfigurable arithmetic gate
In [137], the authors showed the realization of a reconfigurable operation by

means of generation and selection of minterms. In the proposed logic the first part
of the gate generates the minterms starting from the basic logic, and the second
that can be reconfigured with the help of static deflector sums up the statically
selected minterms.

Figure 9.4: Bubble logic based on minterms. Image reproduced from [137]

A very interesting aspect of this logic is the fact that A and B, the inputs of
the logic, influence the behavior of the gate without being modified by the circuit
itself. This concept is trivial but fundamental for the realization of effective logic
in memory implementations: if the information is lost in the processing the unit
loses its memory functionality.

Associative search
Another very interesting yet simple approach to logic-in-memory with bubbles

was proposed in [140] where a proposal on associative search was done by Lee and
Chang.

This kind of search operation is very interesting and recalls the concept applied
for skyrmion in chapter 3. The information traveling through the R input is at first
duplicated by means of a dynamical deflector. The information present also in its
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Figure 9.5: Bubble associative search. Image reproduced from [140]

negated version is not guided under two wires that encode the key in a magnetic
field. In the presented schema if the key bit is equal to the bit encoded in R the
bubble can travel further. If the values are not equal the R bubble is used to
block one of the two deflectors in a position that will deviate the next input to an
annihilation point. The basic concept here is that a single wrong key-input pair
will block all the other operations until a reset of the gate is performed.

Skyrmion and magnetic bubble technology
Skyrmions technology relates strongly to magnetic bubbles and in a way the

latter can be thought as a very close relative to the former. Two main similarities
enforce this relation: the local form of the information and the repulsion that
bubbles have with each other. This allows to apply some concepts developed for
the magnetic bubble technology to the skyrmion technology and gives an interesting
point of view on the shortcomings that the application of skyrmions to both memory
and logic. A first aspect that is really interesting is how the information is treated in
the logic-in-memory case. The fact that bubble logic was not comparable in terms
of speed with transistor technology was also true for this technology as it is true
with skyrmions. The speed of the rotating field, needed for information movement,
was indeed 100 kHz for a reliable movement and a complete cycle was required to
move bubbles from one guiding element to the other. The logic-in-memory case was
then, the only possible employment of the bubble logic technology. In particular, as
shown in the above implementation, the memory should have had a preferable way
to "pass" the information to the logic without producing a loss of the original data.
The logic proposed uses a deflector to produce the data replication on another path
that is continuously fed with new bubbles. A similar idea was applied in the present
thesis for the duplication mechanism in chapter 6, with the AES implementation.
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The duplication mechanism employs the same principle of deflection as shown in
figure 9.6: the information that enters in the NOT/COPY gate is duplicated at the
top and the bottom output while it is negated in the central line. This information
can be used to realize logic operations while one copy of the original information
can be routed back to the memory.

Figure 9.6: A skyrmion NOT/COPY element A) and the basic dynamical deflector
B). As can be seen the NOT/COPY gate is equivalent to a dynamical deflector for
bubble logic

In the same way many the concept on the completeness and on the optimal
number of generators elements for the realization of a complete logic. In [141]
the authors proof that with an element of the category IB with a minimum of 2
generators is complete. The element IB produce three outputs as shown in figure
9.7. This idea still stand also for skyrmion technology. The element IB is in fact
the NOT/COPY gate cited above.

Figure 9.7: Classification of different logic elements in bubble technology. Image
reproduced from [141]

The above observations show how different concepts of bubble memories are
still valid for skyrmion technology. Moreover having similar interactions also some
proposals for logic are applicable to the skyrmion case.
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