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Abstract 

 

In the recent years, the field of quality data assessment and signal denoising in functional 

magnetic resonance imaging (fMRI) is rapidly evolving and the identification and reduction of 

spurious signal with pre-processing pipeline is one of the most discussed topic. In particular, subject 

motion or physiological signals, such as respiratory or/and cardiac pulsatility, were showed to 

introduce false-positive activations in subsequent statistical analyses. 

Different measures for the evaluation of the impact of motion related artefacts, such as 

frame-wise displacement and root mean square of movement parameters, and the reduction of these 

artefacts with different approaches, such as linear regression of nuisance signals and scrubbing or 

censoring procedure, were introduced. However, we identify two main drawbacks: i) the different 

measures used for the evaluation of motion artefacts were based on user-dependent thresholds, and 

ii) each study described and applied their own pre-processing pipeline. Few studies analysed the 

effect of these different pipelines on subsequent analyses methods in task-based fMRI.  

The first aim of the study is to obtain a tool for motion fMRI data assessment, based on 

auto-calibrated procedures, to detect outlier subjects and outliers volumes, targeted on each 

investigated sample to ensure homogeneity of data for motion. 

The second aim is to compare the impact of different pre-processing pipelines on task-based 

fMRI using GLM based on recent advances in resting state fMRI preprocessing pipelines. Different 

output measures based on signal variability and task strength were used for the assessment.  
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Introduction 

1.1 Original Contributions  

Most of the work presented in this thesis is an original contribution to knowledge and has been 

published, submitted or part of future works:  

- the auto-calibrated method for the detection of outlier subjects and volumes in fMRI data 

was currently submitted to an international Journal (Chapter 4). 

- the effect of pre-processing pipeline on GLM in task-based fMRI (Chapter 5) was presented 

as poster at 2015 OHBM national conference.  

- the olfactory and auditory fMRI studies on disorder of consciousness (Chapter 6) were 

presented as poster at 2013 and 2015 OHBM national conference, respectively and were 

published in 2015 and 2016 as Original Research on International Journals (European 

Journal of Neurology and Brain Imaging and Behaviour, respectively). 

The studies were conducted at Neuroradiology Department, IRCCS, Foundation Neurological 

Institute “C. Besta”. 

 

1.2 Thesis Organization 

The thesis is organized in the following sections.  

Chapter 1 starts with an introduction to MRI and fMRI principles. We detailed how MRI images 

were obtained combining a static magnetic field, a radiofrequency and three localization gradients. 

Subsequently, the mechanism of Blood Oxygen level dependent contrast at the basis of fMRI signal 

was explained. At the end of the chapter we focused on possible noise source in fMRI data.  

Chapter 2 introduce the unsupervised learning methods, which were used in the Chapter 4 to detect 

motion outlier subjects and volumes in fMRI studies with the auto-calibrated fMRI data assessment 

for motion. 

A description of the fMRI pre-processing approaches was presented in Chapter 3. In particular, the 

standard and advanced strategies to reduce the sources of noise in fMRI data previously described 

in Chapter 1, were outlined. Moreover, a brief description of statistical analysis applied to fMRI 

data was detailed: theory assumptions and implementation of general linear model (GLM).  

Chapter 4 explains the algorithm implementations of the auto-calibrated methods for the detection 

of outlier subjects and outlier volumes in three task-based fMRI datasets of healthy participants, 
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characterized by high and low movements. At the end of the chapter, the results were presented and 

discussed in the framework of previous studies. 

In Chapter 5, the impact of different pre-processing pipelines was assessed on task-based fMRI 

using GLM. For these purpose, a sample of healthy participants characterized by low motion was 

used. The order of step and the different signals included as sources of noise in pre-processing 

pipelines were identified on the basis of the literature reported in Chapter 3. Different output 

measures based on signal variability and task strength were used for the assessment. 

In Chapter 6, two task-based fMRI studies on patients with disorder of consciousness were 

presented as other applications of pre-processing pipeline and optimization of subsequent analyses 

for patients characterized by high motion. 

Finally, a conclusion with discussion of some limitations and possible future extensions of this 

work. 
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Chapter 1 

Theoretical background: functional magnetic resonance 

imaging (fMRI) 

 

Magnetic Resonance Imaging (MRI) is a non-invasive imaging technique based on a physical 

phenomenon, defined Nuclear Magnetic Resonance (NMR) principle, in which magnetic nuclei 

within a magnetic field absorb and re-emit electromagnetic radiation. This principle is used in MRI 

scanner to provide images with different contrast among tissues based on their different chemical 

and physical properties.  

1.1 MRI scanner 

A MRI scanner is composed from three key components: 

- a set of main magnet coils distributed in a bore to generate the static magnetic field,  

- three gradient coils for signal localization, 

- a radiofrequency transmitter and/or receiver coil to perturb the system and recorder the 

generated signal. Coils are application-specific. 

 

Figure 1.1 MRI scanner structure and coils (spinal cord, head 8-channel, head 32-channel; Philips). 
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1.2 Physical principles of MRI 

The principle of NMR is that certain atomic nuclei, atomic nuclei with a non-zero spin (nuclei with 

an unpaired protons or neutrons, have intrinsic magnetic properties and these properties can be 

manipulated when placed in a magnetic field. 

The attention is restricted to hydrogen nuclei 
1
H with only one unpaired proton, because it 

constitutes approximately 63% of atoms in human body: living tissue consists mostly of water and 

fat, which both are rich in hydrogen.  

Atomic nuclei with a non-zero spin possess spin angular momentum, as defined by Pauli in 1924, 

and a magnetic moment 𝜇, characterizing the magnetic field around the nucleus (Fig. 1.2). 

Without an external magnetic field, the magnetic moment of the nuclei are free to point in any 

directions. Since all directions are equally likely, the sum of all magnetization vectors of all nuclei 

magnetic moments is very close to zero (Fig. 1.2). 

   

Figure 1.2 On the left: magnetic moment of a nucleus; on the right: orientation of magnetic moments without external 

magnetic field. 

 

1.2.1 Effects of external static magnetic field 

When an external static magnetic field 𝐵0 is applied along a z-axis, it produces two different effects 

on magnetic moment of nuclei: the random magnetic moments of nuclei tend to align along the 

magnetic field direction and to follow a precession movement. The first effect is explained by 

quantum mechanism, which assigns a quantum number I to the spin (I = ½ for proton of hydrogen 

nucleus.  

The external static magnetic field creates two different states (𝜇 ± ½) for these protons: the 

magnetic moment has a component parallel to 𝐵0 in the state 𝜇 = ½, and anti-parallel to 𝐵0 in the 

state 𝜇 =  −½. The two states for the nucleus are equally probable, because their energy difference 
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are small, but population of parallel state is usually higher that population of anti-parallel, due to 

low energy state. However, there is a dynamic exchange between these two populations of protons.  

The second effect, is explained by the torque force produced by the magnetic field on each 

magnetic moment. As results, magnetic moments precesse around the axis of the magnetic field at a 

special frequency referred as Larmor frequency 𝜔𝐿(in MHz): 

𝜔𝐿 = 𝛾𝐵0 

where 𝛾 is the gyromagnetic ratio, intrinsic characteristic of the nuclear isotope, and 𝐵0 is the 

strength of static magnetic field. For 
1
H, 𝛾 = 42.58 MHz/T. The frequency of the precession is 

proportional to the strength of the magnetic field 𝐵0. For example at 3 Tesla field, 𝜔𝐿= 127.7 MHz. 

 

Figure 1.3 Precession of the magnetic moment of the proton around the external magnetic field axis. 

 

A parallel and antiparallel hydrogen nuclei have equal, but opposite magnetic moments and cancel 

each other out. However, there are always slightly more hydrogen nuclei parallel to 𝐵0, that give 

origin to net magnetization M. The individual magnetic moments create a surface of a double cone, 

and their joint alignment gives origin to the net magnetization M. The phase of an ensemble of 

magnetic moments are random. The net magnetization is the vector sum of all the individual 

magnetic moments, as follow:  

𝑀 = ∑ 𝑝𝑖  𝜇𝑖 

where 𝜇𝑖  is the magnetic moment of the i-th state and 𝑝𝑖 is its population, which follows Boltzman 

statistics. Between the two states exist a dynamic balance and the nuclei are in thermal equilibrium, 

so the resulting magnetization is called the equilibrium magnetization M0, which can be divided into 

two components, Mz and Mxy.  
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Figure 1.4 Orientation of magnetic moments with external magnetic field. 

1.2.2 Radiofrequency 

MR signal can be detected if time dependent transverse magnetization (perpendicular to 𝐵0) is 

applied, because it induces a current in a receiver coil according to Faraday’s law of induction. 

Indeed, without an application of a radiofrequency (RF), all the proton process at the same 

frequency, but with a random phase and a net magnetization constant and parallel to 𝐵0.  

When an external RF of amplitude 𝐵1, with the same frequency of precession of spins, and 

perpendicular to 𝐵0 is applied:  

- the net magnetization M0 from longitudinal axis is converted in transversal axis (90°) and 

- all the spinning dipoles are exactly in phase.  

 

Figure 1.5 Orientation of magnetic moments with the application of radiofrequency. 

 

The angle that the net magnetization M forms with the z-axis after the RF pulse is defined as flip 

angle. When the RF pulse is removed, the magnetization vector M, processing around the static 

magnetic field at Larmor frequency, returns to equilibrium. The MRI signal was generated by the 

rotating Mxy component and the receiver coil detects this signal as an oscillating current at Larmor 

frequency that gradually decays, known as a Free Induction Decay (FID). 
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Figure 1.6 On the left: Free Induction Decay (FID). On the right: Effect of RF pulse: a) at equilibrium, the net 

magnetisation M0 is aligned along the z-axis; b) when an RF pulse is applied, an angle, defined as flip angle, is created 

between the z-axis  and M; c) when an RF pulse, defining a flip angle of 90° (90° RF pulse or saturation pulse), is 

applied, M lies entirely in the x-y plane and gives the maximum Mxy component (detectable signal amplitude) (adapted 

from Ridgway, 2010). 

 

1.2.3 Relaxation times 

The return to equilibrium of the net magnetization vector M is driven by three different relaxation 

phenomena, which differ according to the chemical and physical surrounding of each nucleus and to 

the tissue of belonging. The first phenomenon is related to the amplitude of net magnetization M in 

return to equilibrium, whereas the second and the third phenomena are related to loss of coherence 

or dephasing. These phenomena are: 

- T1 relaxation time (spin-lattice relaxation time) 

is a measure of how quickly the net magnetisation vector M returns to equilibrium 

(amplitude) in the direction of 𝐵0(Mz). In the transition between from the high energy state 

to the low energy, excited nuclei are associated with a loss of energy to the nearest nuclei. 

T1 relaxation is an exponential process. The length of the longitudinal magnetisation vector 

is given by the following equation: 

𝑀𝑧(𝑡) = 𝑀𝑧(0) (1 − 𝑒−
𝑡

𝑇1) 

where t, the time after the 90° pulse RF, 𝑀𝑧 is the magnetization at time t along z-axis, and 

𝑀𝑧(0) is the maximum amplitude of magnetization vector at full recovery. For t = T1, the 

signal recovers is about 63% of its initial value for t = T1. 



 

6 

 

 

Figure 1.7 T1 relaxation time (adapted from Ridgway, 2010). 

 

 

- T2 relaxation time (spin-spin relaxation) 

is a measure of loss of coherence (dephasing) of spinning dipoles due to the rate of 

movement of protons in relation to tissue characteristics. When 90° pulse RF is applied, all 

the spinning dipoles are exactly in phase, and almost immediately RF is turn off, they lose 

coherence as some spin slightly faster than the others with a dephasing effect. The result is 

that the Mxy component of the magnetic vector decreases exponentially as a function of the 

T2 time constant.  

𝑀𝑧𝑦(𝑡) = 𝑀𝑥𝑦(0) (𝑒−
𝑡

𝑇2) 

When the magnetic moment are entirely out of phase, no net transversal magnetization 

remains. 

 

- T2
*
 relaxation time 

is a measure of loss of coherence considering the inhomogeneity-induced dephasing of 

magnetic dipoles. These inhomogeneities may be due to intrinsic characteristics of  the static 

field or to susceptibility-induced field distortions produced by the tissue or unwanted 

metallic materials. The previous T2 relaxation effect associated with the inhomogeneities of 
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magnetic field defined the T2* relaxation effect. It is exponential process with a time 

constant T2* and is less than or equal to T2 according this relation: 

1
𝑇2∗⁄ = 1

𝑇2⁄ + 1
𝑇2𝑖

⁄  

where 1 𝑇2𝑖⁄ = 𝛾∆𝐵𝑖 is the relaxation rate due to field inhomogeneities ∆𝐵𝑖 across a voxel. 

T2* is defined the "observed" or "effective" T2, whereas the T2 is considered the "natural" 

or "true" T2 of the tissue. 

 

Figure 1.8 T2 and T2* relaxation time (adapted from Ridgway, 2010). 

 

To increase the detectability of FID signal, is preferred to generate and measure the MR signal in 

the form of an echo, because the subsequent localization gradients introduced additional unwanted 

de-phasing of the signal. Two different types of echo can be generated for MR imaging: gradient 

and spin echoes. Gradient echoes are generated with controlled application of magnetic field 

gradients, while spin echoes with the application of a 180° refocusing RF pulse after the 90° 

excitation pulse. Details are reported in the “Image contrast” section. 

 

1.2.4 MRI signal localization: gradients 

To localise and encode the MR echo signals is necessary to introduce magnetic field gradients. The 

application of a magnetic field gradient along a defined direction (x, y, or z) causes the strength of 
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the magnetic field only for that direction. Three different gradients are applied for the localization 

of the MRI signal source along the 3 main axis. 

Step 1 - Selection of an image slice 

To identify the resonance of protons of a single slice of tissue (along z-axis), a gradient magnetic 

field is applied simultaneously to the RF excitation pulse. When the RF pulse is trasmitted, only 

protons in a plane, that corresponds to the Larmor frequency, will respond, effectively defining a 

slice of tissue. Usually, the RF pulse comprises of a small range of frequencies, which create the 

transmit bandwidth of the RF pulse. This process is defined as “slice selection” and the gradient as 

the slice selection gradient, GS.  

Step 2 - Phase encoding 

Similarly, to identify the resonance of protons along y-axis, a phase encoding gradient, GP, is 

applied along this direction after the RF excitation pulse, but before the echo signal detection. The 

protons change their relative phase according to their position along this gradient.  

Step 3 - Frequency encoding 

To identify the resonance of protons along x-axis, the frequency encoding gradient, GF, is applied 

along this direction during the echo signal detection.  

The thickness of the slice is produced by the combination of the RF pulse bandwidth and the 

strength of the GS gradient, while the field of view (FOV) of the slice is related to the receiver 

bandwidths and the strength of GP and GF gradients. 

 

1.2.5 MRI signal: pulse sequence diagram  

The time of application of RF pulse, the 3 magnetic field gradients and the registration of echo 

signal are organized in a precise sequence that is represented by a pulse sequence diagram. This is 

an example of the application of the 3 previous steps. The time between the middle of the first RF 

pulse and the peak of the spin echo is called echo time (TE). 

To ensure the maximum possible signal in the middle of the MR signal echo, additional gradient 

pulses are inserted both after the GS and before the GF. These additional gradient pulses 

compensate the de-phasing that is caused by these two gradients and are applied along the same 

direction as the imaging gradients, but with opposite slope. To compensate and reverse de-phasing 

effect for the GS, a re-phasing gradient that is only half the length of the slice selection gradient is 

applied after RF pulse. To compensate de-phasing effect for the GF and ensure a maximum 
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amplitude of echo in the middle of the sampling period, GF is normally preceded by a re-phasing 

gradient that is only half the length of it. 

 

Figure 1.9 Scheme of a pulse sequence (adapted from Ridgway, 2010). 

 

1.2.6 Image reconstruction: Fourier analysis and k-space 

To transform the time-dependent MR signal into its different frequency components a Fourier 

transform is used: the amplitude of each frequency component can be mapped onto a location along 

the GF to determine the relative amount of signal at each location. To observe the phase changes 

induced by the GP, the above three-step process (slice selection, phase encoding and frequency 

encoding), each time applying the same slice selection and frequency encoding gradient, but 

changing phase encoding, is repeated to generate different signal echoes. This is done by increasing 

the strength of the GP for each repetition by equal increment. The time interval between each 

repetition of this process is known as the repetition time (TR). In each phase encoding step, the 

signal recorded are digitalized in a spatial frequency domain matrix, which is called K-space. The 

dimensions of this matrix are the defined by the sample number in the frequency encoding direction 

and  the sample number in the phase encoding direction. A two-dimensional (2D) Fourier transform 

is used to decode the information present in frequency and the phase.  
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The relation between the final image space and the acquired K-space is inverse: whereas the 

coordinates of the image represent spatial position (x and y), the coordinates of K-space represent 

1/x and 1/y, referred to as spatial frequencies, kx and ky. Each value of K-space quantifies the 

amount of spatial frequency contained within the corresponding image. 

In K-space:  

- a low spatial frequency (data in centre of K-space) contributes mostly the signal content and 

contrast of the image; 

- a high spatial frequency (data at the edge of K-space) contributes fine details or edges, 

effectively defining the spatial resolution of the image.  

A complete representation of the scanned object is obtained only when the whole range of spatial 

frequencies is acquired to obtain 

The filling of K-space can be done by activating phase encoding and frequency encoding gradients 

in different ways to collect image. Some of these different filling techniques are: 

- linear: involves filling line by line until our entire space is filled. This is the standard way of 

filling our K-space. 

- centric: involves filling high signal amplitudes in the center of our K-space and filling 

outward to the periphery. This is useful when performing contrast enhanced imaging. 

- elliptical: involves filling our K-space in a spiral fashion starting in the center and working 

our way out to the periphery. Similarly, this is beneficial in contrast enhanced imaging. 

- radial: by collecting data like cutting a pie into slices, it allow to reduce motion in slice 

plane.  

It is possible to change the way we fill our K-space to save scan time.  For example, “half Fourier” 

is a technique where only half of K-space in the phase encoding direction is filled.  The other half of 

the K-space is then calculated from this data. “Partial echo” is the analogous parameter for the 

frequency direction. 

 

1.3 Image parameters and sequences 

Some important parameters determine the characteristics of images: 

- TR: determines the speed of acquisition of MR images and affects the image contrast.  

- FOV: the number of phase encoding steps (NPE) determines the number of pixels in the 

phase encoding direction of the final image. 
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- Image acquisition time: the minimum value is determine by TR x NPE. 

- Pixel size: the signal is proportional to the voxel volume and the appropriate sequence-

specific relaxation factor. It is important to decide the optimal trade-off  for the voxel size to 

obtain a good compromise between a large value for an adequate SNR (signal is 

proportional to the voxel volume) and a small value to permit the visualization of small 

anatomical or pathological details. 

- Thickness of slice: is determined by both RF pulse bandwidth and steepness (or strength) of 

the GS gradient. 

 

1.3.1 Sequences 

Spin echo pulse sequence 

In spin-echo sequence, a 180° refocusing RF pulse is applied after the 90° excitation pulse. This 

method is based on the hypothesis that the de-phasing of  T2 relaxation is a random, irreversible 

process, while the de-phasing of field inhomogeneities due to static field is potentially reversible. 

Therefore, this implies that signal obtained with this procedure can be influenced by T2 relaxation 

only, and not by the effect of T2* relaxation. The 180° refocusing RF pulse flips the direction of the 

magnetization vector M in the x-y plane through 180° to reverse the de-phasing of magnetic field 

inhomogeneities. As response, the proton spins come back into phase causing an increase in 

amplitude of FID, which reach a maximum at the echo time, TE. This MRI signal obtained with the 

180° RF refocusing pulse is known as a spin echo. For a complete compensation of the dephasing 

due to field inhomogeneities at TE, the 180° pulse must be applied at time TE/2.  

 

Gradient echo sequence 

In a gradient sequence, additional controlled magnetic field gradients are applied. Usually, the 

application of a magnetic field gradient produced de-phasing of proton spins along the direction of 

the gradient, associated reduction of the amplitude of the FID signal. This principle for this method 

is that the application of a second magnetic field gradient along the same direction with an equal 

amplitude and duration, but in the opposite direction can compensate this de-phasing effect. 

The maximum echo signal is obtained when this second magnetic field gradient is applied and 

compensate the de-phasing effect. The signal that is obtained through the switching of the gradient 

direction is known as a gradient echo.  

 



 

12 

 

1.3.2 Image contrast 

MR imaging is able to generate contrast between different soft tissue types, because each tissue is 

characterized by different T1 and T2 relaxation times. The choice of the pulse sequence parameters 

permits to create a MR signal that depends from particular tissue on its relaxation properties is 

controlled by: TE, TR and flip angle. Tissue's T1 and T2* relaxation times on the signal are 

determined by: 

- the choice of TR and TE, while flip angle is fixed at 90° in spin echo pulse sequences; 

- the TR, TE and flip angle in gradient echo pulse sequences. 

 

Table 1.1 Selection of TR, TE, flip angle in spin-echo and gradient-echo sequences (adapted from McRobbie, 

MRI from picture to proton). 

 

 



 

13 

 

 

Figure 1.10 Image contrast in spin-echo sequence. On top: (a) T1 image contrast with TE = 10 ms and various TR. 

(b) Signal intensity in relation to TR. On bottom: T2 images contrast with TR = 1500 ms and various TE. (b) 

Signal intensity for brain tissues plotted against TE (adapted from McRobbie, MRI from picture to proton). 

 

1.4 Functional MRI 

1.4.1 Blood oxygen level dependent (BOLD) signal 

Although comprising only 2% of the total body mass, the brain receives 12-15% of the cardiac 

output and consumes around 20% of the oxygen inhaled (Siesjo, 1978).  

The BOLD contrast mechanism was first described by Ogawa (1990) and is based on the relation 

between physiological responses and brain activation: the coupling between the physiological 

responses and neural activation is tight and well localized, but the time delay of first response is 

relatively slow compared to the second activity.  

BOLD imaging uses the different magnetic proprieties of endogenous MRI contrast agent of 

haemoglobin as the source of signal detectable in MRI: the oxygenated hemoglobine (Hb) is 

diamagnetic, because it has no magnetic moment due to unpaired electron and, while the 

deoxyhemoglobin (dHb) is paramagnetic, because it has magnetic moment due to unpaired electron. 

By accentuating the effects of this agent through the use of particular magnetic sequences, such as 

gradient-echo techniques, image of contrast reflecting the blood oxygen level can be obtained.  

The hyper-perfusion of the local tissue is the basis of the BOLD contrast (McIntyre et al., 2003). 

During a rest phase, blood contains dHb in a magnetic field produced little field distortion induced 
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by the difference in magnetic susceptibility relative to the surrounding. When an area is involved in 

a specific task, changes in dHb content associated with hyper-perfusion of the local tissue can be 

detected with MRI signal. 

 

1.4.2 BOLD as a vascular response 

The oxygen consumption and blood flow in response to a neural stimuli determine the shape of the 

hemodynamic response function (HRF). 

 

Figure 1.11 Vascular response of BOLD contrast: steps 

 

The timeline of the HRF response is composed by an initial onset of the stimulus around 2 seconds, 

corresponding to the time that blood travels from arteries to capillaries and draining veins (Kwong 

et al., 1992). Subsequently, HRF response reaches a plateau in the interval of 6–12 seconds and 

returns to the baseline with a prolonged post-stimulus undershoot. 

In detail, the process is structured in these three steps as follow (Fig. 1.11): 

1. Initial undershoot (Hypoxic phase) = before any vascular response, when a neural activity start 

(onset), dendrites rapidly 

- consume oxygen and  

- increase of the cerebral metabolic rate of it (CMRO2) (Kasischke et al., 2004). 

The main consequences of this process lead to a reduction in oxygen pressure and Hb (Devor et al., 

2005; Zhong et al., 1998), which corresponds to a decrease of the observed signal. The amplitude of 
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this undershoot is smaller than main vascular response, around 10% of the amplitude of peak of 

vascular response. 

2. Peak of vascular response (Hyperoxic phase) = the vascular response to neural activity start with 

- an increase of the cerebral blood flow (CBF). 

The effect is a great concentration of Hb locally compared to dHb: this determines an increase of 

the signal. This phenomenon is principally related to an increase in blood cell velocity and/or 

capillaries dilatation and not to additional capillaries recruitment (Villringer et al., 1994).  

3. Final undershoot = in the return to baseline, there is  

- a decrease of CBF. 

Two different phenomena that determine two different hypotheses were described for the final 

undershoot in HRF: 

- first hypothesis: the differences between the active response of arteries (dilatation) and the passive 

venous response (Buxton et al., 1998) determine an increased cerebral blood volume (CBV). The 

concertation of dHB is more than Hb, so it is recorded as a signal decrease. 

- second hypothesis: a residual the metabolic activity taking place after the stimulus neuronal 

activity related to uncoupling between CBF and CMRO2. This option is introduced because Frahm 

et al. (2008) showed that in humans there was no change in CBV. 

It is important to underline that HRF shows considerable variability between subjects (Aguirre, 

Zarahn & D’Esposito 1998, Handwerker et al., 2004) and between brain regions (Buckner et al., 

1996), although a canonical estimation is performed for ideal response.  

 

Figure 1.12 Estimation of HRF (Source: Handwerker et al., 2004) 
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Moreover, considering the setup of an experiment is important to consider that there are many 

factors that affect HRF, such as drugs (alcohol, caffeine), aging, disease (Handwerker et al., 2012). 

 

1.4.3 BOLD as a neural response 

Previous studies with simultaneous fMRI and electrophysiological recordings suggest that the 

BOLD contrast directly reflects the neural responses elicited by a stimulus (Logothetis, 2001). The 

inputs, which neurons receive through post-synaptic potentials, increase (excitatory post-synaptic 

potentials) or decrease (inhibitory post-synaptic potentials) the membrane voltage. If the sum of all 

post-synaptic potentials at the axon pushes the voltage above the threshold, the neuron will fire an 

action potential. In electrophysiology, two important measures are recorded: action potentials and 

local field potentials (LFPs). LFPs reflect post-synaptic potentials and multi-unit activity (MUA) 

reflect action potentials. 

A initial theory hypothesized a linear relationship between BOLD and neural responses during short 

stimulus presentation. This appears particular evident between HRF and LFP, and less with MUA: 

this evidence suggests that BOLD is more related to post-synaptic activity than neural activity. 

However, variation of haemoglobin concentration did not respond linearly with the stimulus 

duration. This suggests that there are different factors that influence the BOLD response and 

contribute to the non-linearity behaviour between the neural response and the blood supply and 

during the oxygen consumption (Logothetis, 2003). 

 

Figure 1.13 From stimulus to fMRI BOLD response (Source: Arthurs and Boniface, 2002) 
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1.4.4 Echo planar imaging 

In echo-planar imaging (Mansfield, 1977; Ordidge, 1999), multiple lines of imaging data are 

acquired after a single RF excitation. A spin-echo-planar imaging sequence is created by two 

consecutive RF pulses in this order: a  90° and a 180° RF pulses. It differs from a conventional 

spin-echo sequences because, after the 180° RF pulse, the frequency-encoding gradient oscillates 

rapidly from a positive to a negative amplitude, forming a train of gradient echoes. 

 

Figure 1.14 Pulse sequence scheme of a spin echo-planar imaging (adapted from McRobbie, MRI from picture to 

proton). 

In a single-shot echo planar sequence, the entire range of phase encoding steps are acquired in one 

TR. In multi-shot echo-planar imaging, the range of phase steps is equally divided into several 

"shots" or TR periods.  

The main advantages of this sequence are the reduced imaging time (high temporal resolution) and 

a decreased motion artefact. On the other hand, it is sensitive to susceptibility effects and long 

gradient echo train causes greater T2* weighting. 

 

In the thesis, we will use the term: 

- “voxel” single 3D unit of spatial resolution in the image; 

- “volume” to refer an individual 3D acquisition performed in one TR of the brain (single 

time point). 
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- “ run” or “scan” to refer a series of continuous volumes acquired during a single MRI 

sequence (multiple time points); 

- “session” to refer a multiple runs with brief interruption among the single run. 

For each subject that undergo an fMRI experiment, a single scan (or multiple scans) is acquired and 

the group of all fMRI data of the subjects constitutes a “dataset”. 

The basic strategy for the analysis of fMRI data aims at identifying the voxels in which the BOLD 

signal is significantly correlated with a reference condition of stimulation, and therefore can be re-

framed as the problem of identifying the noise sources of signal variance. 

 

1.5 Noise sources  

Noise has many contributions, difficult to disentangle in order to elicit the real BOLD 

neurophysiological substrates of data. In fMRI data there are a variety of fluctuations induced by 

processes beyond the control of the experimenter, which make fMRI recorded signal inherently 

noisy. In fMRI data, noise may be roughly divided into two groups:  

- MR physics-related artefacts (thermal noise, drift noise, signal dropout due to imperfect 

switching of the slice select gradients, EPI "ghosting"), and  

- Subject-related noise (head motion effects, fluctuations induced by the cardiac and 

respiratory cycles, and spontaneous low frequency fluctuations of the baseline signal). 

These sources of noise can be partially addressed during the periodic quality assurance protocol of 

the scanner and the acquisition stage (e.g. real-time shimming to reduce the inhomogeneity of some 

regions, padding to limit head motion). However, some of them persist and other post-processing 

steps are necessary to minimize their impact on signal of interest. 

 

 

Table 1.2 Detailed description of factors that influence fMRI signal: MR physics-related artefacts (category 1) and 

subject-related noise (categories 2, 3, 4) (Source: Yan et al., 2013) 
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MR physics-related artefacts are intrinsic to the imaging acquisition process. For example, the 

random thermal noise arises primarily from the body that induce random signals in the receiver coil, 

and it is spread throughout the voxels of the image. The thermal noise is a uniform random 

Gaussian noise, that is depend on the voxel’s signal amplitude and independent of the noise in the 

other voxels. These artefact related to MRI physic can be reduced if a regular quality assessment of 

the MRI imaging is performed on the scanner in order to control main field inhomogeneities, eddy 

non-linearity of imaging gradients and other technical problems. 

Subject-related noise is related to displacement of head position of subject in the scanner due to the 

different coordinate systems of the two parts (scanner: global coordinate system; subject: local 

coordinate system) and vital function of subjects (breathing, heartbeat) (Lund et al., 2006). Motion 

movements can have a serious effect on the fMRI signal: small movement less than one voxel can 

cause signal dropout and can generate spurious activations or mask real activations. This is 

emphasized in long scanning session, where is very difficult to remain stationary for this long 

period. Subject movement is often measured with derived summary statistics based upon absolute 

head realignment parameters: the position of the head in space at each volume is estimate compared 

to a reference volumes (the first of the mean volume) using rigid body transforms. If these 

movements are not estimate and modelled correctly, these systematic spurious signal changes can 

obscure patterns of interest in BOLD signal. 

 

Figure 1.15 Subject movements noise can be identified near the edges of the brain (adapted from Lund et al., 2006). 
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Figure 1.16 On top: respiratory noise is present near the edges of the brain as well as near in the larger veins and in the 

ventricles. On bottom: cardiac noise is present near larger vessels, comprising medial cerebral artery and Circle of 

Willis (adapted from Lund et al., 2006). 
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Physiological noise refers to various physiological processes, such as cardiac fluctuation and low-

frequency components related to respiration (Birn et al., 2008a; Chang et al., 2009a), not directly 

associated with the functional region of the brain that is of interest. The partial overlap of the 

frequencies of these signals to BOLD related frequencies make these noises difficult to minimize in 

post-processing. These signals can be recorded during acquisition or can be estimate from fMRI 

data retrospectively, and they can be used to remove the physiological fluctuations from the fMRI 

time series (Birn et al., 2008b; Chang and Glover, 2009b). For example, respiratory-induced noise 

is mainly present near the edges of the brain as well as near the larger veins and in the ventricles, 

while cardiac-induced noise can be identified near larger vessels, such as medial cerebral artery and 

Circle of Willis. For these reasons, it is important to consider cautiously activations in these 

regions. 

These sources of noise do not have the same impact on signal of interest. The noise in fMRI images 

has components that are either additive or multiplicative (Greve et al., 2011). 

- The additive component of noise is often referred to as “background noise” and includes a 

scanner-dependent component related to thermal contributions from the subject or phantom, 

electronics, “spike” noise, and spurious RF interference signals injected through failure of 

the magnet room’s RF shielding. 

- The multiplicative noise can have two main sources. The first source is known as “scanner 

instability” related to the instrument-induced fluctuations in, for example, resistive shim 

currents or gradient, RF, or receiver amplifier gain or phase. The second source is produced 

by the physiological noise due to human subject. 

Moreover, if we consider high field strength, it is important to know that there is an increase of raw 

signal to noise ratio (SNR), but also of spurious signals, such as thermal noise and physiological 

noise. So particular attention need when high fields are used. 
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Figure 1.17 Relation between signal and field strength. (Source: Huettel, Song & Mc Carthy, 2004). 

 

To reduce spurious noise, multiple post-processing steps are typically conducted to increase signal 

to noise and remove signal contributions from motion and physiological noise. Each of these steps 

raises potential interpretative issues and opportunities for methodological optimization. 
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Chapter 2 

Unsupervised learning method: clustering 
 

 

2.1 Basic concept of clustering 

Clustering and classification are two important fields in Data Mining. The former is a predictive 

method and is used mostly as a supervised learning approach, while the latter is a descriptive 

method and is applied as an unsupervised learning (Veyssieres and Plant, 1998).  

The different goals of these two methods are related the different assessment of the output. In 

classification tasks, a known variable is exploited to predict unknown or future values of other 

variables. It is used to define an interpretable model of a given phenomenon, using an extrinsic 

assessment in which predicted groups are compared to a reference set of class label of a known 

variable. In opposition, clustering is used to discover a new set of categories, in which the new 

groups are of interest in themselves. Therefore, the assessment of these new groups is intrinsic, with 

an unknown label. In this thesis, we would like to discover unknown patterns, so we will focus on 

clustering algorithms. 

 

The aim of a cluster analysis is to find groups of objects in a dataset such that the objects in a group 

will be similar (or related) to one another and different from (or unrelated to) the objects in other 

groups. It can be used to: 

- discover: group of objects with similar characteristics; 

- summarize: reduce the size of a large dataset. 

 

2.1.1 Type and definition of clusters 

According to definition of Tan et al., 2006 and Steinbach et al., 2003, clusters can be characterized 

by the following proprieties/characteristics:  

A. Well-Separated: a cluster is a set of points such that any point in a cluster is closer (or more 

similar) to every other point in the cluster than to any point not in the cluster. A threshold is 



 

26 

 

necessary to define how a point is sufficiently close to one other. This definition is satisfied 

only when cluster are far from each other. 

B. Center-based: a cluster is a set of objects such that an object in a cluster is closer (more 

similar) to the “center” of a cluster, than to the center of any other cluster.  The “center” of a 

cluster is often identified with a centroid, the average of all the points in the cluster, or a 

medoid, the “most representative” point of a cluster. 

C. Contiguity-based (Nearest Neighbor or Transitive): each point in a cluster is closer to at 

least one point in its cluster than to any point in another cluster. 

D. Density-based: a cluster is a dense region of points, which is separated by low-density 

regions, from other regions of high-density. Usually, clusters with noise or outliers are 

characterized by low density regions. 

 

Figure 2.1 Type of clusters (2 dimensional points) (Source: Tan et al., 2006). 

 

 

A cluster is a set of objects that together create a region with a uniform local property, such as size, 

density, shape (globular, non-globular). 
 

 

Figure 2.2 Proprieties of clusters (2 dimensional points) (Source: Tan et al., 2006). 
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2.1.2 Selection of variables and pre-processing 

The selection of variables to include in dataset is really important to achieve a best result with 

clustering algorithm (Kaufman & Rousseauw, 1990; Lletı et al., 2004). Kaufman and Rousseauw 

1990 said that: 

in all of this [cluster analysis], it should be noted that a variable not containing any relevant 

information is worse than useless, because it will make the clustering less apparent. The 

occurrence of several such ‘trash variables’ will kill the whole clustering because they yield 

a lot of random terms in distances, thereby hiding the useful information provided by the 

other variables. 

Therefore, pre-processing is a fundamental step and it includes: 

- features selection according to Kaufman and Rousseauw, 1990; 

- features (variables) standardization/normalization if all variables a priori have the same 

importance; 

- objects standardization/normalization if all objects a priori have the same importance. 

Standardization/normalization can be performed according to the type of clustering algorithm 

chosen. 

 

2.2 Clustering analysis 

To group together objects that are similar in cluster, three different steps are necessary:  

- Distance metrics or similarity measures, which define the meaning of 

similarity/dissimilarity among points/objects; 

- Clustering algorithm, which defines the procedure to minimize distance of objects within 

groups and/or maximize the distance between groups using the distance metric chosen. 

According to the type of algorithm, it considers all possible clustering solutions and selects 

the one that has best inter- and intra-cluster distance metric. From this process, we can 

obtain 𝑘𝑛 𝑘!⁄  possible clustering solution, where k is the number of clusters and n the 

number of points/objects. 

- Clustering evaluation or validation, which assesses the goodness of fit of clustering 

solution. 
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Figure 2.3 Clustering analysis steps. 

 

2.2.1 Distance metrics and similarity measures 

Since clustering is the grouping of similar instances/objects, some sort of measure, which can 

determines whether two objects are similar or dissimilar, is required. The distance measure, and 

consecutively the type of clustering used, depends on the attribute type and scale of the data. 

Usually we can have three different types of attributes (binary, discrete, continuous), while the 

common data scales can be more (qualitative, such as nominal or ordinal, or quantitative, such as 

interval with a unit of measurement or ratio). 

There are two main types of measures used to estimate this relation: distance measures and 

similarity measures. 

Among distance metrics there are:  

- Minkowski (Han & Kamber, 2001), for numeric attributes: 

𝑑(𝑥𝑖 , 𝑥𝑗) =  (|𝑥𝑖1 − 𝑥𝑗1|
𝑔

+ |𝑥𝑖2 − 𝑥𝑗2|
𝑔

+ ⋯ |𝑥𝑖𝑣 − 𝑥𝑗𝑣|
𝑔

)
1/𝑔

 

where, v is the number of variables, 𝑑(𝑥𝑖 , 𝑥𝑗) is the distance between two instances 𝑥𝑖 and 

𝑥𝑗. Given g = 2, we obtain  the commonly used Euclidean distance between two objects, g = 

1  the Manhattan metric or city block metric, and g = ∞ the Chebychev metric. The 

measurement unit used can affect the clustering analysis. To avoid the dependence on the 

choice of measurement units, the data should be standardized. 

- contingency table for binary attributes: simple matching coefficient assesses dissimilarity 

between two objects, Jaccard coefficient, when positive or negative match are not equally 

important. 

An alternative concept to that of the distance is the similarity function 𝑠(𝑥𝑖, 𝑥𝑗) that compares the 

two vectors 𝑥𝑖 and 𝑥𝑗 (Duda et al., 2001). Among these functions there are: 

- Cosine measure: the normalized inner product between vectors when the angle between the 

two vectors is a meaningful measure; 

- Pearson correlation measure; 

- Dice coefficient. 
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The choice of distance/similarity measure should be based on the particular application and 

variables. 

 

2.2.2 Clustering algorithms 

The traditional algorithms for clustering can be divided in three main categories: 

- Partitional Clustering; 

- Hierarchical Clustering; 

- Model-based Clustering (density-based). 

In each clustering procedure, test the repeatability of results through different iterations of 

clustering algorithm, is necessary to avoid lack of inconsistency of a single iteration of the 

algorithm. 

 

2.2.2.1 Partitional clustering 

Partitional clustering aims to obtain directly a single partition of the dataset of objects into clusters. 

Such methods typically require that the number of clusters will be pre-set by the user and many of 

them are based on the iterative global optimization of objective function. 

Given the elements 𝑥𝑖 ∈ 𝑥 with i = 1,…, N and a set of clusters Cj with j = 1,…, K, in the 

optimization of objective function, the clustering problem consists in assigning each element 𝑥𝑖  to a 

cluster Cj such that the intra-cluster distance is minimized and the inter-cluster distance is 

maximized.  

 

K-means 

Basic scheme: 

Input: S (dataset), K (number of clusters) 

1. Set K as the hypnotized number of clusters  

 select K representative points in space, called centroids 

2. Compute the distance metric of each point from all centroids 

3. Assign all data points to the centroid with the minimum distance metric 

4. Recompute the centroid for each cluster as the mean of the points belonging to each cluster 

5. Repeat from 2. until centroid do not change and all data points are assigned to the same 

cluster with respect to the previous iteration 
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Figure 2.4 K-means with K= 3 (Source: Tan et al., 2006). 

 

The initialisation of centroid are fundamental for the result obtained with this type of clustering 

algorithm. This process is influenced by these important characteristics: 

- a different centroid initialization might produce a different clustering; 

- different runs of the algorithm could produce different memberships of the input pattern. 

In each clustering procedure, test the repeatability of results through different iterations of 

clustering algorithm, is necessary to avoid lack of inconsistency of a single iteration of the 

algorithm. This aspect is particularly important for K-means algorithm in which result is strictly 

linked to centroid initialization. 

The complexity O of I iterations of the K-means algorithm performed on a sample size of N 

elements, each characterized by V variables, is: O (I*N*V) (Selim & Ismail, 1984). 

According to these characteristics, it has the following advantages: 

- the linear complexity: even if the number of instances is substantially large, this algorithm is 

computationally fast and with high speed of convergence; 

- simple implementation. 

Drawbacks of K-means are: 

- cluster number, K, must be determined beforehand.  The algorithm is very sensitive to this 

selection, which may make the difference between global and local minimum. 

- it is not as versatile with clusters that differ for size, density and non-globular shape. 

- it is sensitive to noisy data and outliers (a single outlier can increase the squared error 

dramatically) due to a weakness of arithmetic mean. 

- it is sensitive to initial condition (centroid initialization), since different initial condition 

may lead to different result of cluster and identify a local optimum.   

- it is difficult to determine the contribution that each variable makes to the grouping process, 

since it is assumed that each attribute has the same weight.    
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Therefore, considering the weaknesses of this algorithm some additional steps are necessary: 

- in pre-processing: normalization the data and exclusion of outliers; 

- in post-processing: exclusion of small clusters that may represent outliers and merge clusters 

with low SSE (close each other). 

 

2.2.2.2 Hierarchical clustering 

Hierarchical clustering aims to obtain hierarchy of clusters, forcing the data points into a strict 

hierarchy of nested subsets (Lance & Williams, 1967). The results of a hierarchical method can be 

displayed in a tree diagram, known as dendrogram, representing the nested grouping of objects and 

similarity levels at which groupings change. A clustering of the data objects is obtained by cutting 

the dendrogram at the desired level. 

 

Figure 2.5 Dendrogram and nested cluster representation (Source: Tan et al., 2006). 

 

 

In comparison to K-means (a partitional clustering method), hierarchical clustering does not require 

an initial value for K, so the data are not partitioned into a priori number of clusters. This can be 

considered an advantage. Moreover, the representation with dendrogram provides a meaningful 

taxonomies of dataset. In addition, hierarchical clustering cannot be viewed as a global optimization 

problem through an objective function, but it uses various criteria to decide locally, at each step, 

which cluster should be merged or split. 

 

There are two well-known types of hierarchical clustering methods:  

- Bottom-Up (agglomerative): Starting with each item in its own cluster, finds the best pair to 

merge into a new cluster. Repeat until all clusters are fused together.  

- Top-Down (divisive): Starting with all the data in a single cluster, considers every possible 

way to divide the cluster into two. Choose the best division and recursively operate on both 

sides. 

Divisive hierarchical clustering benefits from complete information about the global distribution 

when making top-level partitioning decisions, while agglomerative hierarchical clustering methods 
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make clustering decisions based on local patterns without initially taking into account the global 

distribution. 

Both clustering algorithms use a similarity measure to merge or split each cluster in the process. 

The choice of similarity measure between cluster (inter-cluster similarity) may determines different 

results in agglomerative clustering.  

There are different type of way to calculate inter-cluster similarity: 

- Single linkage (minimum method or the nearest neighbor method): distance between the 

closest points in the different clusters; this two point can be linked by one link in the 

dendrogram (Sneath & Sokal, 1973); 

- Complete linkage (the maximum method or the furthest neighbor method): distance 

between the most distant points in the different clusters (King, 1967); 

- Central linkage: distance of centers (centroids); 

- Average linkage (minimum variance method): average distance of all pairwise proximity 

between points in the two clusters (Ward, 1963; Murtagh, 1984). 

 

Figure 2.6  Inter-cluster similarity (Source: Tan et al., 2006). 

 

 

The single linkage can handle non-isotropic cluster shapes, including well-separated, chain-like and 

concentric clusters, but is sensitive to noise and outliers. Compared to single linkage, complete 

linkage is less susceptible to noise and outliers, but tends to break large cluster and it is biased 

towards globular cluster shapes. Average linkage is a good compromise between single and 

complete linkage: it is less susceptible to noise, but it is biased towards globular shapes and is the 

most computationally demanding. 
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Figure 2.7 Different clustering results with different inter-cluster similarity measure (Source: Tan et al., 2006). 

 

 

A re-iterations of the clustering and a comparison of the results is recommended to support the 

results. 

Strengths of hierarchical methods are: 

- versatility: the different similarity measures maintain good performance on different data 

sets on the basis of the specific requirement; 

- visual hierarchical representation (dendrogram); 

- multiple partitions: hierarchical methods produce not one partition, but multiple nested 

partitions, which allow to choose different partitions, according to the desired similarity 

level, by cutting the dendrogram at the desired level. 

However, the main disadvantages of the hierarchical methods are: 

- time consuming, storage requirement: the time complexity of hierarchical algorithms is non-

linear, at least O (I 
3
), because there are I steps and at each step the size, I

 2 
, of the proximity 

matrix containing the similarity measure must be updated. Space and time complexity of 

hierarchical clustering severely limits the size of dataset that can be processed. 

- hierarchical methods can never undo what was done previously. Namely there is no back-

tracking capability. 

 

Agglomerative 

This method starts with as many clusters as data points and in each successive iteration, it 

agglomerates the closest two clusters that satisfy a predefined distance/similarity function.  
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Clusters are successively merged until only one cluster remains. 

Basic scheme: 

Input: S (dataset) 

1. Calculate the distance metric between all data points  

 Definition of a proximity matrix 

2. Each data point is considered a cluster 

3. Calculate the similarity between all clusters (inter-cluster similarity) 

 Update of a proximity matrix 

4. Merge the two most similar clusters into a higher level cluster 

5. Repeat steps 3. and 4. for the new high-level clusters until only a single cluster remains. 

 

The agglomerative process of object merging is displayed with dendrogram. 

 

 

Divisive 

This divisive clustering method is less commonly used. It works in a similar way to the 

agglomerative clustering but backwards. It starts with only one big cluster formed by all data points 

and, in each successive iteration, groups are continually divided until there are as many clusters as 

objects. 

 

2.2.2.3 Density-based clustering 

Density-based clustering aims to create clusters based on density functions. The main advantage of 

these algorithms is to create arbitrary shaped and sized clusters. However, one of it weakness is the 

difficult in identification of clusters with different density. 

One of this algorithm is the DBSCAN. Density is estimated by counting the number of points 

within a specified radius. The choice of radius is important for this type of clustering.  

 

2.3 Clustering evaluation or validation 

The process of evaluating the results of a clustering algorithm is called cluster validity assessment. 

It is a fundamental part of the clustering process (Kovacs et al., 2005).  

During cluster validation different aspects can be evaluated: 

a) determining the clustering tendency of a set of data, i.e., distinguishing whether non-random 

structure actually exists in the data; 
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b) comparing the results of a cluster analysis to externally known results, e.g., class labels 

(goodness of fit of clustering results); 

c) evaluating how well the results of a cluster analysis fit the data without reference to external 

information, using only the data (goodness of fit of clustering results); 

d) comparing the results of two or more different number of clusters to determine which is 

better for selection of the optimal number of clusters. 

e) comparing the results of two or more different clustering algorithms. 

For b), c), and d), we can further distinguish whether we want to evaluate the entire clustering or 

just individual clusters. 

Numerical measures (indices) that are applied for the evaluation of these various aspects of cluster 

validity, are classified into the following three categories (Theodoridis, 1999): 

- External Criteria: we evaluate the results of a clustering algorithm based on a pre-specified 

structure, which is imposed on a dataset, i.e. external information that is not contained in the 

dataset (external class labels); 

- Internal Criteria: measure the goodness of a clustering structure without respect to external 

information, but using intrinsic information of dataset; 

- Relative Criteria: compare two different clustering or clusters through internal or external 

indices. 

Usually, internal criteria are considered more precise in the application to real dataset (Rendón, et 

al., 2011). Several validity indices have been developed and introduced, but most of them are based 

on the evaluation of (Berry & Linoff, 1996): 

- Compactness (intra-cluster distance): the member of each cluster should be as close as 

possible to members of the same cluster. For example, compactness can be measured 

thought minimum, maximum or average distance between all pairs of point within cluster or 

between centroid and each point of the cluster. 

- Separation (inter-cluster distance): the distance between any two cluster are maximized. 

The most common approaches measuring the distance between two different clusters are the 

same described before for inter-cluster similarity. 

 

 

2.3.1 External Criteria 

Purity 

Purity and entropy are concept very similar. For a cluster j, the purity is  
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𝑃𝑗 =  
1

𝑛𝑗
𝑚𝑎𝑥𝑗(𝑛𝑖,𝑗) 

where 𝑛𝑗  is the number of objects in cluster 𝑗, 𝑛𝑖,𝑗 is the number of objects in cluster 𝑗 with class 

label 𝑖. The overall purity of the clustering solution is obtained as a weighted sum of the individual 

cluster purities and given as:          𝑃𝑡𝑜𝑡 = ∑
𝑛𝑗

𝑛
𝑝𝑗

𝑚
𝑗=1  

where 𝑚 is the number of clusters, and 𝑛 is the total number of objects. 

 

Entropy 

Entropy measures the purity of the clusters class labels. Thus, if all clusters consist of objects with 

only a single class label, the entropy is 0. However, as the class labels of objects in a cluster become 

more varied, the entropy increases. In each cluster the class distribution of the objects is: 

𝐸𝑗 = ∑  𝑝𝑖𝑗𝑙𝑜𝑔(𝑝𝑖𝑗)

𝑖

 

The total entropy for the clustering solution is calculated as the weighted sum of the entropies of all 

clusters:              𝐸𝑡𝑜𝑡 = ∑
𝑛𝑗

𝑛
𝐸𝑗

𝑚
𝑗=1  

 

F-measure 

F-measure combines the precision pr and recall re. For each cluster j, recall and precision of that 

cluster for each class label i are: 

𝑟𝑒(𝑖, 𝑗) = 𝑛𝑖𝑗 𝑛𝑖⁄  and 𝑝𝑟(𝑖, 𝑗) = 𝑛𝑖𝑗 𝑛𝑗⁄  

where 𝑛𝑖   is the number of objects in class 𝑖. The F-measure of cluster 𝑗 and class 𝑖 is given by the 

following equation:  

𝐹(𝑖, 𝑗) =
2 ∗ 𝑟𝑒(𝑖, 𝑗) ∗ 𝑝𝑟(𝑖, 𝑗)

𝑟𝑒(𝑖, 𝑗) + 𝑝𝑟(𝑖, 𝑗)
 

𝐹(𝑖, 𝑗) values are within the interval [0,1] and larger values indicate higher clustering quality. 

 

 

2.3.2 Internal Criteria 

Most internal indices are used as measure to assess intra-cluster similarity in comparison to inter-

cluster dissimilarity (Kovács et al., 2005). 

 

 

Cluster cohesion and Cluster separation: SSE 

Sum of Squared Error (SSE) is a cluster validity measurement used for K-means clustering to 

assess the cohesion of cluster. 
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In each cluster the SSE is: 

𝑆𝑆𝐸𝑗 =  ∑ 𝑑𝑖𝑠𝑡2(𝑐𝑗 , 𝑥𝑖)

𝑛𝑗

𝑖=1

 

where 𝑐𝑗 is the centroid (or the most representative point) for cluster j.  

The within cluster sum of square (SSW) for the clustering solution is:  

𝑆𝑆𝑊 =  ∑ 𝑆𝑆𝐸𝑗

𝑘

𝑗=1

 

where k is the number of cluster. These measures can be used in an overall evaluation of a group of 

clusters. 

A measure of separation between clusters in K-means is the between cluster sum of square (SSB), 

which is the sum of the squared distance of a cluster centroid, 𝑐𝑗, to the overall mean, c, of all the 

data points.  

𝑆𝑆𝐵 =  ∑ 𝑚𝑗 𝑑𝑖𝑠𝑡2(𝑐𝑗,

𝑘

𝑗=1

𝑐) 

where m is a scale factor.  

A good clustering solution is considered the one that minimizing the SSW and, equivalently, 

maximizing the SSB.  

 

Silhouette 

Silhouette index, normalized between -1 and 1, is obtained for each single element of dataset as 

ratio of a element's dissimilarity to its own cluster and to its nearest neighboring cluster. To evaluate 

the clustering solution, we can use the average of the silhouette scores of all the individual element 

of datasets. If the value is closer to 1, the clusters are well separated, if it is negative, the result of 

clustering does not reflect the correct separation of elements. Moreover, the Silhouette clustering 

evaluation criterion can be applied to any distance metric (Kaufman & Rousseeuw, 1990). 

The Silhouette value for the entire dataset is defined as: 

𝑆ℎ =
1

𝑘
∑

[D𝑖,𝑗 − 𝑑𝑖]

𝑚𝑎𝑥𝑗≠𝑖{𝑑𝑖, 𝐷𝑖,𝑗}

𝑘

𝑖=1

 

where k is the number of clusters, di (intra cluster similarity) is the average distance between each 

single point of the i-th cluster and the other points in the same i-th cluster, and 𝐷𝑖,𝑗 (inter cluster 

similarity) is the maximum average distance between each single point of i-th cluster and points in 

j-th cluster (with j =1, …, k; j ≠ i). 
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Davies-Bouldin index (DB) 

Davies-Bouldin index is a non-negative value. It is a function of the ratio of the within cluster 

cohesion and between cluster separation: a lower value is associated to a better clustering result 

(Davies & Bouldin, 1979). By minimizing this index, clusters are the most distinct from each other, 

and therefore achieves the best partition. The Davies-Bouldin index is defined as: 

𝐷𝐵 =
1

𝑘
∑ 𝑚𝑎𝑥𝑗≠𝑖 [

(𝑑𝑖 + 𝑑𝑗)

𝐷𝑖,𝑗
]

𝑘

𝑖=1

 

with j comprised between 1 to k, where k is the number of clusters, 𝑑𝑖 (intra cluster similarity) is the 

average distance between each point of i-th cluster and the centroid of i-th cluster, 𝐷𝑖,𝑗 (inter cluster 

similarity) is the distance between the centroids of the i-th and j-th clusters. The maximum value of 

𝐷𝑖,𝑗 represents the worst-case of intra-to-inter cluster ratio for i-th cluster.  

 

Cophenetic correlation coefficient (CPCC) 

CPCC, ranging from 0 to 1, is a cluster validity measurements obtained for hierarchical clustering. 

In a hierarchical cluster tree, any two objects in the original data set can be linked together at some 

level. The height of the link, also known as cophenetic distance, represents the distance between the 

two sub-clusters that contain those two objects. CPCC compares the cophenetic distances with the 

original distance between objects and gives a measure of how dendrogram preserves the pairwise 

distances between the original data points. The closer the value of the CPCC is to 1, the more 

accurately the clustering solution reflects your data (Saraçli et al., 2013).  

Considering the original dataset X and the cophenetic distance matrix C, 𝑥𝑖𝑗 =  |𝑋𝑖 − 𝑋𝑗| is the 

distance, based on the metric choosen for clustering, between the i-th and j-th observations. 𝑐𝑖𝑗  is 

the height of the link and corresponds to the distance between the two sub-clusters that contain the 

i-th and j-th observations. 𝑥 ̅and 𝑐̅ are the average of X and C, respectively. 

𝐶𝑃𝐶𝐶 =
∑ (𝑥𝑖𝑗 − �̅�)𝑖<𝑗 (𝑐𝑖𝑗 − 𝑐̅)

√∑ (𝑥𝑖𝑗 − �̅�)
2

𝑖<𝑗 ∑ (𝑐𝑖𝑗 − 𝑐̅)
2

𝑖<𝑗

 

Previous studies demonstrate that dataset with outliers have higher CPCC values than the data set 

without outliers (Johnson & Wichern, 2002; Saraçli et al., 2013). 
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2.4 Conclusion  

Different studies evaluate the performance of these indices on different datasets (Rendon et al., 

2011, Liu et al., 2010). Moreover, they reported that internal indexes are more accurate in group 

determining in a given clustering structure. Among internal indices, Slobodan (2006) reported that 

Silhouette index produces slightly more accurate results than the system that uses the Davies-

Bouldin index. However, the computation of the Davies-Bouldin index is much less complex than 

the computation of Silhouette. For subsequent analyses, we choose both indices for a robust 

performance (Vendramin et al., 2010). 

In Chapter 4, internal indices were used to evaluate two different aspects of clustering solution: 

selection of the optimal number of clusters and goodness of fit of clustering results.  

Silhouette and Davies-Bouldin indices were used to assess within cluster similarity in comparison 

to between cluster dissimilarity and select the optimal number of clusters in dataset (Kovács, et al.,  

2005) by comparing the results obtained with different k number of clusters. Meanwhile, CPCC, 

only for hierarchical clustering, gave a measure of how accurately the clustering solution of 

dendrogram reflected original data. 
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Chapter 3 

Quality data assessment and advanced data pre-

processing 

 

 

3.1 Background 

Minimizing image noise is extremely critical in fMRI, because the signal changes related to the 

BOLD contrast are very small (1-2%) compared to the signal recorded. It is therefore crucial to 

separate and clarify the contributions of the various sources of noise from the scanner and the 

subject (see Chapter 1). While the noise from a subject will be inevitable intrinsic during the 

acquisition, we can attempt to control the noise from scanner (both background noise and scanner 

instability) through an appropriate periodic quality assurance protocol on phantom and acquisition 

parameters. However, despite careful control of the various noise sources some of them persist and 

different methods of image processing have been developed. During pre-processing steps, various 

image and signal processing techniques are applied to increase SNR in raw EPI images and to 

reduce background and physiological noise. These steps are crucial to ensure reliability and 

reproducibility of results of subsequent statistical analyses and greatly improve the statistical power 

of them.  

 

3.2 Standard Data pre-processing 

Usually, principal steps of standard pre-processing include (Friston et al., 1995): 

1. slice-time correction (STC); 

2. motion correction (realignment); 

3. normalization to standard template; 

4. spatial smoothing. 
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Slice time correction (Henson et al., 1999) minimize the differences due to temporal shift in 

sampling between the first and the last slice of the volume during a single TR. It consists in shifting 

the signal phase to a reference slice. Usually, the slice acquired in the middle of the sequence is 

used as a reference slice, because it correspond to maximum interpolation of TR/2. 

 

Figure 3.1 Effect of slice timing among different slices. (Source: Sladky et al.,  2011). 

 

Motion correction (realignment) (Hajanal et al., 1994). Mismatch between subsequent volumes in 

the time-series for head position, such as swallowing, breathing or little head adjustment, can 

introduce spurious BOLD signal changes and reduce the sensitivity of subsequent analyses. 

Realignment algorithms can reduce motion induce artefact through a rigid body transformation that 

minimises a cost function (define the difference between 2 images), as e.g. least square (SPM) or 

normalized correlation ratio (FSL). Rigid body transformation is defined by 3 translations in x, y 

and z directions and 3 rotations around the x (pitch), y (roll) & z (yaw) axes. 

 

Normalization (Holden, 2008). The differences among subjects in head shape and size do not 

permit to compare them. Normalization procedure tries to minimize these differences with a 

transformation of single subject image in a standard space. Usually, associated to an EPI scan, a 

high resolution anatomical scan (T1 or T2 –weighted images, voxel size around 1 mm
3
) is acquired. 

This high resolution anatomical scan is pre-processed, using noise reduction, bias correction for 

correction of broad intensity variation among the different brain regions, brain extraction to remove 

non brain tissues, and segmentation of grey matter, white matter and cerebrospinal fluid. In 
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addition, a common standard space is selected: Talairach (Talairach & Touroux, 1988) or the MNI 

space (Evans et al., 1992), obtained as average image of 152 T1-weighted images of different 

subjects. During normalization there are 3 steps:  

i) co-registration between T1-weighted and EPI images (fMRI),  

ii) transformation of T1-weighted scan to match the template (i.e. normalization), and  

iii) application of the normalization parameters obtained from ii) to the EPI images.  

The ii) step of spatial normalisation uses a 12 parameter affine transformation (rotation and 

translation for a rigid body transformation, scaling and shears for change in size and shape) and a 

subsequent non-linear deformation. The data are resampled to a new spatial resolution, usually 2 

mm isostropic voxel. 

 

Spatial smoothing. Spatial smoothing is used to  

- increase SNR by removing high frequency information and increasing sensitivity,  

- improve inter-subject averaging (Poldrack et al., 2011) by reducing the anatomical 

variability among subject not fully corrected with normalization, and  

- improve validity of the statistical tests making distribution of error term normal. 

Smoothing is performed applying a Gaussian filter (also known as a kernel) to the pre-processed 

EPI image: the signal of each voxel being replaced by the weighted average of its neighbours 

(Ashby, 2011). It is the shape of the kernel that defines the weights that is applied to each voxel. A 

Gaussian kernel follows essentially a normal distribution: weight is always strongest in the centre of 

the kernel (i.e. the voxel being smoothed) and 

decreases with distance at a rate that depends 

on the width of the distribution. Wider 

distributions (wide kernel) result in greater 

smoothing, because distant voxels obtains 

higher weights. Usually, the shape of a 

smoothing kernel is usually described by the 

width of the distribution at half of its 

maximum value: the Full Width Half 

Maximum (FWHM).  
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However, the specifics of the width of kernel and the order in the pre-processing pipeline for 

smoothing step are critical, because it can impact on images with some drawbacks:  

- reduction of spatial resolution of the data,  

- edge artifacts, because brain voxels are smoothed with non-brain voxels, resulting in a dark 

ring around the brain, 

- merging of activation peaks that are less than twice the FWHM or attenuation of small 

meaningful activation under statistical threshold; 

- mis-localization of activation peaks (Mikl et al., 2008). 

The width of smoothing kernel applied should be the minimum necessary to obtain a good 

compromise among these aspects, in particular avoiding smoothing away very small signals, or 

smoothing two independent signals into one (Ashby, 2011). As a general rule, a FWHM of twice 

the voxel dimension is a good compromise (Poldrack et al., 2011).  

 

Figure 3.2 Smoothing effect of different FWHM values (Source: Poldrack et al., 2011). 

 

Furthermore, Jo and others (2010) propose that smoothing should be restricted to the brain's gray 

matter mask to reduce the inclusion of unwanted BOLD and other physiological signals from 

surrounding large draining vessels. 
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3.3 Advanced data pre-processing 

Subject-related noise during fMRI scanning introduces measurement inaccuracies as imaging 

voxels (Chapter 1). In particular, primary effects of participant head motion in fMRI data are 

corrected by realignment step. However, head motion induces secondary effects related to partial 

voluming, interpolation effects, magnetic field inhomogeneities, intra-volume motion, and spin-

history effects (Friston et al., 1996), which cannot be corrected using realignment. 

In literature, different indices were proposed to evaluate the subject-related noise impact on fMRI 

scan directly from images or indirectly from realignment parameters, and subsequent different 

approaches were used to reduce these sources of noise on fMRI data. 

 

3.3.1 Indices of data quality assessment 

In literature, different indices were proposed to assess the quality of fMRI data. Two different levels 

of evaluation are considered: single-subject scan in an investigated sample and volumes in a single-

subject scan. In the former case, an assessment of the quality of single-subject scan is performed to 

evaluate if run can included because movements or artefacts are comprised in a range of tolerance 

that could be corrected with pre-processing steps. In the latter, an assessment of the volumes in a 

single-subject is performed to identify those corrupted by high movements and that need to be 

discard from the subsequent analyses. 

For both levels, two different categories of indices were proposed: the first is based on realignment 

parameters and the second is computed on EPI images directly. 

 

3.3.1.1 Indices derived from realignment parameters 

In the first category, these indices are obtained directly from realignment parameters (RP), which 

are considered displacements relative to a single reference volume (absolute displacements), or 

from first derivative of realignment parameters (RP d/dt), which are obtained as displacements 

relative to the preceding volume (relative displacements) (Power et al., 2015). 

As described from (Power et al., 2014), three principal patterns of movement in realignment 

parameters can be detected: still subject, subject who moved intermittently and returned to their 

original position, and subject who moved and remained displaced from the origin. These different 

patterns had not the same impact on fMRI signal: usually, the second pattern was considered more 

difficult to correct trough realignment procedure, if frequent high displacements occurred in less 
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than one TR. In all these case can be an additional drift in the realignment parameters that relative 

displacements minimize. 

The most diffused metric for the quantification “single-subject scan motion” are based only on the 

inspection of absolute/relative displacements, often applying a rule-of-thumb of “motion exceeding 

one voxel size” (Johnstone et al., 2006; Nemani et al., 2009; Churchill et al., 2012; Wilke et al., 

2005). Different version of quality data indices using root mean square (RMS) are defined on 

absolute and relative displacements. The first formulation was proposed by Oakes and colleges 

(2005), as the average RMS of the percent signal difference between each volume and the first 

volume in translation (average RMS of absolute displacements). Wilke and colleges (2012) used 

the same approach, but considering translation and rotational parameters separately. Then, Power 

and collegues (2014) applied RMS on both absolute (RMS of absolute displacements) and relative 

displacements (RMS of relative displacements), but after a detrending of realignment estimates 

across all time points, that permits to reduce the influence of drift effect also in absolute 

displacements. Finally, Siegel and colleges (2014) obtained a summarized measure using RMS 

from both translational and rotational absolute realignment parameters, after a conversion of 

rotational estimates form degree to mm with a sphere of radius of 50 mm. Usually, RMS measure 

were used for the quantification of “single-subject scan motion” and the user-dependent threshold 

was defined in relation to the voxel size (e.g. half voxel’s width). 

 

Then, to evaluate the “volumes in a single-subject scan”, other five metrics, based only on relative 

displacements, were proposed: mean motion, maximum motion, number of movements, rotation 

(VanDijk et al., 2012) and framewise displacement (FD) (Power et al., 2011). Mean motion is 

obtained as the mean of relative translational displacements, while maximum motion as the 

maximum of relative translational displacements. Similarly, the number of movements is defined as 

the number of volumes associated with a relative displacement > 0.1mm. Rotation is obtained as 

average of the absolute value of the Euler angle of relative displacements of rotation. Among them, 

the mean motion was used also for the evaluation of “single-subject scan motion” (VanDijk et al., 

2012; Satterthwaite et al., 2012: threshold of 0.55 mm for the identification of gross motion). 

Finally, the FD has become popular and implemented in different pre-processing tools (e.g. FSL: 

fsl_motion_outliers; BRAMILA tools; AFNI: 3dDespike procedure). FD is obtained as the sum of 

relative displacements on the 6 realignment parameters, after the conversion of rotational 

displacements from degrees to millimetres (e.g. displacements on the surface of a sphere of radius 

50 mm, which is approximately the mean distance from the cerebral cortex to the center of the 

head). Different thresholds were applied on the basis of investigate cohorts: 0.5 mm (Power et al., 
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2012) 0.2 mm (Fair et al., 2013); 0.9 mm (Siegel et al., 2014). Moreover, the threshold depends also 

from the FD implementation (Power et al., 2015). 

 

Figure 3.3 A comparison among FD, DVARS and mean RMS (Source: Power et al., 2012). 

 

3.3.1.2 Indices derived from EPI images 

In the second category, the derived indices are based on EPI images.  

The first index is temporal SNR (tSNR) (Van Dijk et al., 2012). To obtain it, the mean signal across 

the EPI scan was calculated for each slice, and then the it was divided by the standard deviation of 

the signal intensity within the slice over time. The mean tSNR value across all voxels in an 

inclusive brain mask was derived as the measure of tSNR for the EPI data. 

The second is the Derivative of rms VARiance over voxelS (DVARS) (D referring to temporal 

derivative of time-courses, VARS referring to RMS variance over voxels) (Smyser et al., 2010). It 

indexes the rate of change of BOLD signal across the entire brain for each volume.  To calculate 

DVARS, the volumetric time-series is differentiated (by backwards differences - relative 

displacements) and RMS signal change is calculated over the whole brain for each volume. DVARS 

is a measure in time of how much the intensity of a brain image changes in comparison to the 

previous volume (as opposed to the global signal, which is the average value of a brain image at a 

volume). Commonly, used thresholds are comprised from 0.3 to 0.5% of BOLD. Importantly, 
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DVARS was applicable only to resting state fMRI, because in task-based fMRI it will indicate 

erroneously as possible artefacts signal changes related to paradigm.  

When forming cohorts or identifying good volumes, the definition of a user-dependent threshold is 

necessary for all the above indices (based on realignment parameters or EPI-images): single-subject 

scans exceeding this threshold, for entire session or part of it, are discarded from the analyses, and 

similarly, volumes exceeding this threshold are excluded from analyses. The choice of these 

thresholds is strictly related to the type of population considered (Satterthwaite et al., 2013), the 

level of the assessment (single-subject scans or volumes), the length and sampling of the 

acquisition, and the amount of motion present. In fact, the more stringent the thresholds are, the 

more efficient is the removal of outlier subjects or volumes related to motion. As a drawback, 

stringent thresholds might increase the intrinsic variability and decrease the test-retest reliability of 

the data (Power et al., 2015). On the other side, permissive threshold could determine violation of 

assumptions and reduction of the power of subsequent statistical analyses. 

 

Moreover, most often, these different metrics were summarized in a single value, using mean over 

time (Hallquist et al., 2013; Power et al., 2014). One of the drawback of summary statistics of 

motion is that they do not always distinguish between qualitatively different types of subject 

movement. If we analysed the head movements we can identify in two main categories: subject A 

who is perfectly still but moves suddenly once to reach a new head position (drift movements), and 

subject B who has frequent small to moderate movements. It is possible for these two subjects to 

have similar, or even identical, indices, despite the substantial qualitative differences in how they 

moved. Subject A will have data of acceptable quality throughout the scan except during and 

immediately after head motion, whereas the data of subject B will be somewhat compromised 

throughout much of the scan (Satterthwaite et al., 2013). This limit is particular evident when 

absolute displacements measures were used. Usually, metrics, derived from relative displacements 

highlights high movements (i.e. spike movements), while minimizes the effect of drift movements 

(Lemieux et al., 2014), that are detected in metrics derived by absolute displacements (Power et al., 

2012). 

 

3.3.2 Temporal filtering 

Temporal filtering allow to 

- improve the signal-to-noise ratio, as well as smoothing in the spatial domain, and, 

consequently, the power of statistical data analysis; 
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- assume stationary time courses. 

To these aims, high-pass filters were used to remove low-frequency drifts from voxel time courses 

of fMRI data. This type of noise arises from background noise (“scanner drift”: e.g., slowly-varying 

changes in ambient temperature) (Smith et al., 1999), from physiological sources, such as ~1Hz 

respiratory or ~0.25Hz cardiac cycles, that are aliased by the slower sampling rate, and from 

residual movement effects and their interaction with the static magnetic field (Turner et al., 1998). 

Unfortunately, this pre-processing step is also one of the more dangerous ones, because condition-

related signal changes may also be removed, if filter cut-off is not properly applied. It is important 

that the frequencies filtered out are below the frequencies contained in the stimulation task 

otherwise the experimentally induced signal fluctuations will be removed from the data or at least 

strongly reduced. From literature (Friston et al., 1995), a Gaussian filter of width 2.8 seconds, is a 

good approximation to the haemodynamic response function. 

The use of low-pass filtering is much more controversial than high-pass filtering, in particular in 

some task designs also contain high frequency content in the model, e. g. dense event-related 

model.  

 

 

Figure 3.4 Examples of temporal filtering on time-courses. 

In resting-state the use of temporal filtering is still debated. Correlation-based connectivity methods 

impose a temporal sample independence assumption. However, temporal filtering to address the 

high frequency noise may introduce sample dependence, violating this assumption (Davey et al., 

2013). 
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3.3.3 Signal regression 

Another approach to minimize secondary effects of head movements and impact of physiological 

noise is to regress out signals of no interest in GLM. Different signals can be considered: 

realignment parameters and derived measures, physiological signals, and global signal. 

The regression of all these signals can be performed separately or simultaneously (Van Dijk et al., 

2010). 

 

3.3.3.1 Realignment parameters and derived measures 

To reduce confounding effects of movement-related  artefacts in fMRI time-series, the introduction 

of the 6 RP obtained by realignment step, in GLM as regressors of no interest, was proposed by 

Friston et al., 1996). This method has reported to explain 30-90% of the variance. 

Subsequently, different temporally shifted versions of these waveforms (first temporal derivatives 

RP d/dt, squared values RP or RP d/dt) were proposed. For each of them different combination were 

considered: 

- case 1: 12 motion related signals [RP RP d/dt];  

- case 2: 24 motion-related signals [RP RP
2
 RP d/dt RP

2
 d/dt ] (Satterthwaite et al., 2013; Yan 

et al., 2013; Power et al., 2014); 

- case 3: 36 motion-related signals [RP RP
2
 RP d/dt RP

2
 d/dt RP d/dt

2
 RP

2
 d/dt

2
] (Power et al., 

2014). 

 

However, there are different drawbacks for this method.  

- First, this modelling of motion assumes that motion affects all brain regions equally, but in a 

real case the head motion is constrained by the head and neck anatomy. For example, 

rotations produce a pivot of the head around the neck, leading voxels at the edge of the brain 

to experience more motion than voxels near the pivot (Satterthwaite et al., 2013). 

- Second, realignment parameters typically only model linear motion-induced signal variation 

while the underlying dynamics are non-linear (Fair et al., 2013), i.e. secondary effects of 

head motion are not necessarily captured.  

 

3.3.3.2 Physiological signals 

The heart and respiratory rate are not stationary across a typical time interval for fMRI scanning and 

shows small rate variations. Usually, heart rate fluctuations produce low-frequency contributions (< 

0.1 Hz) that can affect resting-state networks, while respiratory rate at rest is around 0.2 Hz to 0.3 

Hz. A low-pass filter will not be effective in removing signals faster than the Nyquist frequency 
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(equal to half of the sampling rate) and slower than the band-pass cut-off, which may be aliased into 

the retained frequency spectrum. Physiological noise, especially low-frequency components is a 

particular concern. 

To reduce confounding effect due to physiological signals, two different approaches can be used. 

The most straightforward method is to acquire simultaneous physiological measurements during 

the scan (RETROICOR, Glover et al., 2000; Lund 2006), using chest straps for the respiratory (Birn 

et al., 2008) and a pulse oximeters for the cardiac rate (Chang et al., 2009). 

If these measures are not available, physiological noise can be derived from EPI images, in 

particular from ventricles and white matter regions. These regions are motivated by the fact that 

they contain a relatively high proportion of noise caused by the cardiac and respiratory cycles (Lund 

et al. 2006). Different approaches were proposed based on extraction of mean signal from region of 

interest (ROI) (Fox et al., 2005; Power et al., 2011, Satterthwaite et al., 2012) or from the 

segmentation of cerebrospinal fluid (CSF) and white matter (WM) (Hallquist et al., 2013, 

Weissenbacher et al., 2009). For ROIs extraction small sphere (radius around 4 mm) were centered 

in lateral ventricle, regions in deep cerebral white matter (Van Dijk et al., 2010), or in the 

anterior/posterior corpus callosum (Garrett et al., 2010). Moreover, to ensure that these ROIs does 

not contain any signal of interest, Garrett and others proposed to extract mean signal from 

unsmoothed fMRI data. 

 

However, recent studies performed with MEG on influence of visceral signals (heart, stomach, …) 

on neural signal by the group of  Tallon-Baudry highlighted a correspondence between fluctuation 

in neural responses and variation of heartbeats encoding self-relatedness of thoughts (Park et al., 

2014, Babo-Rebelo et al., 2016). In particular, neural responses to heartbeats related to self-

relatedness of thoughts occur in the default mode network (DMN). So, they arise the question 

related to the real meaning of physiological signal in resting state: noise or signal? 
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Figure 3.5 Neural responses to heartbeats encode self-relatedness of thoughts. 

Experimental evidence for the distinction between "I" and "Me“. Neural responses to heartbeats in: 

posterior cingulate cortex (PCC) encodes self-relatedness along the "I" dimension, while ventro-medial prefrontal 

cortex (vmPFC) encodes self-relatedness along the "Me" dimension (adapted from talk of C. Tallo-Baudry).  

 

3.3.3.3 Global signal 

Finally, to reduce general confounding effect, signal averaged over whole-brain (also referred to as 

global signal, “regression of the global signal,” “global signal normalization,” or 

“orthogonalization of the global signal”) was obtained only for resting-state scan (Fox 2009, 

Power et al., 2011, Van Dijk et al., 2010). It has been found to correlate with the effects of carbon 

dioxide partial pressure variation (Chang et al., 2009). To regress it out, we assumes that global 

variations of BOLD signal and experimental conditions are uncorrelated: physiological sources will 

be distributed equally over time and over all in the most part of the voxels of the brain (although not 

necessarily at the same magnitude) (Macey et al., 2004). This assumption is not verified in task-

based fMRI (Junghofer et al., 2005, Murphy et al., 2009) and its application can reduce sensitivity 

(Desjardins et al., 2001). 

However, the application of this step is really debated, because, associated to the initial aim of noise 

removing, whole-brain signal regression can produce the emergence of robust negative correlations 

(Murphy et al., 2009; Weissenbacher et al., 2009). A reason for this effect is that the distribution of 

correlations is shifted (Murphy et al., 2009), because the method forces correlation strengths 

between a given source (e.g., a region of interest) and other voxels in the brain to be distributed 

around zero.  
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3.3.3.4 Independent Component Analysis (ICA) 

To overcome this limit of the identification of motion and physiological signals, a data-drive 

approach on EPI images was proposed to identify and remove motion-related artefacts using 

Independent Component Analysis (ICA): ICA-based nuisance removal. ICA decomposes the data 

into a set of spatial independent component maps (ICs), and for each of them a corresponding time-

courses was associated (McKeown et al., 1998; Beckmann & Smith, 2004). Among these ICs we 

can identify subsets of ICs corresponding to brain activity and subsets associated to noise (e.g. 

motion-related, physiological or scanner-induced noise). Time-courses of ICs representing noise 

can be regressed out from the fMRI data (Thomas et al., 2002; Kundu et al., 2012).  

However, one of the big deal in this technique is the correct isolation and estimation of signals of 

interest form thus that are artefactual components.  It can be performed manually or automatically. 

In this latter case, different methods have been proposed based on temporal and/or spatial features 

(i.e. CORSICA, PESTICA, ICA-AROMA) (Thomas et al., 2002; De Martino et al., 2007; Pruim et 

al., 2015).  

 

Figure 3.6 Example: Overview of the different steps in ICA-denoising embedded in fMRI pre-processing steam 

(Source: Pruim et al., 2015, ICA-AROMA) 

However, overfitting of the data and removal of signal of interest can be some dis-vantages of the 

introduction of a large number of nuisance regressors (Yan et al., 2013; Satterthwaite et al., 2013). 
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3.3.4 Interpolation and Scrubbing 

Two complementary strategies to regression of motion parameters are proposed:  

- scrubbing (or “censoring “) procedure: it is performed by removing the volumes during 

which significant movement occurred: in a first case, they can be regressed out (“spike 

regression”; Lemieux et al., 2007;  Satterthwaite et al., 2013) or in a second case, they can 

be completely eliminated from the fMRI time-series (Power et al., 2012). In the first case, 

when a volume is identified as spike, it is classified as to discard in a binary regressor (or 

temporal mask). Therefore, that volume is censored from the residual time-series and 

replaced with a zero. Because the mean value of the residual time-series is also zero, such 

volumes do not influence the overall correlation value. 

- interpolation: when the volumes are not completely discarded, but they are replaced by 

interpolating values (i.e. from adjacent volumes, using cubic interpolation, Campbell et al., 

2013). 

To identify volumes contaminated by excessive motion, metric of quantification of spike 

movements are necessary (section 3.1): Power and colleagues (2011) proposed FD and DVARS 

measures (dual criteria), while Satterthwaite (2013) used relative RMS (single criterion). 

Thresholds can be applied on these metrics to censor the data (Figure 3.7). Selecting the optimal 

threshold for scrubbing is a trade-off. These thresholds are not prescriptive, and the optimal 

spike/scrubbing threshold selection will depend on both the number of volumes and the amount of 

motion present in a given dataset (Satterthwaite et al., 2013). 

It is important to remember that removing time points from a continuous time series, can alterate 

the temporal structure of the data and precludes some analysis as frequency-based analyses such as 

Amplitude of Low Frequency Fluctuations (ALFF) and fractional ALFF (f/ALFF). For this reason, 

scrubbing have to be performed after functional pre-processing, because band-passing cannot be 

performed properly upon temporally discontinuous data. 

However, scrubbing can effectively be used to minimize motion-related artefacts in resting state 

fMRI during seed-based correlation analyses (Power et al., 2011; 2012) or in task-based fMRI, 

during GLM (Siegel et al., 2014).  
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Figure 3.7 Example: Outline of scrubbing procedure (Source: Power et al., 2014) 

 

 

 

 

 

Table 3.1 Resume of advanced pre-processing steps. (Source: Power et al., 2014) 
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3.4 Impact and order of pre-processing steps 

The order of these pre-processing steps is important to not reintroduce spurious signals.  

A first observation is relative to temporal filtering and signal regression steps. If the fMRI time 

series are bandpass-filtered, but the regressors are unfiltered we obtain an unintentional 

reintroduction of nuisance-related variation into frequencies previously suppressed by the bandpass 

filter interest (Hallquist et al., 2013, Weissenbacher et al., 2009). So, the temporal filtering have to 

be performed after signal regression. Similarly, also smoothing is suggested to be applied after 

signal regression (Jo et al., 2010). 

 

Different order of pre-processing steps has different impact on subsequent analyses. Although the 

chosen set of pre-processing and analysis steps (the “pipeline”) significantly affects signal 

detection, pipelines are rarely quantitatively validated in the neuroimaging literature, due to 

complex pre-processing interactions. However, some validation were described in literature 

focalized on resting-state data and described the effect of various confound removal approaches 

(motion parameters, physiological signal, global signal, ICA-detrend), temporal faltering, and 

smoothing on multiple outcome measures of functional-connectivity estimates. These outcome 

measures comprised: 

- signal-noise separation (SNS) (Shirer et al., 2015); 

- test-retest reliability (TRT) of whole-brain connectivity (e.g. intra-class correlation (ICC)) 

(Shirer et al., 2015; Varikuti et al., 2016); 

- group discriminability (GD) (Shirer et al., 2015); 

- classification performance based on linear SVM (Vergara et al., 2016). 

The most robust effect on resting state fMRI data quality metrics was obtained with selection of 

filtering frequency band that improved SNS, TRT, and GD. In comparison to temporal filtering, 

the effect of noise regression was generally weaker. Moreover, regression of signals of no interest 

provide a more biologically meaningful signal, but lead to a decrease of lead to better test–retest 

reliability (Yan et al., 2013; Shirer et al., 2015; Varikuti et al., 2016). Removing variance that is 

related to potentially confounding factors reduces reliability, pointing to the possibility that some 

structured noise may be improve the detectability of signal of interests. Among global and 

physiological signal regression, removing the mean WM and CSF signal obtained from 

segmentations seems to provide a good compromise, as this approach yields reliable estimates of 

within- and between-network connections (Yan et al. 2013, Varikuti et al., 2016).  



 

57 

 

In comparison to smoothing step, regression of head motion should be addressed before it to 

account for a better detection of small resting state networks (Vergara et al., 2016). 

No studies reported the effect of normalization before or after advanced pre-processing. However, 

some software (i.e. DPARSF) speculate an improvement if data pre-processing if normalization step 

is performed at the end of pipeline, due to the important transformation that is applied to data by 

normalization. 

Finally, temporal detrending was essential to remove low-frequency, reproducing time trends; 

however, higher-order polynomial warps compared to affine alignment had only a minor impact on 

the performance metrics (Strother et al., 2004). 

Seed-based analyses showed that the definition of seed is important: the reliability of connectivity 

estimates is improved by use of seed obtained from intersection between average of grey matter 

segmentations of each subject and seed ROI at group analysis, and single-subject grey matter 

segmentation for within subject studies (Varikuti et al., 2016). 

 

 

Figure 3.8 Pre-processing pipeline: optimized order of steps 

 

Moreover, one potentially alternative to choosing such a rigid processing pipeline is the use of 

subject-specific processing pipelines (Churchill et al., 2012; Zhang et al., 2009). It is demonstrated 
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that pre-processing choices have significant, common effects on performance, across all subjects; 

however, there subject-specific pipelines that significantly improve on the optimal fixed-pipeline 

choice. Individual-subject optimization tends to increase the spatial extent of shared task 

activations, but with a trade-off of increased between-subject variance in voxel-wise signal 

amplitude of the SPM activation regions (Churchill et al., 2012). 

 

 

3.5 General linear model (GLM) 

The General Linear Model (GLM) is a multiple regression analysis suitable for both multiple 

qualitative and quantitative variables. Friston and colleagues (Friston et al. 1995) introduce this 

statistical method for estimation of systematic fluctuations of the BOLD signal induced by 

experimental stimulation in fMRI data. 

GLM aims to "explain" or "predict" the variation of a dependent variable in terms of a linear 

combination (weighted sum) of several reference independent variables (predictors or regressors of 

interest). The dependent variable corresponds to the observed fMRI time course of a voxel and 

regressors of interest correspond to time courses of idealized fMRI responses for different 

conditions of stimulation during an experimental task. A predictor x is obtained by convolution of a 

condition of interest in task, modelled as a box-car time course, with a standard HRF. Different 

implementation of HRF were provided. The box-car time course of the condition of interest is 

defined as 1 in the time points were the corresponding stimuli was presented and 0 elsewhere. 

For each voxel of the image a time course yi (with i a generic voxel), with intensity of the BOLD 

signal at each time point (from 1 to n), is associated and it can be modelled as the sum of a number 

of known predictor variables (x1,…, xp) each scaled by a parameter (β): 

𝑦𝑖 =  𝑥𝑖,1𝛽1 + 𝑥𝑖,2𝛽2 + ⋯ 𝑥𝑖,𝑗𝛽𝑗 + ⋯ + 𝑥𝑖,𝑝𝛽𝑝 + 𝜀𝑖 

where  

- p number of predictors, n number of volumes in time series, 

- βj parameter estimate for generic predictor variable j ( j=1,…, p), 

- 𝜀𝑖 error term for voxel i.  

In GLM, the term “linear” refers to the additive relationship between the different weighted 

predictor variables; GLM is defined an “univariate” statistic, because it is referred to a single the 

dependent variable: a separate GLM is performed independently for each voxel time series. Spatial 
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covariance between neighbouring voxels is thus typically ignored at the model fitting stage and is 

considered subsequently. 

Using the compact matrix notation we can reformulate this equation as: 

𝑌 = 𝑋𝛽 +  𝜀 

where  

- 𝑌 is a n x 1 vector, 

- 𝑋 is the n x p design matrix with for each columns a predictor, 

- 𝛽 is a p x 1 vector with “coefficient” or “beta weight”, quantifying potential contribution of 

each predictor in explaining the time course of voxel i,  

- and 𝜀 is a n x 1 vector, an error value (“residual”) associated with residual time course value 

that linear combination will not perfectly explain through predictors due to noise 

fluctuations. 

Residual term can be expressed as difference between observed 𝑌and predicted �̂�value of time 

course: 

𝜀 = 𝑌 − �̂� = 𝑌 − 𝑋𝛽 

The aim of GLM is to estimate if, and to what extent, each predictor contributes to the variability 

observed in the voxel’s time-course thought the estimation of beta values. Generally, we have more 

time points that predictors (p << n), which means that there is not a unique solution in the 

determination of beta weights. So, the beta weights are estimated as the value that minimize the sum 

of squared residuals (error term or unexplained variance), 

∑ (𝑌𝑖 − 𝑋𝑖�̂�)
2𝑛

𝑖=1
 

i.e. the difference between the observed and predicted value of time course. This is obtained using 

different least square methods: ordinary least squares, (feasible) generalized least squares, and the 

so-called “smoothing and sandwich” approaches (Waldorp, 2009). The parameters are estimated as 

follow: 

�̂� = (𝑋𝑇𝑋)−1𝑋𝑇𝑌  𝑣𝑎𝑟(�̂�) = 𝜎2(𝑋𝑇𝑋)−1 

The square of the multiple correlation coefficient R provides a measure of the proportion of the 

variance of the data, which can be explained by the model: 
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𝑅2 =
𝑣𝑎𝑟(�̂�)

𝑣𝑎𝑟(𝑌)
 

Usually, for completeness the first term of the design matrix is a constant term, to fit the base level 

of the signal time course, so X is a n x p+1 matrix. 

 

3.5.1 Assumptions 

GLM operates correctly only under the following assumptions: 

1. linearity: the relationship between the dependent variable and the recently freed independent 

variable is linear 

2. predictors are not multicollinear, i.e. none of the explanatory dependent variable is perfectly 

correlated with any other explanatory variable, or any linear combination of. This 

assumption is important, because the (𝑋𝑇𝑋)−1 does not exist, and infinite solutions for beta 

weights are found (Mumford et al., 2015). 

3. residuals are assumed to be normal independent and identically distributed (normal i.i.d.). 

This implies four sub-assumptions: residuals  

a. must have an expected value of zero at each time point (E[𝜀𝑖] = 0),  

b. constant variance (homoscedasticity, 𝑣𝑎𝑟[𝜀𝑖] = 𝜀2),  

c. are assumed to be uncorrelated, (𝐶𝑜𝑣(𝜀𝑖, 𝜀𝑗) =0) for all i ≠ j, and  

d. are further assumed to be normally distributed, (𝜀𝑖~𝑁(0, 𝜎2)). 

If these assumption are verified, the solution obtained by the least squares method is optimal and it 

provides the most efficient unbiased estimation of the beta weights, otherwise non-conformity to the 

assumptions introduces bias into estimates of the variance, thus affecting test statistics, power, and 

false positive rates (Monti et al., 2011). In the implementation of GLM for fMRI these assumption 

are tested and corrected through different methods. 

Although an initial evidence of linearity in fMRI signal (Boyton et al., 1996), different sources of 

non-linear signals are present in BOLD signal: vascular response, due to the vaso-elastic properties 

of the blood vessels and adaptive behaviour in neuronal-response (Logothetis, et al., 2003). These 

aspects can be limited by an accurate definition of the paradigm of stimulation (i.e. duration of 

single stimuli and inter-trial duration in block and event-related tasks). 

Serial correlations violate the uncorrelation of the residuals and different approaches are used. In 

pre-coloring, temporal smoothing, acting as a low-pass filter, is applied and a known 
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autocorrelation structure is imposed on the data (Friston et al., 1995). In pre-whitening, through a 

two-pass procedure, autocorrelation are estimated and removed from GLM model, which is re-fitted 

(Bullmore et al.,1996). Moreover, these serial correlation can be reduced though an explicit noise-

modelling, because residuals can often be taken as evidence of un-modeled, but potentially known, 

sources of variance. For example though “nuisance variable regression” approach, several factors 

that can induce autocorrelation, such as hardware related low-frequency drift, residual movement 

effects, and physiological noise (cardiac pulsation and respiration) (Lund et al., 2006) are modelled 

in design matrix. Indeed, inclusion of irrelevant factors in the model may have the effect of increase 

fit and increase power. On the other hand, an over-fitting of the BOLD signal can determine a mis-

modeling and degrade the generalization of the results (Petersson et al., 1999). 

 

3.5.2 Significance tests and contrasts of interest 

To assess if an individual condition modelled from a predictor differs statistically from another is 

necessary to introduce a t test. At this purpose, comparisons among beta weights can be performed 

as contrast c (Pernet et al., 2014) to identify significant differences from null hypothesis. For 

example, to test whether activation: 

- in a single predictor j deviates significantly from baseline, the null hypothesis would be  

𝐻𝑜: 𝛽𝑗 = 0, where c = +1 and 𝛽 = 𝛽𝑗 (value used to multiply the respective beta weight 

𝑐𝑇𝛽 = 0); 

- in predictor 1 is significantly different from activation in predictor 2, the null hypothesis 

would state that the beta weights of the two predictors would not differ,  

𝐻𝑜: 𝛽1 = 𝛽2 or 𝐻𝑜: 𝛽1 − 𝛽2 = 0, where c = [+1 – 1] and 𝛽 = [𝛽1, 𝛽2]; 

- in mean of predictor 1 and predictor 2 differs from predictor 3, the following null hypothesis 

could be specified:  

𝐻𝑜: (𝛽1 + 𝛽2)/2 = 𝛽3 or 𝐻𝑜: 𝛽1 + 𝛽2 −  2𝛽3 = 0, where c = [+1  +1  -2] and 𝛽 =

[𝛽1, 𝛽2, 𝛽3]. 

The constant term of design matrix represent the baseline o reference. 

The following t test can be used: 

𝑡 =
𝑐𝑇𝛽

√𝑣𝑎𝑟(𝜀)𝑐𝑇(𝑋𝑇𝑋)−1𝑐
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with n - p degrees of freedom. With the known degrees of freedom, all t value of all voxel for a 

specific contrast can be converted in a map thresholded using a p-value (usually tow-sided).  

If value of test is positive and p-value is smaller than 0.05, the alternative hypothesis may be 

concluded, so significant differences can be assessed. 

 

3.5.3 Multiple comparison 

Testing around 100,000 voxels independently, for univariate statistics, at p < 0.05 means that on 

average, 5000 will be false positives. So, a correction for multiple comparison is necessary.  

Different methods can be used:  

- Bonferroni correction: 𝑝𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝑝𝑢𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑛⁄ ; however if we consider that a spatial 

smoothing was performed in pre-processing and nearby voxels are correlated, Bonferroni 

correction appear to be overly conservative in fMRI. 

- Familywise Error Rate (FWE), using Random Field Methods, controls for multiple 

comparisons in a similar way to Bonferroni correction, but using the number of “resels”, that 

depend on the smoothness of the data, rather than the number of voxels to adjust the p-value.  

- False Discovery Rate (FDR): proportion of false positives among rejected tests. 
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Chapter 4 

Motion data assessment using auto-calibrated methods 

to detect outlier subjects and volumes in fMRI studies 

 

 

4.1 Introduction 

In the recent years, the field of signal denoising in functional resonance imaging (fMRI) is rapidly 

evolving (Power, Schlaggar, & Petersen, 2015) with the implementation of specific post-processing 

pipelines. Notably, subject motion was demonstrated to cause spurious signals introducing false-

positive activations in subsequent statistical analysis (Bullmore et al., 1999; Field, Yen, Burdette, & 

Elster, 2000).   

One of the mandatory pre-processing step in fMRI data for the subject motion correction is the 

realignment procedure of each single scan volume to a reference volume (the first or the mean 

volume of the entire scan) through a rigid body transformation, minimizing the difference among 

volumes through different cost functions (K. J. Friston et al., 1995; Jenkinson, Bannister, Brady, & 

Smith, 2002). During this step, the position of the head in the space is estimated at each time point 

and described with six realignment parameters: translational displacements along the x-, y-, and z-

axis, and rotational displacements of pitch, yaw, and roll. These parameters are considered a 

measure of motion obtained from data themselves (Power et al., 2015). However, even after 

realignment procedure, a residual motion related variance is still present (Andersson, Hutton, 

Ashburner, Turner, & Friston, 2001). Different patterns of movement in realignment parameters can 

be detected: subjects who moved intermittently and returned to their original position (i.e. spike 

movements), and subject with head drift movements and who remained displaced from the origin 

(Power et al., 2014). These different patterns had not the same impact on fMRI signal: usually, the 

first pattern had a negative impact on the quality of the signal detected, in particular if frequent high 

displacements occurred in less than one volume (Christodoulou et al., 2013; Power et al., 2014). 
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In specific populations of subjects that tend to move during scanning session, such as children (M 

Wilke, Holland, Myseros, Schmithorst, & Ball, 2003) or patients with disorder of consciousness 

(Harrison & Connolly, 2013), the evaluation of the impact of motion related artefacts on fMRI data 

is extremely important: 1) to exclude outlier subjects for movements using an “outlier subjects 

detection” method and 2) to minimize, whenever possible, the impact of motion related artefacts in 

included subjects using an “outlier volumes detection” method.  

In group studies, it is important to ensure homogeneity of fMRI data quality for motion of all 

subjects of the population under investigation. To discriminate in the investigated sample outlier 

subjects for head movements (point 1), an “outlier subjects detection” is performed to identify these 

participants. Outliers could determine violation of assumptions for subsequent statistical analyses, 

increase of error variance, and reduction of the power of subsequent statistical analyses 

(Rasmussen, 1988; Schwager & Margolin, 1982; Zimmerman, 1994). 

The problem of outliers identification in a dataset containing outliers is well illustrated by 

Roussseuw and Leroy (1987). For example, within the context of classical multiple regression, they 

point out that outliers cannot always be discovered by looking at least squares residuals: some 

outliers are leverage points which greatly distort the regression lines so that they (the leverage-point 

outliers) yield relatively small least squares and some “good” points yield large least squares. 

Roousseuw and Leroy state that “… there are many multivariate data sets … where the outliers 

remain invisible even through a careful analysis of the least squared residuals.”  

Currently, different indices, derived from the six realignment parameters, were proposed to detect 

outlier subjects for resting state and task-based fMRI: root mean square (RMS) (Oakes et al., 2005; 

Siegel et al., 2014), RMS of first derivative (RMS d/dt) (Power et al., 2014; Van Dijk, Sabuncu, & 

Buckner, 2012), and absolute translation and rotation displacements of realignment parameters 

(Power et al., 2015; Van Dijk et al., 2012). Subjects exceeding, for the entire session of part of it, 

different threshold values (mm/degrees or voxel's width - (Churchill et al., 2012; Johnstone et al., 

2006; Siegel et al., 2014) are considered outliers. The choice of these thresholds on these metrics 

are user-dependent, because they are strictly related to the type of subjects included (Power et al., 

2015): studied populations differ for clinical or demographic (for example age) characteristics.   

In each single-subject, it is important to ensure homogeneity of data quality among volumes in time. 

To minimize the impact of motion related artefacts in low-quality data (point 2), an “outlier 

volumes detection” with the identification of volumes corrupted by excessive motion (Power et al., 

2015) is performed. Different methods have been proposed and, among them, Siegel et al. (Siegel et 
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al., 2014) showed that the so-called “scrubbing” (or “censoring”) procedure can improve the 

detectability of task-based fMRI signal, even in subjects with mild amounts of head movements. 

Importantly, they verified that this approach performed better than including motion related 

nuisance regressors in GLM as usually done (K. Friston, Williams, Howard, Frackowiak, & Turner, 

1996). To implement the scrubbing procedure, a binary temporal mask that identifies volumes 

corrupted by motion is created and included in GLM as a regressor of no interest. To define this 

mask, framewise displacement (FD) metric (Power et al., 2011) is suggested (Siegel et al., 2014). 

However, analogously to “outlier subjects detection”, the identification of an user-dependent 

motion threshold on this metric is necessary to identify volumes associated to movements.  

In outlier subjects and outlier volumes detection the choice of thresholds is crucial (Satterthwaite et 

al., 2013). It depends from the length and sampling of the acquisition and the amount of motion. In 

fact, the more stringent the thresholds are, the more efficient is the removal of outlier subjects or 

motion related volumes. As a drawback, stringent thresholds might increase the intrinsic variability 

and decrease the test-retest reliability of the data (Power et al., 2015). On the other side, permissive 

threshold could determine violation of assumptions and reduction of the power of subsequent 

statistical analyses. Therefore, user-dependent thresholds might be sub-optimal, in particular in 

specific categories of patients (e.g. children and disorder of consciousness patients). 

The aim of this study is to overcome the limitations of user-dependent thresholds in fMRI data 

motion assessment: we propose auto-calibrated procedures, tested in three fMRI datasets, to detect 

outlier subjects/volumes for movements. We assessed the presence of outlier subjects and  volumes 

using two separate auto-calibrated procedure based on clustering analyses and Mahalanobis 

distance (MD) (Mahalanobis, 1936) applied to realignment parameters. Two levels were 

implemented: i) “outlier subjects detection” to detect subjects that can be considered outliers for 

large movements and ii) “outlier volumes detection” to identify volumes corrupted by motion on 

which to apply the scrubbing procedure. Clustering is an unsupervised learning method that groups 

data instances into subsets, called clusters, based on a distance measure of similarity/dissimilarity 

among instances (Tan, Steinbach, & Kumar, 2006), discovering automatically hidden patterns 

targeted on each study cohort (Tan et al., 2006). For clustering method, in each level, a two-steps 

architecture was implemented: 1) application of clustering algorithms and 2) validation of clustering 

results (Tan et al., 2006). MD, is a robust multivariate outlier detection method, able to account for 

the difference of variance in each variable and the covariance between variables  (Filzmoser, 2004). 

The performance of these methods were compared to the results obtained with previous indices 

described in literature (outlier subjects detection: absolute and relative displacements, and RMS and 
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RMS d/dt of realignment parameters; outlier volumes detection: FD). The evaluation among 

methods was performed on GLM residuals and specific indices. 

 

4.2 Materials and Methods: participants and acquisition details 

4.2.1 Participants 

Three different datasets of healthy participants, previously acquired at the Fondazione IRCCS 

Istituto Neurologico “Carlo Besta” (from 2011 to 2014), were used in this study to assess the 

implemented motion exclusion procedures and to compare the results with previous methods. 

Participants of dataset 1 were collected as control group for a study on children with early focal 

brain lesions, while subjects of datasets 2 and 3 were recruited as control group during CRC-Start 

Up Coma Research Centre project. Local Ethics Committee approved the study. Written informed 

consent was obtained from each healthy participant or the legally authorized representative of child 

prior to their inclusion in the study. MRI acquisition did not reveal brain abnormalities and no 

history of neurological or psychiatric diseases were reported by all healthy subjects. Demographic 

information of the subjects included in the three datasets were reported in Table 4.1. 

Dataset n. 

subjects 

Age (mean ± 

SD) 

Sex (M/F) Task 

1 17 13 ± 3.76 10/7 
Language task: verbal fluency 

task 

2 31 38 ± 12.32 18/13 Visual task: faces and houses 

3 28 37 ± 10.98 14/14 Olfactory task: unpleasant odors 
 

Table 4.1 Demographic and task information. 

4.2.2 MRI and fMRI imaging 

Imaging data of dataset 1 were obtained with a 1.5T MR scanner (Magnetom Avanto, Siemens AG,  

DE), equipped with an 8-channel head matrix coil, whereas imaging data of dataset 2 and 3 were 

acquired using an 3T MR scanner (Achieva , Philips Healthcare BV, NL), equipped with a 32-

channel head coil. 

In each protocol a high resolution 3D T1-weighted gradient-echo sequence (dataset 1: 160 sagittal 

slices, TR = 1640 ms, TE = 2 ms, FOV = 256 x 256 mm, no gap, voxel size = 1 x 1 x 1 mm
3
, flip 

angle = 12°; dataset 2 and dataset 3: 185 sagittal slices, TR = 9.781 ms, TE = 4.6 ms, FOV = 240 x 

240 mm, no gap, voxel size = 1 x 1 x 1 mm, flip angle = 8°) was acquired for each participant.  

For each participant, functional images sensitized to blood–oxygen level-dependant (BOLD) 
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contrast were obtained using whole brain T2*-weighted echo-planar imaging (EPI) (dataset 1: 25 

axial slices, TR = 3950 ms, TE = 50 ms, FOV = 128 x 128 mm, no gap, voxel size= 2 x 2 x 4 mm3, 

dynamic scans = 100; dataset 2: 40 axial slices, TR = 2500 ms, TE = 30 ms, FOV = 240 x 240 mm, 

gap = 0.5 mm, voxel size = 3 x 3 x 3 mm3, flip angle = 90°, dynamic scans = 245, SENSE = 2.5; 

dataset 3: 40 sagittal slices, TR = 2500 ms, TE = 20 ms, FOV = 240 x 240 mm, gap = 0.5 mm, 

voxel size = 3 x 3 x 3 mm3, flip angle = 90°, dynamic scans = 408, SENSE = 2.5). 

4.2.3 fMRI tasks 

Three datasets were chosen for this study:  two datasets were characterized by high head 

movements unrelated (dataset 1) and related (dataset 3) to the execution of the task and by low head 

movements (dataset 2). 

E-Prime (EPrime2 Professional, Psychology Software Tools, PA) was used for stimuli 

administration. Healthy participants were fitted with MRI-compatible headphones. Visual stimuli 

were presented using googles (VisuaStim, Resonance Technology Inc., Northridge CA, USA) at 3T 

scanner, whereas using a back-projector at 1.5T scanner. Odour stimuli were presented using an 

olfactometer MRI-compatible (Lundström, Gordon, Alden, Boesveldt, & Albrecht, 2010) capable 

of delivering square-shaped odor stimuli using a maximum birhinal air flow of 3.5 l/m (1.75 l/m per 

nostril) (A. Nigri et al., 2016). 

4.2.3.1 Dataset 1: Verbal fluency task 

An overt verbal fluency (VF) block-design task was administered to a cohort of children. Three 20-s 

long conditions in a pseudorandomized order were presented: a black fixation cross for the rest 

condition, a letter of Italian alphabet for the phonemic fluency condition, and a semantic category 

(fruits, animals, colours, …) for the semantic fluency condition. The participants were asked to 

overtly produce  as many words as possible beginning with the presented letter for the phonemic 

fluency condition and belonging to the semantic category for the semantic fluency condition. All 

stimuli were presented in black on a grey background. All subjects performed the task correctly.  

4.2.3.2 Dataset 2: Visual task 

All participants performed a block design task. Five blocks showing a set of faces were alternated 

with 5 blocks showing a set of houses. Face or house blocks were spaced out by 10 rest blocks 

showing a white fixation cross on a black background. Each block lasted 30 seconds. Face and 

house blocks included 10 stimuli, each shown for 3 s. Details of the task were reported in previous 

study (Bertolino, Ferraro, Nigri, Bruzzone, & Ghielmetti, 2014).  
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4.2.3.3 Dataset 3: Olfactory task 

Odor stimuli were presented within a blocked design, alternating two 30-s-long conditions in 14 

cycles in a pseudo-randomized order: rest condition, in which clean air was presented, and odor 

condition. In latter condition, 6 odor deliveries, lasting 2 s each one, were interspaced with 3 s of 

clean air flow to minimize habituation and adaptation. Two different odor stimuli (odorants 1-

octenol-3-ol like mushroom; n-butanol like white-board marker) were administered to both nostrils 

in a random and balanced order during odor block. Details of the task were reported in previous 

studies (A. Nigri et al., 2016; Anna Nigri et al., 2013).  

For each single dataset (1: VF task, 2: visual task, 3: olfactory task), we performed, separately, the 

following analyses procedures. 

 

4.3 Materials and Methods: pre-processing and algorithm implementations 

4.3.1 Data pre-processing 

Analyses were performed using the following softwares and in-house scripts: MATLAB R2014b 

(Statistics and Machine Learning Toolbox, and Signal Processing Toolbox; Mathworks Inc., Natick, 

MA, USA) and Statistical Parametric Mapping (SPM8) (Wellcome Department of Cognitive 

Neurology, London, UK).  

fMRI data standard pre-processing included realignment to the mean image producing 6 

realignment parameters (3 translational RPt and 3 rotational RPr parameters), normalization to the 

MNI template (Evans et al., 1997) with the unified model framework procedure, spatial smoothing 

(6-mm FWHM Gaussian isotropic kernel), temporal low-pass filtering with a hemodynamic 

response kernel, and temporal high-pass filtering with a cut-off period of 128 s (K. J. Friston et al., 

1995). T1 image was co-registered to fMRI mean image and normalized to MNI template. 

 

4.3.2 Quality data assessment of movements 

The clustering and MD methods were applied to obtain an “outlier subjects detection” and an 

“outlier volumes detection”. Realignment parameters were used as input. 

In clustering method, for both outlier subjects/volumes detections, a modular structure was 

implemented: a first phase of clustering algorithm and a subsequent phase of validation of 

clustering results. The choice of the type clustering algorithm, hierarchical (HCl) and k-means 

(KM) clustering, was defined based on the type of data input and a-priori hypotheses (Tan et al., 
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2006). In the validation phase, different measures were used to ensure reliable clustering results 

(Tan et al., 2006): Silhouette index (Sh), Davies -Bouldin index (DB), and Cophenetic correlation 

coefficient (CPCC); CPCC was used only for “outlier volumes detection”. Sh and DB indices 

assessed within-cluster similarity in comparison to between-clusters dissimilarity and allowed to 

select the optimal number of clusters in the sample (Kovács, Legány, & Babos, 2005). Meanwhile, 

CPCC, only for HCl, gives a measure of how accurately the clustering solution of dendrogram 

reflects original data. Details of clustering algorithms (HCl, KM) and validation indices (Sh , DB, 

and CPCC) are explained in Chapter 2.  

An additional method based on MD was implemented, because MD is a robust method for 

multivariate outlier detection (Filzmoser, 2004) and is able to account for the difference of variance 

in each variable and the covariance between variables. Therefore, this metric provides a way to 

measure distances that resume the different scales of the variables and quantify size and distribution 

of them in a covariance matrix (Filzmoser, 2004).  

To test normality assumption of multivariate dataset, Mardia test (Mardia, 1980) is applied. The two 

derived measures, skewness and kurtosis, allow to test two hypotheses that are compatible with the 

assumption of multinormality (p<.05). Although MD is originally thought to be used for 

multivariate normal distributions, there has been statistical-deductive efforts to support its 

application beyond the set of normal distribution (Ekstrom, 2011). 

For a normal multivariate sample (m-by-n matrix) of m variables and n observations 𝑥𝑖 (i = 1, … n), 

the squared MD (Filzmoser, 2004; Mahalanobis, 1936) is defined as 

𝑀𝐷𝑖
2 = (𝑥𝑖 − �̅�)′𝐶−1(𝑥𝑖 − �̅�)                 

�̅� =
1

𝑛
∑ 𝑥𝑖

𝑛
𝑖=1        

𝐶 =  
1

𝑛−1
∑ (𝑥𝑖 − �̅�)𝑛

𝑖=1 (𝑥𝑖 − �̅�)′     

where �̅� is the multivariate arithmetic mean and 𝐶 the estimated covariance matrix.  

To identify outliers, squared MD was compared with a critical value of the χ
2
 distribution (α = .05) 

for multivariate normal distributions (Rousseeuw & Van Zomeren, 1990).  

We compared clustering and MD results, for “outlier subjects detection” and “outlier volumes 

detection”, to previous indices described in literature (RMS, RMS d/dt, and absolute displacements 

for “outlier subjects detection”; FD for “outlier volumes detection”). 

 

4.3.2.1 Outlier subjects detection  
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Clustering method 

For each single subject, first derivatives (d/dt) and subsequent RMS of first derivatives were 

computed separately for the 3 translation (RPt) and the 3 rotation (RPr) realignment parameters of 

each single subject, in order to identify absolute displacement and exclude drift during time 

acquisition. Figure 4.1 reports a schematic representation of the “outlier subjects detection” 

workflow in the clustering method. For all subjects S of each dataset from realignment parameters 

were produced the following RMS: 

RPt [S, 3, V] → RPt d/dt [S, 3, V] → RMSt [S, V] 

RPr [S, 3, V] → RPr d/dt [S, 3, V] → RMSr [S, V] 

where S = number of subjects, V = number of volumes.  

RMSt and RMSr (S-by-V data matrices) of all subjects were used as separate inputs of two HCl 

algorithm, producing two dendrograms. An agglomerative HCl algorithm was chosen based on 

three strengths of this type of clustering: no assumptions of any particular number or distribution 

(size, density and shape) of clusters, less susceptibility  to noise, and no need of input data 

normalization. 

In the validation phase, each HCl was re-iterated 40 times to avoid cluster instability and to test 

repeatability of clustering results (Tan et al., 2006). For each iteration of HCl, separate Sh and DB 

indices were obtained to determine the optimal number of clusters (Chapter 2). Then, the optimal 

number of clusters for the two different inputs (i.e. RMSt and RMSr) was identified for Sh and DB 

based on the highest number of iterations producing that clustering results.  

For both separate inputs (i.e. RMSt and RMSr), we compared the optimal numbers of clusters 

identified with Sh and DB indices. if the number of clusters of the two indices were different, no 

outliers were identified in the datasets and all subjects were included in 4.3.2.2 step (“outlier 

volumes detection”). If the number of clusters of Sh and DB indices was equal, the common 

clustering solution was considered reliable and the data were partitioned according with the number 

of clusters identified.  In this case, it was equal to 2, we hypothesized that clusters were well 

separated. Therefore, individuals fallen in the cluster with the highest mean of RMSt (or RMSr) 

were considered outlier subjects. If the number of clusters was 3 or 4, we hypothesized that clusters 

were separated, but with more uncertainty than the previous case; so subjects in cluster with the 

highest mean of RMSt (or RMSr) were considered as tending to be outlier subjects, but included in 

subsequent analyses.  
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Figure 4.1 “Outlier subjects detection”: workflow of clustering method 
 

All the subjects, excepted the outliers, (subsample SA) were considered as inputs for subsequent 

“outlier volumes detection” assessment.  

Mahalanobis distance 

We compute the means of RPt d/dt [S, 3, V] and RPr d/dt [S, 3, V] along time axis (V), respectively. 

These measure were used to ensure a number of variables  (i.e. x, y, z or pitch, roll, yaw) << 

number of observations (i.e. subjects). Multinormality assumption was verified (Mardia test - α = 

.05), and, if the result was significant, MD was obtained for each subject. We performed a chi-

square test on squared MD (p = .05), to identify outlier subject. 

Other methods: RMS, absolute displacements 

In addition, as described in previous studies, different metrics were considered for each subject: 

RMS (Oakes et al., 2005; Siegel et al., 2014), RMS of first derivatives (Power 2011, Power 2014) 

and translation and rotation absolute displacements (Power et al., 2014; Marko Wilke, 2012) of 

realignment parameters.  RMS and RMS d/dt were obtained as the root mean squared of 

realignment parameters, with rotational estimates converted to translational at radius of 50 mm, and 

first derivatives of them, (i. e. differences relative to the preceding volume), respectively (Power 

2011, Power 2014). Absolute displacements for translation (and rotation) were obtained sum of the 



 

78 

 

absolute values of the x, y, and z (pitch, roll, yaw) estimates for a given volume (Power 2014).  

To identify outliers, different user-dependent thresholds were defined for each of these metrics 

based on the previous literature (RMS: 1 and 1.5 mm; RMS d/dt: 0.1 and 0.05 mm; translational 

and rotational absolute displacements: 2 mm and 0.3 degree). Subjects exceeded these thresholds 

for 50%, or 25% session were identified as outliers (Churchill et al., 2012; Kirwan, Shrager, & 

Squire, 2009; Siegel et al., 2014). 

4.3.2.2 Outlier volumes detection 

Clustering method 

First derivatives (d/dt) of the 3 translation (RPt) and the 3 rotation (RPr) parameters of each single 

subject comprised in SA subsample were considered separately as inputs in this level. See Figure 4.2 

for a schematic representation of the “outlier volumes detection” workflow in the clustering 

method. For each subject si of each dataset: 

  RPt,i [V, 3] → RPt,i d/dt [V, 3] 

  RPr,i [V, 3] → RPr,i d/dt [V, 3]        with  i = 1, …, A 

RPt,i d/dt ed RPr,i d/dt of each single subject were used as separate inputs of two HCl algorithm, 

producing two dendrograms. An agglomerative HCl algorithm was chosen as clustering algorithm, 

because we hypothesized that clusters corresponding to corrupted or not corrupted volumes can 

differ in size (i.e. the number of volumes corrupted by motion << the number of volumes not 

corrupted by motion). 

For validation phase, each HCl was re-iterated for 40 times and 3 different measures were obtained: 

CPCC (i.e. CPCCt,i and CPCCr,i), as measure of how appropriately the data has been clustered 

(goodness of fit of clustering), and Sh (i.e. Sht,i and SHr,i) and DB (i.e. DBt,i and DBr,i), to identify the 

optimal number of clusters in dataset). Then, the optimal number of clusters for the two different 

inputs (i.e. RPt,i d/dt ed RPr,i d/dt) was identified for Sh and DB based on the highest number of 

iterations producing that clustering results.  

CPCC index was used for the identification of the sub-sample of subjects to be scrubbed, while Sh 

and DB indices for the identification of volumes to be discarded in this sub-sample. 
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Figure 4.2 “Outlier volumes detection”: workflow of clustering method 
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A. First intermediate step: Identification of the sub-sample of subjects to be scrubbed 

To identify the subjects who required scrubbing, CPCCt (SA-by-1 vector data) and CPCCr (SA-by-1 

vector data) of all subjects were used as inputs for a KM clustering. The choice of initial centroid 

has a great impact on final clustering result (Tan et al., 2006), so a user-dependent initialization was 

performed with the following coordinates: 2 cluster [0.75, 0.75; 0.95, 0.95], 3 clusters [0.75, 0.75; 

0.95, 0.8; 0.8, 0.95], 4 clusters [0.75, 0.75; 0.75, 0.95; 0.95, 0.75; 0.95, 0.95] (Figure 4.2). For the 

validation phase, KM was re-iterated 40 times and a Sh and DB optimal number of cluster was 

defined based on the maximum number of iterations producing that clustering results. If the number 

of clusters of the two indices was different, no subjects to be scrubbed were identified in the 

datasets. Otherwise, if it was equal and comprised in the range 2 to 4, the clustering solutions were 

considered reliable and the data were partitioned in clusters according to the number of clusters 

identified. In this case, subjects in the cluster with the highest mean of CPCCt and/or maximum of 

mean of CPCCr were considered as inputs (subsample SB) for subsequent second intermediate step. 

B. Second intermediate step: Identification of volumes to be discarded 

For each single subject comprised in the subsample SB, Sh (Sht,i and SHr,i) and DB (DBt,i and DBr,i) 

indices, identified during previous HCl, were considered for validation phase. If the number of 

clusters of Sh and DB indices was equal and comprised between 2 to 4, clustering solutions were 

considered reliable and the data were partitioned in clusters according to the number of clusters 

identified: volumes in cluster with the highest mean of absolute value of RPt,i d/dt (similarly for the 

RPr,i d/dt) were considered to be discarded from the analyses (“bad cluster”). If it was different, two 

separated clustering results were obtained. . For each of these solutions, volumes in cluster with the 

highest mean of absolute value of RPt,i d/dt (similarly for the RPr,i d/dt) were identified as “bad 

clusters”. Then, the  volumes comprised in the intersection between the two “bad clusters” were 

discarded. The realignment parameters of each discarded volume were replaced with the mean of 

realignment parameters of the previous and subsequent volumes (interpolation) in the subsample SB. 

They constituted the realignment parameters of new subsample SBn 

C. Re-iteration of clustering method 

To determine the presence of possible residual volume to be additionally discarded in the subsample 

SBn, “outlier volumes detection”, as described above, was repeated again on sample SA, with the 

replacement of SB with SBn subsample. The first intermediate step produced a new sub-sample of 

subjects to be scrubbed SC.. The second intermediate step for the identification of additional volumes 

to be discarded were applied only to subject comprised in intersection between SBn and SC. 
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Mahalanobis distance (MD) 

For each subject of subsample SB, we performed MD computation with the same input used for 

“outlier volumes detection” of clustering method (i.e. RPt,i d/dt ed RPr,i d/dt). In this case, the 

observations were the volumes. Multinormality assumption was verified (Mardia test - α = .05). 

Squared MD for each volume was computed. A chi-square test on squared MD of each subject was 

performed: volumes characterized by squared MD above the identified threshold were considered 

outliers and considered to be discarded. 

Other methods: framewise displacement (FD) 

FD (Power et al., 2011), was implemented for each time point as the sum of the absolute values of 

the first derivatives of six realignment parameters, after converting rotational parameters to mm 

with a sphere of 50 mm radius. All volumes, whose FD exceeded a user-dependent threshold (FD02 

= 0.2 mm, FD05 = 0.5 mm, FD08 = 0.8 mm, and FD1 = 1 mm) (Power, Anne, Snyder, Schlaggar, 

& Petersen, 2013; Power, Barnes, Snyder, Schlaggar, & Petersen, 2012; Siegel et al., 2014) were 

considered to be discarded. 

Temporal masks and GLM analyses 

For each single-subject, temporal masks (Siegel et al., 2014) (1-by-V vector) with 0 for outlier 

volumes and 1 for the remaining volumes were produced for clustering, MD, FD (i.e. FD02, FD05, 

FD08 and FD1) methods. To preserve temporal continuity of BOLD signal changes, segments of 

remaining volumes (mask = 1) lasting one volume were codified as 0. Finally, subjects with less 

than 75% of remaining volumes (mask = 1) were excluded from the study sample (Siegel et al., 

2014). 

Separate GLMs (SPM8) for each single-subject and for each temporal mask (Siegel et al., 2014), 

obtained by the different methods (clustering, MD, FD at different thresholds), were  performed. To 

this aim, the pre-processed functional data were entered in to a single-subject analysis (K. J. Friston 

et al., 1995) with regressors of interest convolved with hemodynamic response (K. J. Friston et al., 

1995), and as nuisance regressor the relevant temporal mask. The formers were specific for each 

dataset (VF task: phonemic fluency, semantic fluency, rest; visual task: faces, houses; olfactory 

task: odour, rest). Pre-whitening correction for autocorrelation (Monti, Simpson, & Forest, 2011; 

Woolrich, Ripley, Brady, & Smith, 2001) was performed. For each subject con-images of 

conditions of interest were produced (Pernet, 2014) (VF task: phonemic and semantic fluency > 

rest; visual task: faces vs. houses; olfactory task: odour > rest). 
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The relevant con-images for each participant were entered into a group analysis (random-effects 

analysis). At level-group, t-maps were produced and thresholded with the same voxel-level and 

cluster-level thresholds, for all the used methods in each single dataset (Figure 4.3). 

To perform a GLM residual analysis (step 4.4.1), “outlier volumes detection” assessment, without 

the application of the first intermediate step for clustering, was applied to outlier subjects, excluded 

with “outlier subjects detection”. 

 

4.4 Materials and Methods: statistical analyses for comparison between 

clustering and other methods 

 

4.4.1 Outlier subjects detection 

Residual analysis 

To verify the goodness of “outlier subjects detection” in clustering and MD methods, we 

hypothesized that subjects with un-modelled high head-movements in GLM, presented high squared 

single-subject GLM residuals (Diedrichsen & Shadmehr, 2005; Siegel et al., 2014), and, therefore, 

in comparison to other subjects, they can be classified also as outlier subjects for squared residuals.  

To this aim, for each subject of the sample S (outliers subjects included), we computed a whole-

brain mean of the squared residuals obtained by single-subjects GLM computed with temporal 

mask of FD. To detect possible outlier subjects in squared residuals, a generalized extreme 

studentized deviate (ESD) test (Rosner, 1983) (α=0.05, upper bound on the suspected number of 

outliers = 10% of S) was implemented. Then, we observed if the outlier subjects identified for 

“outlier subjects detection” with previous methods (clustering, MD, FD at different thresholds) 

based on realignment parameters were the same outlier subjects identified with this residual 

analysis. 

 

4.4.2 Outlier volumes detection 

Comparison of temporal masks  

To assess differences in the discarded volumes among clustering method, MD and FD (at different 

thresholds), we performed two evaluations. The first evaluation was based on Hamming distance 

(HD) of the temporal masks between clustering method and other methods. HD is a measure 

ranging from 0 (identical) to 1 (completely dissimilar) and indicates the distance between binary 
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vectors. The second evaluation was based on a one-way ANOVA with repeated measures 

performed on the numbers of discarded volumes (i.e. within-subjects factor) for each method (i.e. 

between-subjects factor) (SPSS - Version 17.0. Chicago: SPSS Inc.). Descriptive statistics were 

derived for HDs and number of discarded volumes. 

 

Residual analysis 

For each subject of the sample SA (outliers subjects excluded), we computed a whole-brain mean of 

the squared residuals obtained by single-subjects GLM computed with temporal mask of clustering 

method, MD, and FD. One repeated measures one-way ANOVA was performed on whole-brain 

mean squared residuals of single-subject GLM (i.e. within-subjects factor), obtained from the 

different methods (i.e. between-subjects factor).    

 

4.5 Results 

Results of GLM single-subject and group analyses for all temporal masks showed significant 

activations for contrasts of interest (Figure 4.3).  

 

 

Figure 4.3. Statistical t-maps of random-effect analyses for contrast of interest using clustering temporal mask as 

regressor of no interest in single-subject GLM. Inferences at group-level were drawn from activated clusters obtained 

with specific voxel-level threshold and cluster-level threshold: dataset 1 p < 0.05 FDR, minimum 5 voxels for cluster; 

dataset 2: faces > houses p < 0.01 FDR, minimum 5 voxels for cluster, houses > faces: p < 0.01 FWE, minimum 5 

voxels for cluster; datasets 3 p < 0.05 FDR, minimum 5 voxels for cluster. Abbreviations: FDR = false discovery rate, 

FWE = family-wise error; SMA = supplementary motor area; IFG = inferior frontal gyrus; FFA = fusiform face area; 

OFA object face area; bil = bilateral; Pir = piriform; OFC = orbitofrontal cortex. 
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4.5.1 Outlier subjects detection 

For each dataset, descriptive statistics RMS, RMS d/dt and absolute displacements of realignment 

parameters were obtained (Table 4.2). 

 Dataset1: VF task Dataset2: visual task Dataset3: olfactory task 

Descriptive statistics Mean (SD) Mean (SD) Mean (SD) 

Ab dis T 0.6398 (0.4336) 0.2398 (0.1616) 0.8168 (1.4393) 

Ab dis R 0.0136 (0.0115) 0.0330 (0.0020) 0.0103 (0.0148) 

RMS 0.1814 (0.1268) 0.0699 (0.0514) 0.2492 (0.4465) 

RMS d/dt 0.0117 (0.0071) 0.0115 (0.0059) 0.0218 (0.0088) 
 

Table 4.2 Descriptive statistics on realignment parameters and derived measures for each dataset. Abbreviations: SD = 

standard deviation; RMS = root mean squared; Ab dis = Absolute displacement; T = translation; R = rotation; VF = 

verbal fluency. 

 

Outlier subjects identified with the different methods (clustering, MD, RMS, RMS d/dt and 

absolute displacements) were reported in Table 4.3.  

   Dataset1: VF task Dataset2: Visual task Dataset3: Olfactory 

task 

Outlier 

subjects 

detection 

thr session outlier 

subjects 

tending to 

be outlier 

outlier 

subjects 

tending 

to be 

outlier 

outlier 

subjects 

tending 

to be 

outlier 

Clustering - - ID7 ID12; ID17 ID14 n.o. ID12 n.o. 

MD - - ID7; ID17 - ID14 - ID12 - 

Ab dis T (mm) > 2 50% n.o. - n.o. - 
ID8; ;ID11; 

ID12 
- 

  
25% ID10 - n.o. - 

ID8; ID11; 

ID12; ID22 
- 

Ab dis R (°) > 0.3 50% n.o. - n.o. - n.o. - 

  
25% n.o. - n.o. - n.o. - 

RMS (mm) > 1.5 50% n.o. - n.o. - ID11; ID12 - 

  
25% n.o. - n.o. - ID11; ID12 - 

 
> 1 50% n.o. - n.o. - ID11; ID12 - 

  
25% n.o. - n.o. - 

ID11; ID12; 

ID22 
- 

RMS d/dt  

(mm) 
> 0.1 50% n.o. - n.o. - n.o. - 

  
25% n.o. - n.o. - n.o. - 

 
> 0.05 50% n.o. - n.o. - n.o. - 

  
25% n.o. - n.o. - ID12 - 

ResMS   ID7; ID17  ID16  ID12  

 

Table 4.3 “Outlier subjects detection”: comparison of quality data assessments for identification of outlier subjects on 

motion parameters. Abbreviations: thr = user-dependent threshold; Ab dis = Absolute displacement, T = translation, R 

= rotation, ResMS = whole-brain mean squared residuals, n.o. = no outliers. 
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Figure 4.4 “Outlier subjects detection”: results of outlier subjects obtained with clustering and MD methods in the 3 

datasets. 
 

A qualitative evaluation of the movements of outlier subjects showed that, the auto-calibrated 

method (clustering and MD) and partially the RMS d/dt measures mainly identified subjects with 

spike movements, while other metrics (RMS and absolute displacements) characterized subjects 

with slight drifts (Figure 4.5).  

First dataset (verbal fluency task; high head movements unrelated to the execution of the task): MD 

method identified two outlier subjects (ID7; ID17); the same subjects were identified as outlier and 

as tending to be outlier in clustering method, respectively (Table 4.3). Importantly, the ESD test on 

GLM squared residuals characterized as outliers the same detected subjects (ID7; ID17). Among the 

user-dependent threshold methods, absolute displacements in translation identified one different 

outlier subject (ID10), while the remaining metrics (RMS, RMS d/dt) did not detect any outliers. 

Second dataset (visual task; low head movements): auto-calibrated methods (clustering and MD 

algorithms) identified the same outlier subjects (ID14). Interestingly, the ESD test on GLM squared 

residuals characterized a different outlier (ID16). However, as showed in Figure 4.6, the ID14 was 

characterized also by high squared residuals. No user-dependent threshold methods was able to 

detect any outlier.  
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Third dataset (olfactory task; high head movements related to the execution of the task): auto-

calibrated methods (clustering and MD algorithms) identified the same outlier (ID12). ESD test on 

GLM squared residuals confirmed this result. This subject was also identified as outlier by RMS 

d/dt using the most restrictive threshold (0.05mm on 25% of session). Importantly, the user-

dependent threshold methods, absolute displacement in translation and RMS, identified from 2 to 4 

outliers, including the ID12 subject. 

 

Figure 4.5 Dataset 1: movement parameters of outlier subject identified with RMS and absolute displacement (on the 

left, ID10) and with clustering and MD procedures (on the right, ID7). 

 

 

Figure 4.6 “Outlier subjects detection”: single-subject GLM whole-brain residuals plots to identify possible mis-

modelling and outliers subjects. Outlier subjects identified with clustering method (big arrows) and with ESD test on 

squared residuals (red point). Subjects tending to be outlier identified with clustering method (small arrows).  
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4.5.2 Outlier volumes detection 

4.5.2.1 Temporal masks 

FD02 determined a large number of subjects with less than 75% of remaining volumes (mask = 1) 

(VF task: 8/17 subjects excluded; visual task: 7/31 subjects excluded; olfactory task: 10/28 subjects 

excluded), who were excluded from the study sample: no GLMs were performed with this temporal 

mask due to the small the sample size. 

Descriptive statistics of HDs and number of discarded volumes of temporal masks for each dataset 

were reported in Table 4.4.  

n. of discarded volumes (%) Statistics cl MD FD1 FD08 FD05 FD02 

Dataset 1: VF task Mean 0.750 1.500 0.563 0.813 3.563 31.750 

SD 1.065 1.897 1.209 1.515 5.379 30.493 

Dataset 2: visual task Mean 1.400 3.300 0.235 0.667 1.883 15.250 

SD 2.191 3.547 0.610 1.093 2.648 16.345 

Dataset 3: olfactory task Mean 0.236 0.527 0.472 0.735 2.233 20.389 

SD 0.657 1.427 0.654 1.195 2.810 13.441 

        

Temporal mask: HDs Statistics cl-MD cl-FD1 cl-FD08 cl-FD05 cl-FD02 

Dataset 1: VF task Mean 0.009 0.006 0.008 0.036 0.313 

SD 0.012 0.010 0.012 0.051 0.305 

Dataset 2: visual task Mean 0.028 0.014 0.015 0.024 0.146 

SD 0.031 0.021 0.021 0.028 0.163 

Dataset 3: olfactory task Mean 0.007 0.008 0.012 0.041 0.411 

SD 0.019 0.014 0.019 0.052 0.271 

 

Table 4.4 “Outlier volumes detection”: descriptive statistics of HDs and number of discarded volumes for the different 

temporal masks for each dataset. Abbreviations: SD = standard deviation, cl = clustering method; MD = Mahalanobis 

distance method; FDxx = method with FD thresholded at xx (i.e. 1, 0.8, 0.5, 0.2 mm); HD = Hamming distance. 

 

HDs, the distance between the temporal masks of clustering and other methods, were small (range: 

0.006-0.041). despite of HDs between clustering and FD02 methods showed the highest 

dissimilarity (HD > 0.1). Similar results were obtained for number of discarded volumes, 

confirming that FD threshold equal to 0.2 mm was too conservative in these datasets. Moreover, we 

can observe that a lower number of volumes was discarded in clustering method compared to MD. 

The ANOVA on number of discarded volumes showed no significant differences between temporal 

masks obtained with clustering and other methods, excepted for temporal mask at FD02 in all 

datasets and FD05 and FD08 for olfactory task (Table 4.5).  
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Dataset 1: VF task (children) 

 
cl FD1 FD08 FD05 FD02 MD 

cl - ns ns ns 0.016 ns 

FD1 
 

- ns ns 0.015 ns 

FD08 
  

- ns 0.014 ns 

FD05 
   

- 0.01 ns 

       

FD02 
    

- 0.021 

MD 
     

- 

 F(1.022, 15.330) = 16.247; p = 0.001 

Dataset 2: visual task 

 
cl FD1 FD08 FD05 FD02 MD 

cl - ns ns ns 0.001 ns 

FD1 
 

- ns ns 0.000 ns 

FD08 
  

- ns 0.000 ns 

FD05 
   

- 0.000 ns 

FD02 
    

- 0.003 

MD 
     

- 

  F(1.120, 32.472) = 22.097; p = 0.000 

Dataset 3: olfactory task 

 
cl FD1 FD08 FD05 FD02 MD 

cl - ns 0.018 0.004 0.000 ns 

FD1 
 

- ns 0.005 0.000 ns 

FD0.8 
  

- 0.006 0.000 ns 

FD0.5 
   

- 0.000 0.006 

FD0.2 
    

- 0.000 

MD 
     

- 

  F(1.027, 26.694) = 62.221; p = 0.001 
 

Table 4.5 “Outlier volumes detection”: results of repeated measures ANOVA performed on the numbers of discarded 

volumes for each method. Greenhouse-Geisser correction for sphericity and post-hoc tests using the Bonferroni 

correction for multiple comparison were applied. Abbreviations: cl = clustering method; MD = Mahalanobis distance 

method; FDxx = method with FD thresholded at xx (i.e. 1, 0.8, 0.5, 0.2 mm). 

 

4.5.2.2 Residual analysis 

Mean and standard deviation of whole-brain mean squared residuals obtained with clustering 

method were smaller than those obtained with other methods, except for some FD thresholds in 

which were similar (Table 4.6). Repeated measures one-way ANOVA on whole-brain mean 

squared residuals (dataset1: F(1.22, 18.326) = 0.550, p< 0.502; dataset2: F(1.596, 46.273) = 0.338, 

p< 0.666; dataset3: F(1.831, 47.593) = 0.485, p< 0.602) did not show significant differences among 

the different methods.  
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 cl MD FD1 FD08 FD05 

VF task: ResMS Mean 2.037 2.056 2.033 2.075 2.074 

SD 1.047 1.075 1.057 1.098 1.089 

visual task: ResMS Mean 2.815 2.859 2.833 2.827 2.829 

SD 1.614 1.620 1.627 1.599 1.621 

olfactory task: ResMS Mean 1.051 1.052 1.050 1.050 1.053 

SD 0.393 0.396 0.394 0.395 0.405 
 

Table 4.6 “Outlier volumes detection”: mean and standard deviation (SD) of single-subject GLM whole-brain mean 

squared residuals (ResMS) (outlier subjects excluded). 

 

4.6 Discussion 

One of the main limitation of the most used head movements assessments in fMRI datasets is the 

application of user-dependent thresholds (Power et al., 2015; Satterthwaite et al., 2013) To 

overcome this drawback, we implemented two auto-calibrated procedures, clustering and MD. The 

auto-calibrated and user-dependent threshold methods were applied at sample and single-subject 

level in 3 different datasets characterized by high head movements unrelated and related to the 

execution of the task and by low head movements. 

At sample-level, our results showed that both auto-calibrated methods identified the same outlier 

subjects, but one in all the 3 datasets. These results were supported by GLM residuals analysis at 

group level. Notably, the most part of these outlier subjects were not detected by user-dependent 

threshold methods (i.e. RMS, RMS d/dt, and absolute displacements), except in the sample of the 

participants showing the highest movements related to task (dataset 3). Importantly, at single-

subject level, the clustering method discarded a small number of volumes, but it decreased GLM 

residuals in the dataset with high movements (dataset 1). This pattern was not assessed in dataset 3 

due to task related movements. In the dataset with lowest movements (dataset 2) the number of 

discarded volumes was in line with other methods, but residuals were smaller.  

Three major points characterized the clustering and MD implementation. First, the computational 

approach between auto-calibrated and user-dependent thresholds methods is different: in the former, 

all the subjects are grouped together and the variability of a single subject is considered in relation 

to other subjects of sample, whereas, in the latter methods, each subject is individually analysed. 

This ensures the reduction of variance in data for motion at both sample and single-subject levels. 

Secondly, translation and rotation parameters are used as separate inputs. This approach is chosen 

for two reasons. This avoids a transformation of rotation parameters from degrees/radians in mm 

using a priori definition of a the average distance from the origin around which rotation is 
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performed (Power et al., 2012; Marko Wilke, 2014); for example this approximation could 

introduce a bias in children cohort. Moreover, it allows a more complete characterization of the 

motion process, through a comprehensive approach, taking into account all parameters, but 

separately (translation and rotation) (Marko Wilke, 2014). Third, the clustering and MD methods 

had as inputs the RMS of first derivatives or first derivatives over time of realignment parameters. 

Notably, these relative metrics, obtained from the differences between consecutive volumes 

highlights high displacement (i.e. spike movements), while minimizes the effect of drift movements 

(Lemieux, Salek-haddadi, & Lund, 2007; Marko Wilke, 2014), that are detected in absolute metrics 

(i.e. RMS and absolute displacements) (Power et al., 2012).  

 

4.6.1 Outlier subjects detection 

For “outlier subjects detection”, the outlier subjects identified with both auto-calibrated methods 

presented relevant high movements, also confirmed through a visual inspection of realignment 

parameters in these subjects (Figure 4.4). MD detected an additional outlier subjects, that was 

identified as tending to be outlier in the clustering method. This additional level of the identification 

of subjects tending to be outliers in clustering method allows a conservative approach: in this case is 

possible to verify after GLM computation if the exclusion of these subjects is necessary or not. 

The check for outliers in residuals values after GLM estimation was used by other method as 

ArtRepair (Mazaika, Whitfield-Gabrieli, & Reiss, 2007). Notably, residual values could include 

other sources of signal of no interest in addition to movements. In our study, GLM residual analyses 

were used only to confirm the results obtained during the initial data-driven assessment. Outlier 

subjects detected in all the datasets presented the highest (VF and olfactory tasks) or high (visual 

task) whole-brain mean squared residuals in single-subject analyses (Figure 4.5).  Moreover, outlier 

test (ESD test) performed on mean squared residuals identified as outliers the same outlier subjects 

or tending to be outlier subjects detected with the clustering and MD methods for VF task and 

olfactory task (Figure 4.5). In visual task, the different outlier subject detected with this test could 

be due to other sources of signal variability not fully modelled in single-subject GLM (Diedrichsen 

& Shadmehr, 2005). 

When RMS d/dt was thresholded (i.e. with user-dependent threshold), it allows to identify only one 

outlier subject in the third dataset. If the same measure was used as input in the clustering method it 

allows to identify an outlier for each dataset, also reported in residual analyses. This strengthen the 

use of an algorithm that auto-calibrates the identification of the outlier subject based on the sample 
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population. 

The other metrics, RMS and absolute displacements, identified different outlier subjects compared 

to clustering and MD methods (Table 4.3). However, these different results can be justified, 

considering that  displacements relative to a single reference volume (i.e. RMS and absolute 

displacements), detect both spike movements and drifts (Power et al., 2012) (see Figure 4.5 for a 

comparison).  

 

4.6.2 Outlier volumes detection 

At single-subject level, we observed different patterns between number of discarded volumes and 

GLM residuals among the high and low movements datasets. In particular, clustering method 

discarded a small number of volumes, and it slight decreased GLM residuals in the dataset with 

high movements (dataset 1), while, at similar number of discarded volumes, it slight reduced GLM 

residuals in the dataset with low movements (dataset 2). This last pattern was not observed in the 

third dataset due to task-related movements. 

All these results taken together highlighted two positive features of clustering method: a higher 

preservation of temporal information associated to a robust GLM computation. The re-iteration of 

the assessment was performed to ensure a conservative approach in the detection of possible outlier 

volumes. 

For “ outliers volumes detection”, significant differences were identified in number of volumes 

between temporal masks obtained with a threshold of FD equal to 0.2 mm and all other methods for 

all datasets (Table 4.5). Similarly, high value of HDs were identified between temporal masks of 

clustering and FD thresholded at 0.2 mm (Table 4.4). This suggests that this temporal mask was too 

restrictive in these datasets.  
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Chapter 5 

Effects of pre-processing pipeline on GLM analysis of 

task-based fMRI data 

 

 

5.1 Introduction 

In the recent years, there is a growth of literature for the impact of different combination and order 

of pre-processing steps on resting state fMRI data. Although it has been established that the chosen 

pre-processing steps may significantly affect fMRI results, it is not well understood how pre-

processing choices interact among them and with fMRI experimental design in task-based fMRI. 

Until few years ago, most fMRI analyses are performed under the implicit assumptions that either 

the results are relatively insensitive to the chosen set of pre-processing steps (e.g. the pre-processing 

“pipeline”), or that the standard pre-processing defined as default setting in in software packages 

reached near-optimal results. In recent years, it has been repeatedly shown that both standard and 

advanced data pre-processing choices may have significant effects (negative or positive) on the 

quality of results (e.g.: Murphy et al., 2009; Strother et al., 2004; Zhang et al., 2009). To draw 

reliable conclusions from fMRI results, it is thus necessary to evaluate the interactions of pre-

processing and data analysis choices with statistical indices and parameters of interest obtained 

from analyses. This is particularly relevant for studies comprising samples with different 

demographic and clinical characteristics, where difference in variability of BOLD signals can be 

weaker, and head motion and physiological noise have a greater impact on fMRI data than control 

subjects. 

In advanced pre-processing, additional steps were introduced to correct for subject head movement 

and physiological noise. Among the different methods for the correction of these noise signals, 

there is the regression of nuisance signals from fMRI data (Chapter 3).  
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For reduction of head movements, usually the regression of realignment parameters were performed 

(Friston et at., 1996; Johnstone et al., 2006). The effectiveness of this technique is also debated: 

motion parameters regression has been found to both improve reliability of fMRI results (Freire and 

Mangin, 2001), and reduce noise variance (Lund et al., 2005), particularly in young children 

compared to adults (Evans et al., 2010). Moreover, it has been shown that the impact of motion 

parameters regression is also related to patters of head motion: it is a more important denoising step 

in cases of task-correlated motion (Johnstone et al., 2006). However, other research has shown that 

applying it in block designs reduces the strength of task activation (Johnstone et al., 2006), and the 

procedure may remove both fMRI signal and artifact indiscriminately.  

For reduction of physiological noise, the regression of signal obtained from simultaneous cardiac 

and respiratory recordings during fMRI acquisition, has been generally shown to improve results 

(Glover et al., 2000; Jones et al., 2008; RETROICOR). However, these physiological recordings are 

not always available and other alternative methods were proposed in resting state fMRI: regression 

of mean white matter (WM) and cerebrospinal fluid (CSF) signal obtained from segmentations of 

these regions in anatomical scan. This choice derived from the assumptions that neural activation is 

localized to grey matter and fluctuations in WM and CSF regions should primarily reflect signals of 

non-neural origin, such as cardiac and respiratory fluctuations (Behzadi et al., 2007). 

Another open discussion point is related to which signals are necessary to regress out for 

improvement in BOLD signal detection. It was demonstrated that the removal of variance related to 

potentially confounding factors reduces reliability, pointing to the possibility that some structured 

noise may be improve the detectability of signal of interests (Yan et al. 2013, Varikuti et al., 2016). 

Finally, different studies have shown that the effectiveness of motion and physiological noise 

correction depends on its order in the pre-processing pipeline (Jones et al., 2008; Vergara et al., 

2016), and interactions with other parameters, such as temporal filtering and spatial smoothing 

(Shaw et al., 2003, Zhang et al., 2008). Temporal filtering and smoothing were suggest as steps 

after signal regression, because the signal regression can reintroduce frequencies previously 

suppressed by the bandpass filter (Hallquist et al., 2013, Weissenbacher et al., 2009) or distribute 

noise signal spatially (Jo et al., 2010), with a lower detection of small resting state networks 

(Vergara et al., 2016).  

The impact of different type of nuisance regression and the interaction with other pre-processing 

steps suggested by recent advanced in resting-state fMRI is not well described for task-based fMRI. 
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On the basis of recent advances in resting state fMRI on the order of steps in pre-processing 

pipeline, the following order was tested: temporal detrend, nuisance regression, temporal filtering 

and smoothing (Chapter 3). Four different variation of pre-processing pipelines were proposed 

using different nuisance signals in regression: 

- none 

- regression of 6 realignment parameters (RP) 

- regression of mean WM and CFS signals (PhyP) 

- regression of 6 realignment parameters and mean WM and CFS signals (RPPhysP) 

According to these elements, the aim of these studies was to compare the impact of different pre-

processing pipelines on two important task-design issues:  

i. strength of task contrast and goodness of model fitting  in GLM using beta contrast 

estimates and residuals in ROIs; 

ii. improvement in variability of BOLD signal using temporal SNR. 

To perform this evaluation a sample of relative still healthy participants that undergone to a visual 

block task with visualization of faces and houses during fMRI were considered. 

 

5.2 Materials and Methods: participants and acquisition details 

The dataset 2 of healthy participants described in Chapter 4 (4.2.3.2) was used to assess these 

hypotheses: participants were submitted to fMRI during the administration of a block visual task 

with faces and houses images. Acquisition parameters were previously described in details. 

 

5.3 Materials and Methods: pre-processing and algorithm implementations 

5.3.1 Data pre-processing 

Analyses were performed using the following software and in-house scripts: MATLAB R2014b and 

SPM8. The following steps were applied to each single subject. A initial pre-processing comprised 

the following steps: realignment to the mean image, normalization to the MNI template (Evans et 

al., 1997) with the unified model framework procedure and resampling to 2-mm isotropic voxels. 

Moreover, T1 image was co-registered to fMRI mean image and normalized to MNI template. 

Temporal detrending was performed with a third degree polynomial function (Strother et al., 2004). 

All these steps were defined as “standard pre-processing” hereafter. 
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Sources of spurious signals, which were considered in the subsequent pre-processing pipelines and 

removed by linear regression, included: 1) six parameters obtained by rigid body head motion 

correction, 2) mean WM timecourse, 3) mean CSF timecourse. From fMRI data, WM and CSF 

signals were extracted as average time courses over the voxels included in the mask of thresholded 

segmentation of WM and CFS maps (voxel with intensity > 0.75), obtained from unified model of 

normalization step, respectively (Halliquist et al 2013; Weissenbacher et al., 2009).  

After the standard pre-processing, by using different combination of these regression signals, the 

impact of four different pipelines were tested:  

1. wf_o: no signal regression,  

2. wf: realignment parameters regression (RP),  

3. nwf: physiological parameters regression (PhyP: mean WM and CFS time courses)  

4. mwf: realignment and physiological parameters regression (RPPhyP). 

After signal regression, spatial smoothing (6-mm FWHM Gaussian isotropic kernel), temporal low-

pass filtering with a hemodynamic response kernel, and temporal high-pass filtering with a cut-off 

period of 128 s (Friston et al., 1995) were applied. For each pre-processing pipeline we obtained the 

following four categories of fMRI data: 

1. swf_o: no signal regression,  

2. swf: realignment parameter regression (RP),  

3. snwf: physiological parameter regression (PhyP)  

4. smwf: realignment and physiological parameters regression (RPPhyP). 

 

Figure 5.1 Scheme of pre-processing pipelines 
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5.3.2 Data analyses 

Pipeline effects were measured on: 

- GLM results using beta contrast estimations and squared residuals in ROIs (region of 

interest); 

- fMRI data before and after the step comprising spatial smoothing using tSNR. 

To perform these evaluations the following analyses were applied. For each pipeline, a whole-brain 

single-subject analysis in the framework of the GLM were applied. The pre-processed functional 

data were entered in to a single-subject analysis (K. J. Friston et al., 1995) with regressors of 

interest convolved with hemodynamic response (K. J. Friston et al., 1995). The following condition 

were modelled: faces, houses. For each subject con-images of conditions of interest were produced 

(Pernet, 2014): faces vs. houses. 

To extend the results at group level, for each of the four pipelines, a GLM group analysis (random 

effect analysis) was obtained using the relevant con-images of previous step. Subsequently, for each 

group analysis, 6 regions of interest (ROIs) were obtained as significant cluster of activation at the 

same cluster and voxel thresholds (voxel-level threshold family-wise error FWE p<0.05; cluster-

level threshold false discovery rate FDR p<0.05). To obtain a common set of ROIs among the 

different pipelines, the intersection of each common cluster of activation in the group analyses were 

used. If a ROI did not present the corresponding region on the other side, a flip L/R or R/L of the 

identified ROI was performed. The following set of ROIs was considered (Figure 5.2): bilateral 

parahyppocampal place area (PPA), bilateral fusiform face area (FFA), and bilateral object face 

area (OFA). 

To assess the strength of task contrast and goodness of fit in GLM, mean beta contrast estimates and 

GLM mean of the squared residuals were extracted in each common ROI by single-subject GLM 

analyses for each pipeline, as first validation. Descriptive statistics were derived for both measures. 

To assess differences in the mean beta contrast estimates and mean GLM squared residuals for each 

single ROI among pipelines, two one-way ANOVA with repeated measures was performed on these 

parameters, separately, in each ROI (i.e. within-subjects factor) for each pipeline (i.e. between-

subjects factor) (SPSS - Version 17.0. Chicago: SPSS Inc.). Post-hoc tests using the Bonferroni 

correction were applied to identify significant differences between pipelines. 

Moreover, to additional evaluate the strength of the task, clusters of activation were reported for 

each group analysis to assess if additional regions were identified comparing the different pipelines. 
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Figure 5.2 Region of interest obtained as intersection of each single common cluster of interest in the map of group 

analyses for the different pipelines. 

 

We hypothesized that single-subject BOLD signal variability will increase with a more accurate 

pipeline. To this aim, tSNR was used as second validation. It was obtained for each voxel as the 

mean of the voxel time series divided by its standard deviation, on fMRI data before and after 

smoothing step, to be compared with other studies of tSNR (e.g. Kruger and Glover, 2001; 

Triantafyllou et al., 2005). For each single subjects and common ROI previous defined, mean tSNR 

value was extracted. In addition, to evaluate the general impact of these pipelines, three additional 

ROIs were defined for grey matter (GM), WM and CFS. These ROIs were obtained as mask of 

thresholded segmentations obtained from unified model of normalization step. 

To assess differences in the mean tSNR in ROIs among pipelines, a one-way ANOVA with 

repeated measures was performed on mean tSNR in each ROI (i.e. within-subjects factor) for each 

pipeline (i.e. between-subjects factor). Post-hoc tests using the Bonferroni correction were applied 

to identify significant differences between pipelines. 

 

5.4 Results 

5.4.1 Evaluation of task strength 

In all group GLM analyses, significant cluster of activation were detected in bilateral FFA, with a 
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higher signal and extension on the right side, and right OFA for faces > houses contrast; in bilateral 

PPA for houses > faces contrast.  

 

Figure 5.3 Group analysis results for 4) RPPhyP pipeline: A. Faces>Houses and B. Houses>Faces. 

Clusters of activation for each group analysis in the different pipelines were reported in 

Supplementary Data (at end of this Chapter). In both contrast, there was a slight improvement in z-

score e number of voxels in task ROIs from 1) none to 4) pipeline and the identification of an 

additional region in amygdala in the contrast faces > houses with the introduction of nuisance 

regressors: right amygdala in 2) RP pipeline and bilateral amygdala in 3) PhyP and 4) RPPhyP 

pipelines. 

To evaluate the contrast task strength, boxplot of beta contrast estimates were reported for each 

common ROI. We can observe a decrease of variability from “none” pipeline to RPPhyP pipeline. 

 

Figure 5.4 Boxplot of beta contrast estimates in ROIs for the four pipelines (swf_o: no signal regression; swf: RP; 

snwf: PhyP; smwf: RPPhyP): bilateral FFA and FFA for faces > houses contrast and bilateral PPA for the houses > 

faces contrast. 
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To evaluate the goodness of fit of GLM, GLM mean of the squared residuals were showed for the 

four pipelines compared among them. Similar pattern of beta contrast estimates was observed. 

 

Figure 5.5 The introduction of nuisance regressors reduced the signal assigned to error terms in GLMs. Residuals 

almost always decrease upon application of additional signal regression, indicating that the GLM was better able to 

model the variance in the data when nuisance signal were modelled. 1) (none: swf_o),  2) (RP: swf), 3) (PhyP: snwf), 

and 4) (RPPhyP: smwf) pipelines. 

 

From post-hoc tests on repeated measures one-way ANOVA on mean of beta contrast estimates and 

squared residuals in ROIs, significant differences were highlighted between the following pipelines: 

none-PhyP; none-RPPhyP; RP-PhyP; RP-RPPhyP. Moreover, while significant differences were 

detected between none-RP pipelines on mean squared residuals for each ROIs, no significant 

differences were identified on beta contrast estimates.  

 Faces> Houses: FFA right Faces> Houses: FFA left 

 
none RP PhyP RPPhyP none RP PhyP RPPhyP 

none - ns 0.014 0.022 - ns 0.028 0.035 

RP - - 0.013 0.019 - - 0.05 0.05 

PhyP - - - ns - - - ns 

ANOVA F(1.15, 27.595) = 10.779; p = 0.002 F(1.122, 26.935) = 8.487; p = 0.006 

 Faces> Houses: OFA right Faces> Houses: OFA left 

 
none RP PhyP RPPhyP none RP PhyP RPPhyP 

none - ns ns ns - - - - 

RP - - ns ns - - - - 

PhyP - - - ns - - - - 

ANOVA F(1.096, 26.301) = 4.704; p = 0.036 ns 
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 Houses> Faces: PPA right Houses> Faces: PPA left 

 
none RP PhyP RPPhyP none RP PhyP RPPhyP 

none - ns 0.000 0.001 - ns 0.001 0.002 

RP - - 0.001 0.001 - 
 

0.001 0.002 

PhyP - - - 0.05 - 
 

 ns 

ANOVA F(1.099, 26.375) = 20.501; p = 0.000 F(1.089, 26.127) = 18.586 p = 0.000 

 

 Squared residuals: FFA right Squared residuals: FFA left 

 
none RP PhyP RPPhyP none RP PhyP RPPhyP 

none - 0.002 0.000 0.000 - 0.001 0.000 0.000 

RP - - 0.000 0.000 - - 0.000 0.000 

PhyP - - - ns - - - ns 

ANOVA F(1.230, 20.524) = 57.794; p = 0.000 F(1.124, 26.976) = 33.497; p = 0.000 

 Squared residuals: OFA right Squared residuals: OFA left 

 
none RP PhyP RPPhyP none RP PhyP RPPhyP 

none - 0.019 0.000 0.000 - 0.007 0.000 0.000 

RP - - 0.000 0.000 - - 0.000 0.000 

PhyP - - - ns - - - ns 

ANOVA F(1.064, 25.529) = 37.257; p = 0.000 F(1.103, 26.482) = 42.220; p = 0.000 

 Squared residuals: PPA right Squared residuals: PPA left 

 
none RP PhyP RPPhyP none RP PhyP RPPhyP 

none - 0.000 0.000 0.000 - 0.000 0.000 0.000 

RP - - 0.000 0.000 - - 0.000 0.000 

PhyP - - - ns - - - ns 

ANOVA F(1.291, 30.991) = 68.539; p = 0.000 F(1.257, 30.126) = 73.059; p = 0.000 
 

Table 5.1 Results of repeated measures one-way ANOVA on mean beta contrast estimates and squared residuals with a 

Greenhouse-Geisser correction and post-hoc tests using the Bonferroni correction. Significant differences were 

highlighted (grey). ns = not significant. 

 

5.4.2 Evaluation of BOLD signal variability: tSNR 

Descriptive statistics for tSNR in ROIs were reported in Figure 5.6 and Figure 5.7.  

We can identify an increase of tSNR between the 1) pipeline (swf_o) and the others in grey matter, 

white matter and CFS  before smoothing step. After smoothing, there was an increase in tSNR 

compared with data without smoothing for each pipeline and a gradual positive trend was 

highlighted in all regions from the 1) pipeline (swf_o) to the 4) pipeline (smwf). 
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Figure 5.6 Mean and standard deviation of tSNR in mask of GM, WM, and CFS for the 4 pipelines before and after 

smoothing step. 

 

As for the previous general ROI, also for ROIs derived from task we can identify the same pattern. 

In particular, the differences in tSNR among the different pipeline was more evident in OFA 

regions that was a low contrast region.  

 

Figure 5.7 Mean and standard deviation of mean tSNR in ROIs derived from task (bilateral PPA, FFA, OFA) for the 4 

pipelines before and after smoothing step. 

 

Repeated measures ANOVA with a Greenhouse-Geisser correction determined that mean tSNR for 

each ROI differed statistically significantly among pipelines: 

- grey matter: F(1.493, 35.844) = 616.978, p < 0.000; white matter: F(1.493, 35.839) = 

455.774, p < 0.000; CSF: F(1.412, 33.896) = 484.051, p < 0.000;  

- left PPA: F(1.856, 44.537) = 325.240, p < 0.000; right PPA: F(1.384, 33.213) = 193.067, p 

< 0.000; left FFA: F(2.084, 50.024) = 186.838, p < 0.000, right FFA: F(1.726, 41.431) = 

219.261, p < 0.000; left OFA: F(1.354, 32.491) = 143.965, p < 0.000, right OFA: F(1.294, 

31.065) = 153.293, p < 0.000).  
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Post hoc tests using the Bonferroni correction revealed that there was a significant different effect 

(p<.000) for each couples of pipelines. 

 

5.5 Discussion 

In task ROIs, 3) snwf (PhyP) and 4) smwf (RPPhyP) pipelines obtained a significant increase of 

task contrast estimate and a reduction of GLM residual term in comparison to 1) swf_o (none), 2) 

swf (RP). These results underlined an increase in task strength and GLM modelling for these pre-

processing approaches. On the other site, the introduction of additional nuisance regressors increase 

the tSNR, and consecutive the BOLD signal variability, gradually from 1) swf_o (none) to 4) smwf 

(RPPhyP) pipelines. The increase was more evident after the smoothing step. 

The introduction of realignment parameters as nuisance regression, 2) swf (RP) pipeline, permitted 

to obtain a more accurate model (Lund et al., 2005) (i.e. significant reduction of mean squared 

residuals) and increase in tSNR, but does not highlighted a significant task strength (beta contrast 

estimates) in all the task ROIs. This aspects was in line with previous studies, where the impact of 

motion regression was not significant in low-motion subjects (Evans et al., 2010) and in some cases 

it can reduce reduces the strength of task activation (Johnstone et al., 2006). 

On the other side, introduction of physiological parameters as signal of no-interest in regression, 3) 

snwf (PhyP) pipeline, in comparison to the 2) swf (RP) pipeline achieved better results not only on 

model fitting (decrease of residual term), but also in beta contrast estimates and tSNR in all task 

ROIs identified in group analyses. Moreover, this pipeline permitted to identify significant regions 

of interest in bilateral amygdala that were under-threshold in previous pipeline. The amygdala is an 

important region previous identified in other studies using this task (Kleinhans et al., 2007; 

Vuilleumier et al, 2001). The results were similar to those reported by Behzadi and collegues 

(2007), where they showed a decrease of temporal standard deviation (tSTD) and an increase of 

active voxels comparing regression of physiological signal derived from images to no nuisance 

regressors. In our case, we additional underlined these results in comparison to other pipelines and 

the suggested order for temporal filtering and smoothing steps. 

Finally, the introduction of motion parameters and physiological derived signals in regression, 4) 

smwf (RPPhyP) pipeline, in comparison to the 2) swf (RP) pipeline increased task strength and 

GLM residuals. Despite a slight increase in beta contrast parameters and mean squared residuals in 

ROIs compared to 3) snwf (PhyP) pipeline, there were no significant improvements on these 

parameters for this pipeline, excepted in beta contrast estimate in right PPA (house> faces, Table 
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5.1). These results were similar to previous 3) snwf (PhyP) pipeline. They supported the hypothesis 

that some structured noise may be improve the detectability of signal of interests, reaching a 

threshold beyond which there were only minimal improvements in quality of results (Yan et al. 

2013, Varikuti et al., 2016). Moreover, the effects on tSNR in the 3) snwf (PhyP) and 4) smwf 

(RPPhyP) pipelines using derived physiological measure were in line to those reported by Hutton 

and others (2011) using physiological noise models based on cardio-respiratory information 

recorded during fMRI acquisition. 

These results were important in a dataset with low movements, because stress the importance of 

considering the physiological noise influence on BOLD signal in grey matter and not only focalize 

attention on realignment parameters regression alone.  

We can conclude that: 

- the increase of the strength of task contrast (i.e. increase in mean and decrease of standard 

deviation in beta contrast estimated) and variability of BOLD signal in 3) snwf (PhyP) and 

4) smwf (RPPhyP) pipelines indicate that the GLM was able to better model the variance in 

the data when signals of no-interest were regressed out, also if these signal were derived 

from images (i.e. WM and CFS signals); 

- the quality of brain activation maps may be significantly limited by sub-optimal choices of 

data pre-processing steps (or “pipeline”) in a clinical task-design; 

- pre-processing choices have significant effects and optimized pipelines on the basis of state 

of art in resting state field may significantly improve the reproducibility of task-based fMRI 

results. 
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Supplementary data 

swf_o (none)             

Contrast Brain region Side x y z z-score n.voxels 

 

FFA Right 42 -46 -22 5.96 20 

 

OFA Right 45 -61 5 5.55 47 

  OFA Left -57 -67 5 4.91 9 

swf (RP)               

Contrast Brain region Side x y z z-score n.voxels 

 

FFA Right 42 -46 -19 5.78 18 

 

OFA Right 48 -58 8 5.75 35 

  Amygdala Right 27 -10 -10 4.85 2 

snwf (PhyP)             

Contrast Brain region Side x y z z-score n.voxels 

 

FFA Right 42 -46 -22 5.73 13 

 

OFA Left -51 -70 8 5.7 6 

 

Amygdala Right 27 -10 -10 5.7 9 

 

OFA Right 48 -58 8 5.63 114 

 

Amygdala Left -30 -7 -10 5.53 9 
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smwf (RPPhyP)             

Contrast Brain region Side x y z z-score n.voxels 

 

OFA Right 51 -55 8 6.15 104 

  FFA Right 42 -43 -19 5.62 14 

  Amygdala Right 21 -1 -10 5.18 15 

  Amygdala Left -24 -10 -10 5.11 5 

  OFA Left -51 -70 8 5.04 2 

 
 

Supplementary Table 5.1: Coordinates, z-score and number of voxel for clusters of activation in contrast Faces > 

Houses (voxel-level threshold FWE p<0.05). 

 

 

swf_o (none)             

Contrast Brain region Side x y z z-score n.voxels 

 

PPA Right 24 -46 -13 Inf 332 

  PPA Left -27 -61 -13 7.84 272 

  Occipital cortex Right 36 -76 20 6.44 145 

  Occipital cortex Left -39 -82 -17 6.31 208 

  Parietal Superior Right 21 -76 47 5.31 5 

swf (RP)               

Contrast Brain region Side x y z z-score n.voxels 

 

PPA Right 24 -46 -13 Inf 361 

  PPA Left -27 -61 -13 7.79 289 

  Occipital cortex Right 36 -76 20 6.54 178 

  Occipital cortex Left -33 -85 23 6.38 221 

snwf (PhyP)             

Contrast Brain region Side x y z z-score n.voxels 

 

PPA Left -27 -61 -13 Inf 284 

  PPA Right 27 -43 -13 Inf 384 

  Occipital cortex Right 36 -76 20 6.53 175 

  Occipital cortex Left -27 -79 14 6.46 176 

  Parietal Superior Right 21 -76 47 5.04 2 

smwf (RPPhyP)             

Contrast Brain region Side x y z z-score n.voxels 

 

PPA Left -27 -61 -13 Inf 330 

  PPA Right 24 -46 -10 Inf 408 

  Occipital cortex Right 35 -76 20 6.75  215 

  Occipital cortex Left -27 -82 23 6.5 195 

 
 

Supplementary Table 5.2: Coordinates, z-score and number of voxel for clusters of activation in contrast Houses > 

Faces (voxel-level threshold FWE p<0.01). 

  



 

112 

 

 

  



 

113 

 

 
 

Chapter 6 

fMRI studies: applications 
 

 

6.1 Introduction 

Previous studies have demonstrated that patients with disorder of consciousness (DOC) maintain 

some minor neural processing. Here, we presented some works performed with functional magnetic 

resonance on patients with DOC applying improvements in pre-processing analysis on the basis of 

literature. 

A sample of 168 patients and healthy participants were recruited at Neurological Institute Carlo 

Besta during CRC-Start Up Coma Research Centre project. All patients underwent a 1-week 

program of clinical multimodal assessment, enclosing clinical, neurophysiological, and 

neuroimaging evaluations. All MRI imaging data were acquired with a 32-channel head coil on an 

Achieva 3-T MR scanner (Philips Healthcare, NL, USA).  

 

Figure 6.1 Organization of Start-Up Coma Research Centre CRC 
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6.2 Patients with disorder of consciousness 

Consciousness is a complex concept that has two major components: awareness of environment and 

of self (i.e. the content of consciousness) and wakefulness (i.e. the level of consciousness). 

Disorder of consciousness (DOC) is a heterogeneous condition. This disorder includes different 

aetiology, traumatic and non-traumatic brain injuries, ranging from vegetative state/unresponsive 

wakefulness syndrome (VS/ UWS) (Laureys et al., 2010) to minimally conscious state (MCS) 

(Giacino et al., 2002).  

A clinical and behavioural diagnosis of residual cognitive function in patients with DOC, can be 

very difficult, due to the complexity of detecting a clear response. Indeed, it is possible that a 

subgroup of these patients may retain a level of awareness and sensory functions, but does not have 

the ability to communicate through an explicit output response assessed with behavioural scales, 

with a high rate of misdiagnosis that can reach 43% (Andrews et al., 1996). Actually, a diagnosis of 

patient as VS/UWS, lowest level in diagnosis, is supported by evidence of arousal (such as eye 

opening) but no signs of awareness of self or environment. When a VS/UWS patient with a non-

traumatic etiology remains in this state for more than three months after brain injury, he/she is 

defined to be in a persistent vegetative state. In case of traumatic etiology the cut-off is extended to 

one year after brain injury. The term “persistent” refers to a chronic phase and implies an 

unfavourable prognosis about the possibility of improvement. A middle level of diagnosis is MCS 

(Giacino et al., 2002): patients who shows a preservation of both dimension of consciousness, 

arousal and awareness. The highest level of diagnosis is a patient classified as emerged from the 

minimally conscious state (EMCS), who is able to communicate with consistent and appropriate 

response.   

Generally in clinical scale, VS/UWS patients present a preserved hypothalamic and brainstem 

autonomic functions for survival condition, but present no evidence of sustained, reproducible or 

voluntary behavioural response to sensory (visual, auditory, tactile, or noxious) stimuli, language 

processing and motor response. In contrast, MCS patients show inconsistent but reproducible 

evidence of minimal response. However, in some cases is very difficult to distinguish reflexive 

movements unrelated to the context from consistent responses. Finally, EMCS patients can 

therefore use multiple objects in an appropriate manner and their communication systems are 

adequate and consistent (Giacino et al. 2002). 

Another particular class of DOC patients is composed by locked-in syndrome (LIS). It is a complete 

paralysis of the body resulting from a lesion localized in the brainstem (American Congress of 
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Rehabilitation Medicine, 1995). Cognitive functions are fully preserved if the lesion is only 

restricted to the brainstem. The only way that these patients have to communicate with their 

environment is through eye movement (blink). Despite the fact that the patients cannot move, their 

sensations are still intact and they are fully aware of their environment and themselves (Laureys et 

al., 2005a). Nearly 90% of LIS cases has vascular etiology, but there are also few cases with 

traumatic brain injury.  

The application neuroimaging and neurophysiology evaluation to assess residual cognitive abilities 

in patients lacking behavioural responses, such as VS/UWS and MCS, has been one of the key 

point in the last few years (see Gosseries et al., 2014; Giacino et al., 2014 for recent reviews). In 

particular, recent studies have demonstrated that DOC patients show primary sensory areas and, in 

some cases, also higher-order sensory areas preservation with different extension in response to 

sensory stimulation (Coleman et al., 2009; Di et al., 2007; Monti et al., 2010). Preserved sensory 

processing has been demonstrated for visual (Giacino et al., 2006; Zhu et al., 2009), auditory 

(Coleman et al., 2009; Di et al., 2007) and tactile (Schiff et al., 2005; Eickhoff et al., 2008) 

modality. 

 

 

Figure 6.2 The two main components of consciousness: wakefulness and awareness (adapted from Laureys, 2005b) 
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Table 6.1 Clinical characteristics of DOC patients (Source: Giacino et al., 2014) 

6.2.1 Clinical scale: CRS-R 

The clinical evaluation was performed with the coma recovery scale-revised (CRS-R) (Giacino et 

al., 2004), 23- items including six subscales addressing auditory, visual, motor, oromotor/verbal, 

communication and arousal functions. Hierarchically items associated with brainstem, subcortical 

and cortical processes, constitute the CRS-R subscales: the lowest item on each subscale represents 

reflexive activity, while the highest items represent cognitively-mediated behaviours. Scoring is 

standardized and is based on the presence or absence of behavioural responses to specific stimuli 

administered. For each subscale, there are threshold scores for which the patient can be classified 

from VS/UWS to MCS to emersion from MCS. 

 

Figure 6.3 Italian CRS-R subscales. 

The CRS-R was repeated 3-5 times during the week of the assessment and from different operators 

to obtain a reliable measure independent from arousal fluctuation of patient. 
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6.3 Central olfactory processing in patients with disorders of consciousness  

in collaboration with Prof. Johan Lundstrom, Dept. of Clinical Neuroscience, Karolinska Institute – 

Stockholm (Nigri et al. 2015) 

6.3.1 Background and aims 

The sense of olfaction presents some anatomical and functional organization, characterizing it  

amongst the other senses (Carmichael et al., 1994). Receptor cells of the nasal mucosa detect the 

odour stimulus and project to tufed and mitral cells of the olfactory bulb, where happened a first 

detection and discrimination of odours. The output of the olfactory bulb reaches the piriform cortex 

and other structures. Form the piriform cortex, there are two direct main streams: one reach the 

orbitofrontal cortex (OFC) and the other ends in the subcortical limbic regions. The OFC serves as 

the first neocortical receiving areas for the olfactory pathway, where some study hypothesized that 

the conscious perception arise (Sherpherd, 2007; Li et al., 2010), and receives indirect projection 

from other primary cortex through the dorsomedial nucleus of thalamus (Sela et al., 2009). Instead, 

the subcortical limbic regions are involved in control of learning, memory, motivation, and emotion 

of odours and presumably mediates unconscious behaviour. Finally, the cerebellum pathway 

provides a general motor control of sniff generation and a sensory motor control specifically to 

optimize sensory processing (Mainland et al., 2005). 

Considering the anatomical and functional structure of the olfactory system are highlighted four 

peculiarities that differentiate this sensory system from the others. First, the main feature of the 

olfactory system is the absence of thalamic relay in the direct pathway between the olfactory 

receptor layer, peripheral input, and olfactory projection sites in neocortex. Second, afferent 

projections from the nasal periphery remain ipsilateral all the way to brain hemisphere. Third, the 

spatial organization of olfactory system is structured in a more dispersed way: the primary cortex 

includes a large set of structures instead of a single region and secondary cortex does not involve 

areas adjacent to the primary as usually happens. Fourth, the first cortical processing for olfaction 

starts in paleocortex (including the olfactory bulb, anterior olfactory nucleus and piriform cortex 

(Lundstrom et al., 2011). These peculiar features, let us hypothesized that olfactory processing 

could be preserved in most DOC patients: odors stimuli may be a more direct tool to evoke and 

assess neural responses in DOC patients. This would open up the possibility of using odors as 

behavioural neuromodulation stimuli (Giacino et., 2014).  

Our aim was to assess neural processing of olfactory stimuli in patients with DOC and in healthy 

participants with fMRI, to determine: 
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1. the degree of observed preservation of olfactory processing in the two diagnostic categories 

(i.e. VS/UWS and MCS patients); 

2. the relation between neural activations and etiology or diagnostic category, respectively; 

3. the correlation between neural activations in olfactory region of interest and clinical scores 

(CRS-R); 

4. the differences in olfactory neural processing between DOC patients and the healthy 

participants. 

6.3.2 Material and Methods 

The recruited participants for the study were described in Table 6.2: 

Participants n. 

subjects 

Age (median; 

range)               

years 

Disease duration 

(median; range) 

months 

Sex (M/F) 

VS/UWS patients 32 57; 23-77 26; 3-146 20/12 

MCS patients 10 44; 20-71 41; 11-170 3/7 

Healthy subjects 28 36; 20-64 - 14/14 

 

Table 6.2 Clinical characteristics of DOC patients. 

 

VS/UWS and MCS patients, with different etiologies [hemorrhagic (HBI), traumatic (TBI), and 

anoxic (ABI) brain injury] were categorized according Aspen criteria (Giacino et al.,1997). 

Healthy participants were included only to the neuroimaging part of the experiment.  

Due to excessive head movements (see below), 3 healthy participants and 9 patients (6 VS/UWS 

and 3 MCS) were excluded from the subsequent analyses. 

A block-design task with odors and baseline (air) conditions were administered to participants using 

an olfactometer that is MRI-compatible and controlled by a computer (Lundstrom et al., 2010). The 

two conditions were proposed in a random and balanced order to minimize the effect of adaptation 

and habituation (Poellinger et al., 2001). Two unpleasant odors were selected, because elicited more 

robust activations: 1-octenol-3-ol (odor quality of mushroom) and n-butanol (odor quality of white-

board marker). More details on task were reported in Nigri et al.,  2015, Nigri et al., 2013. 

To reduce susceptibility artefacts and improve signal to noise ratio in orbitofrontal region and 

piriform cortex/amigdala area (Wilson et al., 2002), we used an EPI sequence with the following 

characteristics: 

- TE = 20 ms: it is reduced in comparison to standard value of 30 ms; 



 

119 

 

- sagittal slices. 

Statistical Parametric Mapping (SPM8) was used for the analysis of fMRI data, while SPSS 17.0 

(SPSS Inc., Chicago, IL, USA) for statistical tests on fMRI derived measures in regions of interest 

(ROIs).  

A standard fMRI data pre-processing was applied (i.e. realignment to the mean image, 

normalization to the MNI EPI template, spatial smoothing 6-mm FWHM, temporal low-pass 

filtering (hemodynamic response), and temporal high-pass filtering with a cut-off period of 128 s. 

For quality assessment for the identification of outliers subjects we used the user-defined threshold 

of 2 voxels on relative displacement of realignment parameters: subjects exceeding this threshold 

were excluded from further analyses. A scrubbing procedure was used, because it appears to 

improve task fMRI data results in comparison to other motion regression approaches (Siegel et al., 

2014). Framewise displacement was calculated from the 6 head realignment parameters in each 

subject. A user-dependent threshold was set 1 mm and blocks with FD superior to this threshold in 

at least 5 consecutive volumes were excluded from the GLM analysis by scrubbing (Power et al., 

2012). Scrubbing procedure removed 10 ± 11% (range: 0–39%) of the volumes across DOC 

patients. They were equally distributed between odor (10.6 ± 11.7%) and baseline (10.0 ± 11.8%) 

conditions. No volumes were discarded from healthy participants. 

Three different analyses were conducted: 

- single-subject whole-brain analyses. Two ROIs were selected a priori on the basis of the 

previous literature: the piriform cortex associated to amygdala cortex (PC/AMY) and the 

lateral-medial orbitofrontal cortex (lOFC) (Seubert et al., 2012). Odor-based processing at 

whole-brain level in the defined ROIs was assessed with specific voxel-level (uncorrected p 

< 0.005) and cluster-level thresholds (minimum cluster size of 20 voxels).  

- diagnostic and etiological group analyses. To determine significant differences in neural 

processing of odor stimuli between the diagnostic (VS/UWS; MCS) and etiological (TBI; 

HBI; ABI) groups, separately, we used the following classification: each patient was 

identified with one of these categories based on the evaluation of presence/absence of 

functional activation in previous ROIs, PC/AMY and lOFC, during fMRI task: no 

activation, activation in PC/AMY, and activation in PC/AMY and lOFC. Moreover, to 

identify whole-brain significant differences among VS/UWS, MCS, and healthy participants 

groups on statistical maps, a one-way ANOVA was applied (VS/UWS versus MCS patients; 

DOC patients versus healthy participants). 
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- correlation with clinical data. To determine if there was a relation between beta parameter 

estimates in ROIs are linked to the clinical data, Spearman’s correlations were performed 

between CRS-R scores and beta parameter estimates in literature-defined ROIs. The 

literature-defined ROIs were centered in the activation peak coordinates of a meta-analysis 

conducted on olfactory tasks (Seubert et al., 2012) to avoid circularity error in correlation 

analysis (Vul et al., 2012): bilateral PC/AMY and OFC. Moreover, to evaluate the indirect 

effects of CRS-R scores on beta parameter estimates in bilateral PC/AMY and OFC via time 

of scan post-injury a mediation analysis was conducted (Price 1985).  

6.3.3 Main results 

Olfactory neural processing was at least partially preserved in a large portion of DOC patients. 

This study produced three important results: 

- First, we demonstrated that odor-related activation within primary olfactory regions was 

preserved in a large portion of VS/UWS patients (58%) and all MCS patients (100%), while 

within higher-order olfactory processing area (lOFC), an area previously linked to 

conscious experience of odor stimuli (Li et al., 2010) was significant in the majority of both 

VS/UWS patients (39%) and MCS patients (71%). Importantly, a difference in the extent of 

the activated olfactory network was identified among the various etiologies, but not the 

diagnostic category: the majority of the ABI patients had either no activation or limited 

activation within PC/AMY, whereas most of the TBI and HBI patients demonstrated 

significant activation in lOFC. The differences of olfactory preservation among the different 

etiology can be linked to the different pattern of damage related to the specific brain injury 

(i.e. more localized in TBI and HBI, while more diffuse in ABI). 

- Secondly, a negative correlation was demonstrated between beta parameter estimates for 

odor stimuli within OFC and CRS-R scores in DOC patients. We hypothesized two different 

explanations for this behaviour: the first theory is related to a reduction in inhibitory inputs 

within the primary odor cortex, which serves an important hub for the regulation of the 

activity in the higher-order areas; the second hypothesis is linked to a continuous direct 

interaction, mediating conscious odor percept, between lower and higher cortical areas, as 

suggested by others (Baars 2013; Casarotto et al., 2016). Moreover, a recent study reported 

that neural processing of odors changed between awake and anesthetized animals: in the 

latter state the recurrent inhibition is significantly lower compared to former state (Rinberg 

et al., 2006).  
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Figure 6.4 Correlation between contrast estimates in right OFC and CRS-R (Source: Nigri et al., 2015) 

 

- Thirdly, we did not identified significant olfactory-related regions differing between healthy 

participants and DOC patients, while we detected a significant different responce for task 

between the two groups within the precuneus. This region is rarely associated with odor-

related processing (Seubert et al., 2012), but it is one of the important hub of default mode 

network (DMN). A different activation in this region was reported by Crone and others 

(Crone et al., 2011), demonstrating that levels of consciousness was linked to a deactivation 

of the precuneus in DOC patients during the execution of a task. Usually the regions of 

DMN, related to ongoing mental processes, were deactivated when a subject was involved 

in a task. So, we theorized that only DOC patients with more preserved cognitive functions 

can deactivate the DMN regions, because they were able to break internal mental processes 

to make cognitive reserve available to focus attention on the execution of task. 

 

Figure 6.5 Contrast estimates in precuneus for groups of interest (Source: Nigri et al., 2015) 
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6.4 The neural correlates of lexical processing in disorder of consciousness  

in collaboration with Prof. Stefano Cappa, and Eleonora Catricalà, School of Advanced Studies 

IUSS, Pavia, and, Division of Neuroscience, San Raffaele Scientific Institute, Milan; Giorgio 

Marotta, Department of Nuclear Medicine, Ca’ Granda Ospedale Maggiore Policlinico, IRCCS 

Foundation, Milan (Nigri et al., 2016). 

6.4.1 Background and aims 

As reported in the introduction to DOC patients, the assessment of cognitive abilities, in particular 

of linguistic neural processing, in these patients, lacking behavioural responses, is one of the main 

goal (Gosseries et al., 2014, Giacino et al., 2014). 

Linguistic residual processing was demonstrated in both VS/UWS and MCS patients during fMRI: 

Schiff et al. (2005), identified an extended neural activation in two MCS patients in the comparison 

between passive listening of sentences and of reversed speech; Fernandez-Espejo (2008) and 

Coleman (2009) showed a consistent neural response in subacute VS/UWS patients in response of 

complex auditory stimuli. A hierarchical linguistic task was proposed by Davis et al. (2007): they 

applied this task in healthy subjects awake and during propofol sedation. The results of cortical 

responses were different among the two states: while the involvement of inferior frontal and 

posterior temporal regions, observed in conscious subjects in response to ambiguous versus non-

ambiguous sentences, disappeared with sedation, the superior temporal areas remained active 

during sentences versus noise. The application of this paradigm to DOC patients showed that 3 

patients diagnosed VS/UWS (out of 7) and 2 patients categorized as MCS (out of 5)  presented  

evidence of preserved  speech processing (Coleman et al., 2007; Owen et al., 2005). Subsequently, 

the same task was applied in a larger cohort, where 19 patients either in VS/UWS or in MCS 

showed BOLD responses to meaningful speech (Coleman et al., 2009).  

A similar exploration of linguistic network in semantic processing in DOC patients was performed 

using evoked potentials (reviewed in Rohaut et al., 2015). In particular, a large group of VS/UWS 

and MCS patients showed N400-like event-related potential (ERP) components, only MCS patients 

presented a late positive complex. Among the 3 MCS patients, who preserved both N400 and LPC, 

two of them preserved functional language abilities. 

In the present study, during fMRI a hierarchical auditory stimulation paradigm was administered to 

a group of long-term DOC adult patients and healthy participants to assessment linguistic cognitive 

resources. The paradigm included pairs of pseudowords, unrelated words and semantically related 
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words, i.e. stimuli differing in lexical status (words vs. pseudowords) and semantic relatedness 

(related vs. unrelated). A first level of task was used to assess automatic neural response to the 

passive presentation of meaningful real words, while the second level was applied to evaluate the 

response to meaning relationships. 

6.4.2 Materials and Methods 

The recruited participants for the study were reported in Table 6.3.  

Fourteen italian DOC patients (4VS/UWS, 10MCS) with different etiologies TBI, HBI, and ABI 

(CRC-Start Up Coma Research Centre project). To avoid confounding effect due to sedative drugs, 

they were not administered prior the scanning session.  

Three MCS patients were excluded from subsequent analyses, due to excessive head movements 

during the fMRI scan (Harrison and Connolly 2013). 

Participants n. 

subjects 

Age (median; 

range)               

years 

Diagnosis Disease 

duration 

(median; range) 

months 

Sex (M/F) 

DOC patients 11 57; 19-69 4VS/UWS, 

7MCS 

27; 5-252 4/7 

Healthy 

subjects 

18 46; 27-67 - - 7/11 

 

Table 6.3 Clinical characteristics of DOC patients. 

 

For the selection of DOC patients the following inclusion criteria were used:  

- the presence of brainstem auditory evoked potentials (BAEPs), and  

- the absence of anatomical lesions based on T1-weighted scan in auditory regions (i.e. 

bilateral superior temporal gyrus (STG). 

Healthy participants took part only to the neuroimaging portion of the experiment.  

An event-related paradigm was used. It was administered during two separate fMRI scans for two 

reasons: to avoid a twice repetition of a single word in each run and to maintain a stable level of 

attention during both entire scanning sessions. Each condition was presented in 60 trials, and each 

trial started with an auditory prime stimulus (mean duration =644 ms; standard deviation (SD) = 

114 ms), followed by the presentation of an auditory target stimulus (mean duration =699 ms; SD = 

131 ms). Four experimental conditions were identified: pseudowords trials (PP: suto-cosvo), word- 
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pseudoword trials  (WP: cow-cosvo), associatively related trials (WWr: couch–pillow) and 

unrelated trials (WWur: couch–bridge). 

 

Figure 6.6 Hierarchical task (Source: Nigri et al., 2016) 

On fMRI data, realignment, coregistration, normalization, and smoothing (Friston et al., 1995b) 

were performed. For quality assessment for the identification of outliers subjects we used the user-

defined threshold of 2 voxels on relative displacement of realignment parameters: subjects 

exceeding this threshold were excluded from further analyses. Subsequently, a scrubbing procedure 

was applied to improve the detection of task-related activations obscured by motion and to reduce 

the number of false-positives (Power et al., 2012; Siegel et al.,2014). FD was used as quality 

assessment for head movements in each single subject: volumes exceeding a threshold of > 1 mm in 

at least 5 consecutive volumes were excluded from the subsequent analyses (Birn et al., 2004; 

Power et al., 2012). The scrubbing procedure removed 6 ± 4 % (range: 0–12 %) of the volumes in 

both fMRI sessions only in DOC patients group. 

The following analyses were performed: 

- single-subject whole-brain analysis. The GLM included 5 regressors of interest, obtained 

with the convolution of hemodynamic response (Friston et al., 1995a) with the ideal 

response at target onset for each event-type (WWr, WWur, WP, PP) and baseline, and 

movement parameters as nuisance regressors. Inferences at single-subject level were drawn 

from activated clusters obtained with a voxel-level threshold of p < .001 uncorrected and a 

minimum cluster size of 5 voxels. 

- group analysis. Con images of patients and healthy participants, obtained from previous 

step, were entered into two one-way ANOVA, respectively, with group as between factor 

and the conditions of interest as within-factors. 
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- correlation with clinical data. Pearson’s correlation was applied between CRS-R scores and 

mean beta parameter estimates in anatomical defined ROIs. To avoid a circularity error in 

correlation analysis (Vul and Pashler 2012), the a-priori anatomical ROIs were identified 

based on previous literature (Morosan et al. 2001). They were defined using probabilistic 

atlas of Anatomy toolbox: auditory cortex (AC) including TE 1.0, TE.1.1, TE 1.2, TE 3.0. 

The extraction of beta constrast estimates were restricted to grey matter, due to the severe 

anatomical damage in these patients. In order to create single subject grey matter ROIs, the 

intersection between the probabilistic ROIs and the segmented grey matter map, obtained 

from normalization step, was used. This procedure is demonstrated in seed-based correlation 

improving the reliability of extracted estimates (Varikuti et al., 2016, Chapter 3). 

Moreover, two other evaluations were performed: 

- auditory function of DOC patients before fMRI was assessed with BAEPs and the acoustic 

long-latency responses (slow vertex responses, SVR). BAEPs were considered as “normal”, 

“altered”, or “absent”. 

- presence of a possible cortical metabolism in ROIs was evaluated with FDG-PET scan 

(except one VS/UWS patient not acquired). Standardized uptake value (SUV) map of each 

subject was thresholded (value=2) with value superior to the highest skull-surface cutaneous 

and subcutaneous tissues metabolism (Britz-Cunningham et al., 2012). 

 

6.4.3 Main results 

Three main results can be obtained with this study. 

- First, significant BOLD signal changes were detected in a considerable subgroup of DOC 

patients (8 out of 11), also in subjects evalauted after a very long period post injury. These 

activations were observed not only in MCS patients (n=4), but also in VS/UWS patients (n = 

4). Considering that a previous longitudinal fMRI study demonstrated decreased of BOLD 

single changes in longitudinal scanning sessions (Rousseau et al. 2008), this result is 

particular important in a long-term DOC population. 

Considering the hierarchical levels of the task, in line with our expectations, all the patients, 

except one, showing any activation in upper levels (7 out of 11), presented significant 

activations for this low-level contrast (LLA). Interestingly, we observed a pattern among 

these patients: 3 MCS (MCS2, MCS3, MCS4) patients with no evidence of fMRI activation 

showed a very low score for the auditory subscale of CRS-R (score 1), while MCS1, who 
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showed a unilateral cluster of activation in the left STG, presented a higher score in the 

same subscale (score 2).  

 

 

Figure 6.7 For LLA contrast, there is a relation between score of CRS-R auditory subscale and presence of 

functional activations: score 1 comprise only VS/UWS patients and score >2 only MCS patients. A “grey 

zone” (score 2), that comprised VS/UWS and MCS patients, was highlighted.  

 

 

Notably, 3 patients (1VS/UWS, 2 MCS), among the patients showing activity for LLA 

contrast, presented consistent activation for pseudowordeffect (PWef) contrast 

(WP+PP>WWr+WWur; upper contrast), 1 MCS for PWef and Lex contrast and, 

importantly, 1 VS/UWS for lexical (Lex) (WWr + WWur > WP + PP) contrast. Importantly, 

2 DOC patients (MCS) presented not only an involvement of the STG but also of inferior 

frontal gyrus. The only VS/UWS patient showing BOLD signal changes for the PWef 

contrast presented activations mainly localized in STG and medial temporal gyrus. 

- Secondly, PET metabolism was preserved in regions were significant BOLD signal were 

identified in response to task. However, 3 MCS patients, although presenting supra-

threshold metabolism, did not presented any significant activation for any contrast: we can 
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observe that a preservation of metabolism does not necessarily determine a functional 

processing of stimuli. 

- Finally, a positive correlation was identified between clinical scores and beta contrast 

estimates extracted in bilateral AC during some linguistic conditions (WWur and WP + PP) 

(Figure  6.8). 

 

 

Figure 6.8 Correlation between contrast estimates and CRS-R (Source: Nigri et al., 2016). 

Previous studies showed the importance of auditory-language network in DOC patients: 

language fMRI activity was found to be a reliable marker in predicting the outcome of these 

patients (Coleman et al., 2009; Wang et al., 2015) and functional connectivity in auditory 

resting state network, among other resting state networks, was found to achieve the best results 

in distinguishing between MCS and VS patients (Demertzi et al., 2015). 

Moreover, these results highlighted the important role of neuroimaging studies, in particular of 

fMRI, in the identification of residual processing, “grey zone” (Figure 6.7), not clearly assessed 

with behavioural scale. 
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Conclusion and Future Work 
 

 

 

In this thesis, we proposed auto-calibrated methods, clustering and MD, for the detection of outlier 

subjects/volumes and we compared the results with previous described indices based on user-

dependent thresholds. These methods increased statistical power of GLM computation at single-

subject and group level for the following reasons. First, the methods permitted to detect selectively 

subject and volumes with high spikes movements. Second, the auto-calibration of the two methods 

allows to homogenise the variability among subjects and volumes for movements at level of group 

and single-subject. This ensures a more robust GLM estimation in both low and high movement 

populations as we have observed in the reduction of GLM whole-brain mean squared residuals. 

These methods are particularly suitable to investigate populations with high movements (e.g. 

children, disorder of consciousness, movement disorders) usually not prone to be evaluated using 

the common procedure based on user-dependent thresholds. However, as well known, high 

movements synchronized with task are difficult to discard without a reduction of task-related signal, 

as previously described (Johnstone et al., 2006). Moreover, the proposed auto-calibrated method, as 

the other metrics, based on realignment parameters. This estimation could not be entirely accurate 

because sampling depended on TR, might not reflect properties relevant to all slices, and could be 

influenced by how data was processed prior/during to realignment (Andersson et al., 2001). 

Clustering and MD methods based on realignment parameters provided an alternative data-driven 

approach in contrast to other methods based on user-dependent thresholds implemented in other 

fMRI analysis softwares, such as AFNI (3dToutcount; https://afni.nimh.nih.gov/afni), FSL 

(fsl_motion_outliers; Jenkinson, Beckmann, Behrens, Woolrich, & Smith, 2012) and SPM 

(ArtRepair toolbox; (Mazaika et al., 2007). Through this approach, we obtained a quantification of 

the motion spurious artefacts specific for the investigated sample with an auto-calibrated definition 

of exclusion thresholds based on similarity among subjects/volumes. Further studies on resting state 

and task-fMRI data are necessary to test these temporal masks obtained with clustering and MD 

applied to different approaches of scrubbing (Churchill et al., 2015). 
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On the other hand, in a low-motion dataset, we demonstrated that an optimized pre-processing 

pipeline, using recent advances in resting state pre-processing field, can reduce the influence of 

spurious signals on BOLD signal related to task. The regression of only realignment parameters 

cannot achieve the best results in signal variability and strength of task. In case of low-motion 

dataset a more robust results can be obtained with the regression of physiological signals, derived 

from data itself, alone or combined with realignment parameters. These results underlined the 

choice of optimized pre-processing pipelines targeted on sample of interest. Also in this case, 

different orders of pre-processing steps need to be validate in larger cohorts (Churchill et al., 2015) 

or in high-motion datasets. 

 


