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Abstract

Early diagnosis has become one of the main tasks for modern medical research, in par-
ticular for genetic hereditary diseases and tumours. One of the most used approaches
to perform a liquid biopsy is the blood test, in spite of two main limitations. Firstly, the
knowledge about specific biomarkers is weak. The second limitation regards not just
the type of biomarker, but also its concentration. Since a great amount of information
about the body is carried inside the blood, an efficient blood analysis represents a pow-
erful tool in healthcare strategy. Recently, attention turns to cell released vesicles called
Extacellular Vesicles. Due to their role as carrier of information for intercellular com-
munication Extracellular Vesicles represent a feasible way to support early diagnosis.
Thus, their biogenesis, biostructure and efficient isolation have gained interest. One
of the main expanding areas of research focuses on exosomes, which are lipid bilayer
membrane vesicles released by almost every mammalian cell type.
Different laboratory protocols which exploit conventional techniques, such as ultracen-
trifugation, are widely used to separate exosomes/nanovesicles from biological fluids.
However, despite their incredibly high efficiency, they are expensive, time consuming,
technician dependent and they present low yield. Lab on a Chip technologies have
emerged as alternative techniques to overcome these drawbacks.
Different microfluidic systems have been developed based on the most varied strate-
gies for separating nanoparticles, such as acoustophoresis, dielectrophoresis, magne-
tophoresis, deterministic lateral displacement. This thesis presents the design and op-
timization of devices that can improve the separation of nanoparticles, e.g. exosomes,
in a blood sample. There is heterogeneity in particles dimensions inside the blood, e.g.
red blood cells, white blood cells, platelets and extracellular vesicles. Therefore, This
thesis first focuses on a pre-cleaning stage, designing a ”size-exclusion” device that sep-
arate bigger particles through a pillar structured filter. The trapezoidal shaped arrays
were optimized using a numerical approach to obtain homogeneous mass flow rate over
the filtering modules and low pressure drop along the channel. This led to developing
a device that could efficiently stop particles bigger than 2 𝜇m. Subsequently a more
pioneering technique, called acoustophoresis, was adopted with the aim of separating
smaller particles. In this technique, ultrasound acoustic waves are used to generate a
force formanipulation of particles inside amicrofluidic channel. Themain aim herewas
to increase the separation efficiency of the acoustophoretic systems and thus decrease
the critical size of the particles, which is main limit of this technique. The first aspect
that was attended to was the influence of the aspect ratio of the channel cross-section
on the focusing efficiency of the particles. A 2D cross-section of a microfluidic channel
was considered and validated with a 3D model implemented using the limiting velocity
theory. The results show an increase in the focusing efficiency of the particles with
higher aspect ratio of the channel cross-section, including sub-micrometer diameters.
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Subsequently, the thesis investigates the effect of inhomogeneous fluid on the separa-
tion of sub-micrometer particles. ”Stabilized concentration profile” was compared to an
”acoustic fluid relocation”. Both strategies were analysed using a finite element method
numerical approach. The percentage of cells collected in the central outlet was com-
puted using a pseudo 3D model with a plug flow assumption. A mixture of white blood
cells and platelets was considered. Promising results were obtained for a stabilized con-
centration profile, showing an increasing separation efficiency with higher flow rates.
On the other hand it was not possible to identify a trend for the fluid relocation ap-
proach, since the separation is strictly dependent on the switching position of the two
fluids along the channel.
The insights gained from this thesis may be of assistance to further research about parti-
cles separation. In particular the novel microfluidic approaches presented in this study
can pave the way to the development of diagnostic devices for Extracellular Vesicles
isolation from a blood sample. Moreover, this work contributes to existing knowledge
of acoustophoresis by providing a preliminary understanding about the influence of
channel aspect ratio and of inhomogeneous fluid for particles separation.
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Chapter 1

Introduction

A general background about exosomes and their separation is presented in this first
chapter. The current common techniques used to obtain nanovesicles from a blood
sample are introduced (section 1.1) in the first part of the chapter. Some of the dis-
advantages presented by conventional techniques are shown and possible alternative
microfluidic techniques are illustrated at the end of this chapter (section 1.2).

1.1 Exosomes
Living cells usually release Extracellular Vesicles (EVs). These are classified as func-
tions of their role in human body, size and cell of origin. In fact, the mechanism used
by cells to exchange information is also through membrane vesicles that are secreted
and present in low concentration in body fluids such as blood, saliva, breast milk and
sperm [1]. The heterogeneous family of Extracellular Vesicles comprehends exosomes,
ectosomes, microvesicles, microparticles, prostasomes, tolerosomes and nanovesicles
[1]. They present a huge dispersity, ranging from microvesicles (≈ 100-1000 nm) [2] to
exosomes (≈ 20-100 nm) [2, 3]. It has been found that EVs are involved in several patho-
logical and physiological processes (i.e. inflammation, immune disorders, neurological
diseases and cancer) [4]. For this reason interest in exosomes has grown significantly.
They are nano-sized extracellular vesicles released for intercellular communication and
the peculiarity is in their content, which depends directly on the cell of origin and it
is unique [5]. A schematic representation of exosome biogenesis is shown in Figure
1.1. At the beginning multivesicular endosomes MVEs are formed, then they carry the
exosomes from the inside of the cell to the extracellular space [1]. Exosomes make an
important contribution in several biological processes such as intercellular communi-
cation, immune function; development of stem cells, neuronal function; cell signalling,
tissue regeneration, and vital replication [2, 5]. For example, exosomes play an impor-
tant role also in the initiation, growth, progression and drug resistance of cancer [6].
Thus, exosomes have a clear strict link to their cells of origin. Due to this and also
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Figure 1.1: Schematic representation of exosomes genesis Multivesicular endosomes
(MVEs), which carry the exosomes, are formed in the intracellular space. They are
released in extracellular space, after the fusion of MVEs with the cell membrane.[1].

to the requirement of clinical biomarkers by minimally invasive techniques, exosomes
have been found to play an important role in the research for treatments and diagnosis.
The amount of exosomes released from cancer cells is higher compared to the amount
produced by healthy cells. These promote the transformation of local healthy cells into
unhealthy cells and contribute then to the formation of a favourable micro environment
at future metastatic sites [7]. Exosomes are commonly isolated from human samples
using different techniques such as filtration, polymeric precipitation isolation, liquid
chromatography and the most used is ultracentrifugation [8]. A brief overview of the
commonly used techniques is shown in the following sections.

• Differential Centrifugation/Ultracentrifugation
Differential centrifugation is the most applied and basic method for the separa-
tion of exosomes from human fluids. The isolation take place due to the difference
in size and physical properties between the targeted particles and the rest of the
sample. The protocol is composed by a sequence of centrifugation steps with
different speeds. In each step, pellet (cells, dead cells and cell debris) and super-
natant are separated and this last is then used for the next step [9]. Although
this technique is simple and it has a high efficiency of purification, it is also time-
consuming, labor-intensive, instrument-dependent and it requires a big amount
of serum samples [8, 10]. Furthermore, due to the high gravity force, there is a
high tendency for the particles to aggregate and sometimes to break [11].

• Density Gradient Centrifugation
In this technique an inert gradient medium is needed. The method is based on the
sinking of components in the sample due to their different isodensity zone during
a centrifugation. Amolecule that is commonly used in themedium to increase the
density is the sucrose. The density gradient centrifugation could be thought as
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alternative to the traditional ultracentrifugation with a resulted exosomes sample
with higher purity. The strong density gradient prevent the mixing, the rupture
and deformation of the exosomes which is one of the main advantages. On the
other hand, this method is time-consuming (a long process is needed to prepare
the gradient medium) and the throughput is not high. Other shortcomings are
the high costs of the instruments required for the density gradient centrifugation
and the need of space in the laboratory for locating these machineries [12].

• Extraction Using Immunomagnetic Beads
This method is based on spherical magnetic particles coated with monoclonal
antibody specific to a certain marker expressed by the target exosome. Particles
with these properties are called immunomagnetic beads. First, a sample in which
the beads are linked to the exosomes with the associated receptor molecule has
to be prepared then, if a magnetic field is applied, the forced movement of these
complexes allows the separation of the desired exosomes population. Although
this method is quite simple to carry out and it is very target specific and keep
the integrity of the collected exosomes, one of the main disadvantage lies in the
bound between the beads and the target vesicles. In fact it is not simple to un-
bound by elution, thus the complexes cannot be used for all the downstream
experiments [8, 13]. Moreover, this technique, due to the high selectivity, let to
separate a specific subpopulation which expresses the target biomolecule. This
could represent a advantage when the antigen-antibody is known, on the other
hand could be a disadvantage since all the desired subpopulation is at the end of
the analysis a complex with the beads, thus unusable.

• Extraction Using ExoquickTM: Exosome Precipitation Reagent

ExoquickTM is a commercial exosome precipitation reagent, used for the com-
pound polymerization precipitation. Mixing the sample with the ExoquickTM
reagent, a mesh-like polymeric grid is formed which captures the exosomes in a
range of size that commonly goes from 60 to 180 nm. These are extracted as pel-
lets with a centrifuge working at low speed. This technique has the advantages to
be fast and simple and yet it needs just a basic centrifuge [8]. Even though it does
not need great amount of sample, this technique present three big disadvantages.
The former one is that some contaminant molecules should be extracted with the
exosomes. One other disadvantage is that only exosomes with a certain diameter
could be extracted, thus the technique is not feasible for larger exosomes.

• Chromatography
Also called as Size-exclusion chromatography (SEC) is based on the different
movement of particles in samples through a commercial filtration column [5].
Macromolecules that have a dimension greater than the pore size cannot pass,
meanwhile smaller molecules could enter in the gel pores and be retained in the
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column. This permits an high purity throughput, although the volume extracted
is very low and the laboratory equipment is extensive [8].

Due to the several limitations of the methods presented above, many novel techniques
for the separation of exosomes, which do not involve the use of microfluidic, have been
recently developed. Some of these are reported below.

• Stirred Ultrafiltration
The pore size of an ultrafiltration membrane can intercept or allow the passage of
substances as function of their relative molecular mass. The advantage of stirred
ultrafiltration is that it is less time consuming, and it does not need an ultra-
centrifuge. Moreover, the number of exosomes per sample volume is very high,
and yet compared to the ultracentrifugation this method requires lower pressure,
thus the integrity of the exosomes is better guaranteed. However, due to the size
based principle the purity of the sample is not so high for the presence of com-
pounds or molecules with the same dimension of the extracted exosomes, such
as microbubbles and apoptotic bodies [8].

• Nanoplasmon-Enhanced Scattering (nPES)
The principles behind this techniques are very similar to the Enzyme-linked Im-
munosorbent Assay (ELISA). Antibodies against cellular markers usually present
on exosome membrane are used to selectively capture and detect them. The pro-
cedure begins with a sensor chip which is prepared for sample application. This
means that a specific antibody is linked to the silica surface, thus all the exo-
somes that express the precise marker can be trapped when the sample is loaded.
After that, Antibody-coated Gold Nanoparticles probes (GNPs) are inserted in
the system so these can be linked to captured exosomes forming GNPs-exosomes
complexes. In this way the target exosomes can be separated from the sample and
detected through dark-field microscopy. This method is rapid, high-throughput,
sensitive and specific but it is also expensive and complex due to the statistical
tools needed to detect the amount of radiation.

In conclusion, conventional techniques used to separate nanoparticles present several
limitations. The time requirement of some approaches, as chromatography and elec-
trophoresis, is very high. A large volume of sample for separation is commonly re-
quired. Furthermore, some traditional ways (i.e. selective precipitation and ultracen-
trifugation) lead to sample loss, or aggregation, when a sieving separation techniques
is used. The finally draw back, is the high expensive equipment dependency of these
technique. The advantages and limitations in terms of volumes, recovery, contaminant
and clinical applicability are reported in 1.1.
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DC DGC SEC UF IC Precip.
Isolation
Major Contaminant Similar-

sized
particles

Lipopro-
teins

Same size
particles

Same size
particles

Soluble
proteins

Protein

Major artifact EV-particle
aggregates

EV-particle
aggregates

Protein
complex,EV-
particle
aggregate

EVs/𝜇g protein
increase(fold)*

1-15 1-20 70-560 1-10 1-50 1-3

Concentration
Volume reduction (fold)* 0.2-8 ≈1 0.2 <240 5 ≈50
EVs recovery,%* 2-80 10 40-90 10-80 90
Pratical
Assay time,h 3-9 16-90 0.3 0.5 4-20 0.3-12
Sample volume mL-L 𝜇L-mL 𝜇L-mL 𝜇L-mL 𝜇L-mL
Clinical applicability No No Yes No Yes Yes

Table 1.1: Advantages and Limitations of conventional techniques to separate Extracel-
lular Vesicles. Adapted from [14].
DC: differential centrifugation, DGC: density gradient centrifugation, EV: extracellular
vesicles, IC: immunocapture, Precip.: precipitation, SEC: size exclusion chromatogra-
phy and UF: ultrafiltration.
*The values come from studies that uses not only different isolation techniques but also
different materials and methods thus values cannot be compared between the isolation
approaches.

1.2 Separation of nanoparticles with microfluidics
The exosomes (and more in general biovesicles) present a high dispersity and huge
differences in properties as function of their content. Moreover, there is a lack in the
actual literature about the mechanical properties of these nano-sized particles. It is for
this reason that commonly the devices are firstly optimized for the separation of syn-
thetic nanoparticles and further tested with biological samples. Thus, finding a good
way to separate nanoparticles has aroused interest, in order to avoid or limit the draw-
backs of the methods expressed above (the discontinuity in process, multiple steps of
preparation and large sample volumes). Microfluidic technique has offered a simpler,
low-cost and continuous alternative. On the other hand, although microfluidics has
been well-established and widely applied as micro-particles separation technique, it is
now facing several difficulties with the conversion to a nanoscale separation. Generally
speaking, microfluidic techniques can be classified as active and passive. Passive sepa-
ration only relies on specific properties of the microfluidic device, such has geometry,
hydrodynamics or surface characteristics, meanwhile the active separation needs an ex-
ternal applied field to achieve the displacement of the particles. The main approaches
for both passive and active separation will be described below and summarize in Tables
1.2 and 1.3 respectively. Usually to sort particles with active separation, external forces
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are necessary to generate a displacement from the initial position. These forces (present
for example in dielectrophoresis, acoustophoresis) are strictly dependent on the size of
the particle. Due to this effect (for a more detailed explanation see section 2.2), simply
increasing magnitude and frequency could not achieve a higher efficiency. In addition,
when the particle size decreases, Brownianmotion becomes important, and it could lead
to a decrease in separation. Thus, the separation of nanometric entities in microfluidic
devices is a challenging point that has gained interest in the scientific community. As
mentioned above, instead of using an external field, many studies investigate the use of
microstructures in the channel, pores, pillars or membranes to selectively separate par-
ticles as function of their size. The main drawback of this approach lies on the usage of
sophisticated technologies needed to fabricate and characterize these structures at the
nanoscale [11]. One more point that has to be taken in account is the high surface to
volume ratio of nanometric particles. This is directly linked to an higher surface energy
and thus to possible aggregation and sticking to the walls of the device. This highlights
the importance of surface treatments, of the right choice of the buffer solution, and
the surfactant for limiting the aggregation during the separation process. In addition,
compared to the conventional methods, the throughput of microfluidic separation tech-
niques is still a challenge for industrial scale-up, when high volumes of samples come
into play. One of the most common solutions is to stack the microfluidic devices in
parallel, but it might not be enough or achievable for all the cases. Both active and
passive separation techniques present different advantages and limitations. As briefly
described above, the active separation technique uses various forms of external fields.
The force generated lead to the manipulation and separation of particles with slightly
high performances compared to passive techniques. On the other hand, these last ap-
proaches have simpler structures and do not need an external field. In spite of this, the
size of the device is relatively large, due to the strict dependency on channel geometry
and structures. Moreover, passive approaches use low flow rate leading to a higher time
consuming separation [15].

1.2.1 Passive Separation
• Membrane-based filtration
This method is based on the usage of a microfluidic device, which is built fol-
lowing the same principles of a size-exclusion chromatography. Two membranes
with different pore sizes are placed in series. Particles that are larger than the
first filter can not enter the sample chamber, and similarly particles lower than
the second pore size flow in the waste chamber and at the end the filtered sam-
ple, which have entities with dimensions between these two outer boundaries,
can be collected in the sample chamber. The flow can be driven by pressure [12]
or by electrophoretic migration . The efficiency of enrichment of the exosomes
is much higher than ultracentrifugation. Moreover, this technique, since it uses
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a size exclusion principle, does not require any usage of antibody neither of ex-
pensive equipment. The main disadvantage in using this kind of systems is the
presence of high pressure at the membrane that could lead to the rupture of the
vesicles, and thus influence the purity. In addition the integrated double filtration
microfluidic device has the same lack in purity as in ultracentrifugation and ultra-
filtration methods [8, 16, 17]. Recently a lab-on-chip device, called Exosome Total
Isolation Chip (ExoTIC), was developed by Liu and co-workers [18]. The device
works based on the simple principle of filtration using nanoporous membranes
that can enrich and purify exosomes between 30-200 nm in size. The working
protocol of the device is the following. First, the sample is introduced through
a syringe pump into the system. After that, the device is rotated by 180°, thus
the proteins and free nucleic acids are free to flow out from the outlet and the
exosomes are collected on the filtration membrane. It represents a simple, fast,
cost-effective, and scalable method. Furthermore, because this protocol achieves
a high-yield of extracted exosomes even from small samples, it can be used for
point-of-care testing and several other applications and studies [18].

• Inertial microfluidics
This is a passive separation based on the geometry of the device. Nowadays
different inertial microfluidic systems have been developed for the separation of
particles such has straight microchannels, spiral microchannel, serpentine geom-
etry and expansion contraction array [11]. The Brownian motion is predominant
when small particles are considered, and it makes the separation challenging at
the nanoscale. Inside a straight microchannel the balance of lift forces let the
separation happen, while in a spiral chip the centrifuge force has an important
role too. When a fluid flows around the surface of a suspended object, a force is
generated and its perpendicular component respect to the flow direction is the
lift force. Both when a straight or a spiral channel are considered, the net lift
force (FL) experienced by a particle is the sum of a shear-induced inertial lift
force (FIL) and the wall-induced inertial lift force (FWL). Former one is a fluid
flow dependent force. In fact, in a Poiseuille parabolic velocity profile results in
a shear-induced lift force experienced by the particles, which are pushed away
from the channel centre. As the particles approach the walls the wall-induced
inertial lift force become dominant and move the particles away. The balance be-
tween these two oppositely directed forces defines the equilibrium position. The
spiral microchannel showed a high efficiency of separation. In more detail, if high
flow rates are imposed in a spiral device, even if the laminar flow condition is still
valid, a two-vortex shaped secondary flow is established. Small particles can ex-
perience these vortexes, meanwhile larger one are pushed forward the wall by the
centrifugal force. The magnitude of this phenomena can be described through an
adimensional number called Dean Number (De) [19, 20]. Lee et al. [20] used this
method to separate efficiently nanoparticles with 150 nm of diameter, from 1 𝜇m
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particles.

• Deterministic Lateral Displacement (DLD)
Deterministic lateral displacement DLD is a technique which utilises a prede-
fined pattern of pillar to precisely generate a unique flow streamlines, that allows
the separation of particles. In the last years, this kind of microfluidic technique
has been widely investigated for the separation of circulating tumour cells [21],
spores [22], blood cells [23], mammalian cells [24], bacteria [25]. The principle
behind this technology is to use a particular arrangement of pillar for controlling
the displacement/trajectory that the particle could have as function of its diame-
ter [26, 27]. In other words, deterministic lateral displacement does not work on
diffusion, thus particles with higher or smaller size follow different, predefined
paths determined by the array of pillars. There is a cut-off diameter between two
different possible behaviours, as shown in Fig.1.2. The former one is for particles

Figure 1.2: Schematic representation of deterministic lateral displacement’s phenom-
ena. Two type of particles experience difference behaviours: the green one is moving
following a ”displacement mode”, meanwhile the red one (smaller) is flowing with a
zigzag mode, dependently on their centre of mass position respect to the fluid lamina.
Adapted from [15].

larger than the width of the fluid streamline attached to the post. These will be
forced to follow the streaming far from the posts. They will be bumped deter-
ministically at each subsequent row following the so called ”bump mode”. On
the other hand, if the particles are smaller than the width of the fluid streamline
closer to the pillar, they will perform a ”zigzag” pattern, near to the posts and
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following the streaming [28]. If one has to separate particles at the nanoscale,
this critical value will obviously decrease and a smaller gap or row shift fraction
is needed and yet diffusion phenomena becomes predominant when the diam-
eter of particles is small. These particular adjustments lead to a less efficient
device. A small gap, between two pillars, increases the hydrodynamic resistance,
thus higher pressure is required, and the fabrication becomes harder too. On
the other hand, a small row shift fraction, lower respect to the common values,
lead to a longer separation region and higher probability of diffusion. Although
these problems are important and the presence of pillars promote clogging and
the throughput decrease fast over time. Moreover, this technique is simple and
widely studied and used for micro/nanoparticles separation [11].

Technique Phenomena Advantage Disadvantage
Membrane based
filtration

Sieving Simple technique and
high separation effi-
ciency

High chance of
membrane clogging
and medium-low
throughput

Inertial microflu-
idics

Dean vortices Very high separation
efficiency, simple
fabrication and high
throughput

Efficiency affected by
particle-particle inter-
actions

DLD Specific patterned pil-
lars

Simple and efficient
technique

Low throughput, not
simple to fabrication,
high possibility of
clogging.

Table 1.2: Summary of passive microfluidic technique for nanoparticles separation.

1.2.2 Size-exclusion devices for nanoparticles separation -An ex-
ample of passive microfluidic technique

Since the first approach used in this work involved developing a passive system which
could separatemicrometer sized particles from a blood sample, in this section an overview
of size-based separation device is presented. These systems usually involve the use of
nanofilters, nanoporous membranes or nanoarrays, which could be fabricated for cov-
ering the section of the microchannel or set on a inner surface of this. Desired particles
could be trapped (or could flow) through the structures while a flowrate or a pressure
drop is applied. This kind of technique is widely used for nanoparticles separation, par-
ticularly for exosomes. One of the most pioneering studies is Wang et al. [29] which
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consist in the fabrication of nanowire-on-micropillar structures for trapping exosome-
like lipid vesicles. One of the most known examples of size-based separation technol-
ogy, as explained in the previous paragraph, is deterministic lateral displacement since
the physics behind filtration phenomena is size-dependent (illustrated in Fig. 1.2). a
highly innovative device which used this strategy was studied by Huang et al. [27].
They presented a hydrodynamic based microfluidic system which separated micro and
nano particles depending on their sizes. They imposed a laminar flow and through the
use of periodic array of squared micrometer scaled obstacles they obtain a different
migration path for each size was obtained. Another example of device that used deter-
ministic lateral displacement was presented by Santana et al. [30]. They implemented
a microfluidic technology that separates microvesicles, as a function of diameter, from
a cancer-cell-derived extracellular vesicles population. This system was designed to
control particle trajectories using microfluidic obstacle arrays. A ground breaking tech-
nique was developed by IBM research team [31], where silicon processes were used to
produce nanoscale deterministic lateral displacement arrays. They demonstrated that
for low Péclet number (Pe), particles in the range of few hundreds nm can be separated
(for a more detailed explanation of the Péclet number, see section 2.1). Another sized-
based technique is nanofiltration. In this case the process is very simple. A membrane
allows particles smaller than cut-off sizes to flow. In this case the processes and ma-
terials for the membranes represents the bottleneck. Over the years several possible
solutions were investigated. One example is the Lab-on-a-Chip developed by Kim et
al. [32]. A commercial membrane was included within microfluidic channels in order
to separate cells from whole blood. Moorthy et al. [33] developed a polymer-based
membrane using emulsion photo-polymerization. This porous filter embedded inside
a microfluidic channel was used to separate blood cells from serum. Crowley et al.
[34] instead demonstrated the use of a passive transverse-flow microfilter device for
the separation of plasma from whole blood and the device presented works entirely via
capillary action.

1.2.3 Active Separation
• Field-Flow Fractionation FFF
It is a technique based on the coupling of hydrodynamic forces, Brownian motion
and external force field. The transversal applied field leads the particles motion
towards the side walls of the device [11]. The working principle is based on
the retention time of the particles that comes from the balance between diffu-
sion movement and the forces generated by the external applied field. In other
words, the separation mechanism relies on differences in particle mobility under
the forces of the field, in equilibrium with the diffusion transport phenomena. At
this point, the parabolic laminar-flow-velocity profile in the channels determines
the velocity of the single particle, based on its position from thewalls. Since every
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particles depending on size/mass will have different travelling speed, the separa-
tion occurs [35], as shown in Fig. Figure 1.3. The type of the applied field can
differ based on the particles properties used for the separation, i.e. electric field,
magnetic field or thermal gradient. This technique presents a high throughput
and separation efficiency. However, parameters such as field magnitude, sample
types, solvent type, have to be optimize to improve the separation[11].

Figure 1.3: (a) Schematic representation of a FFF device. the parabolic profile is shown
and the vertical grey arrows represent the external applied field perpendicular to the
flow. (b) Sketch of the common mechanism of separation: B component flows faster
due to higher diffusion and its equilibrium position corresponds to higher velocity and
thus collected earlier than A component. (c) A diagram that represents the collected
fractions at the outlet of a FFF device. Adapted from [36].

• Centrifugal microfluidics
Usually to overcome the Rayleigh-Taylor hydrodynamic instability in conven-
tional centrifugation, a density gradient is needed, as reported in the previous
section. This represent a big disadvantage since a long preparation and the right
choice of the chemical are necessary to achieve the right density gradient. A mi-
crofluidic device was developed by Arosio et al.[37]. It works as density-free cen-
trifuge and it is not based on surface interactions compared to other techniques.
One point of strength of usingmicrofluidic instead of a conventional system is the
shorter time to sort nanoparticles without sample dilution. The working princi-
ple of centrifugal microfluidic is the difference in displacement due to centrifugal
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forces based on particle sizes and densities. Since a centrifugation equipment
is needed it makes this technique not common for particles separation. More-
over, it is a discontinuous method, thus it is losing one of the main advantage of
microfluidic.

• Optophoresis
The first approach to optical manipulation was done by Ashkin in 1970. An opti-
cal system was developed for trapping and moving individual particles inducing
an optical force as function of their size, shape and optical properties [38]. Nowa-
days the separation occurs with an optical force perpendicular to the flow which
moves the particles in different positions of the microchannel. Three main forces
are present in optofluidics: the drag force, the optical scattering force and the op-
tical gradient force. In these systems nanoparticles are affected only by the drag
force, meanwhile larger particles displacement is affected both by Stokes force
and optical forces, as shown in Fig.Figure 1.4. This techniques presents high sep-
aration efficiency and throughput. Although, overheating or photodamage in the
sample do to optical source represents one of the main drawback [11].

Figure 1.4: Schematic representation of optophoresis principle. The sample contains
micrometer particles (≈ 1𝜇m, orange), submicrometer particles (≈ 200 nm, green) and
the smallest nanometer particles (≈ 50nm, blue). For largest particles (orange), the scat-
tering force is dominant, thus they are pushed away from the optical source. The green
particles experience the optical gradient force which leads to a motion towards the opti-
cal source. The smallest particles (blue) are experiencing only the hydrodynamic force,
so they follow the streamline. Adapted from [11].

• Magnetophoresis
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Depending on the source of the magnetic field two kind of magnetophoretic de-
vices can be developed. One use electromagnetic strips integrated in the mi-
crochannel during the fabrication process. The other one is based on the actu-
ation of an external magnetic field. As function of magnetic susceptibility dif-
ference between the particles and the fluid it is possible to have a positive or
a negative magnetophoresis. In the positive magnetophoresis the particles are
moved toward the greater magnetic field. If the magnetophoresis is negative par-
ticles migrate away from themagnetic source. Polymeric materials can be used to
produce these kind of systems. This technique presents several advantages: the
device is simple to fabricate, magnetophoresis does not require large sample elu-
tion and it presents high throughput. When the separation involves paramagnetic
particles, they can be simply moved by the magnetic field. For diamagnetic par-
ticles a prior conjugation with paramagnetic antibody-conjugated nano-beads.
The long procedure to label with antibody the magnetic beads represents one of
the main drawback of this technique [11].

• Affinity-based sorting
This technique is characterized by the affinity between the target particles and a
specific surface, structure or material, which let to separate bound particles from
unbound ones. Thismethod is self-standing or can be integratedwith other active
separation technique, such as magnetophoresis. The affinity-based sorting has
the same working principle of chromatography, by selectively binding the target
to the stationary surface while the sample is flowing through the chip. Mainly
affinity-based sorting is used for the separation of biomolecules or biovesicles
since they present a target molecule on their membrane that is used to create
the bound with the functionalized surface. For example, the affinity-based sort-
ing was used for trapping circulating extracellular vesicles [39]. Two type of
approaches are reported in literature: A device that uses a functionalized inner
surface(s), where the interaction takes place or systems that use capture beads.
However, in many cases the protocol expects a sample mixing and incubating
to achieve complexes formation. The separation, washing and analysis is done
downstream on-chip [5]. Although the antibody, or aptamer, binding has a high
specificity, the procedure is expensive and it is very hard to prepare the surface in
the right way. The non-specific surface adsorption represent a cheaper but less
efficient way to perform affinity-based sorting. For example, new investigations
demonstrate the use of electrostatic interactions or hydrophobicity [40, 41].

• Electrophoresis
Since the equipment is very simple and the forces are easily controlled, elec-
trophoresis is one of the most common used microfluidic technique for the sep-
aration of nanoparticles. While particles suspended in the medium are experi-
encing the drag force, three other forces, generated by the applied electric field,
play a fundamental role in the separation: electrophoretic, electroosmotic and
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dielectrophoretic (when the electric field is not uniform). Electrophoresis is re-
ferring to the movement of charged particles in the presence of an electric field.
This motion depends on the particles electrophoretic mobility. This last factor
is dependent by the zeta potential of the particles and the physical properties
of the fluid. This force is at the base of the charged-based separations. An in-
teresting example of the electrophoresis application in microchannel is the so
called miniaturizing free-flow electrophoresis (𝜇FFE). This technique couples a
pressure-driven system with a transversal electric field to achieve a continuous
separation [42]. A deep understanding of the phenomena and the forces that
take place in this systems is presented in the study of Jeon et al .[43]. Their study
was focused on the development and analysis of a pressure-driven flow induced
miniaturizing free-flow electrophoretic device (Figure 1.5). It has a common T-
junction structure, with one inlet for the sample and two outlets. In their paper
the importance of comparing the effects of electroosmosis and electrophoresis to
analyse the particle displacement is underlined. The separation is possible when

Figure 1.5: On the top an example of polydimethylsiloxane electrophoresis device. On
the bottom a schematic representation of the separation principle. The particles expe-
rience different electrophoretic forces as function of their properties when an electric
field is applied. Adapted [43].
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the electroosmotic mobility of the microchannel is lower than the electrophoretic
mobility of the particles. When this request is not achieved the electroosmotic
force acts opposite than the electrophoretic force, which lead to a hard separa-
tion capability. In this perspective is important to choose correctly the material
of the device. Recently different materials have been used for electrophoretic
microfluidic devices. Nowadays it is possible to produce the whole device using
3D printing approach, as the one proposed by Barbaresco et al. [44]. When a
non-uniform electric field is applied to induce a force acting on the particles, the
technique is called (Dielectrophoresis (DEP)) Dielectrophoresis. The force has
magnitude and direction as function of the gradient of the electric field and parti-
cle’s electric dipole. It is called positive DEP when ratio between electric permit-
tivity of the particle and the suspending medium is lower than one. This implies
a displacement of the particles toward the higher electric region. When this ratio
is higher than one it is called negative DEP and the particles will move towards a
low electric field region. It was numerically proved the possibility of use a contin-
uous dielectrophoretic separation of 30 nm from 60 nm gold nanoparticles [45].
Another way to achieve an electrophoretic separation is the Ion concentration
polarization (ICP), technique based on the usage of Nafion™injunction under an
applied electric field. The cations transported by Nafion™cause a ion-depletion
zone on the anodic side and a cationic enriched side. This phenomena lead to an
amplified electrophoretic force that deflects the particles from the flow stream-
lines as function of their electrophoretic mobility [11].

• Electrohydrodynamic vorticesWhen a microscaled channel is considered, the
laminar flow condition is commonly respected (Reynolds number (Re) < 1, a more
detailed explanation of the Reynolds number in section section 2.1). If parallel
microelectrodes strips are placed in a transverse direction respect to the flow, a
travelling wave can disrupt the flow and induce vortices. These induced eddies
can be used for trapping nanoparticles. One of the main study about the separa-
tion of nanoparticles using this technique came fromGreen et al. [46]. The aim of
this study was to separate 93 nm and 216 nm diameter latex particles. Although
this approach can present a very high efficiency, it has a very low throughput (2
𝜇L/h) and the fabrication process is complex[11].

• AcoustophoresisWhen an acoustic field is applied, and particles are moved due
to their different properties (e.g. density and compressibility) compared to the
suspending medium the phenomena is called acoustophoresis. During the years
different studies were performed in order to improve the efficiency of these tech-
nology and understanding the physics behind. Two kind of systems have been
classified in literature called BAW devices and Surface Acoustic Waves (SAW)
devices. The difference between these is about the type of acoustic wave that is
propagated inside the systems, as the names underline. Bulk acoustic wave de-
vices use a standing wave created inside a fluid volume in a confined chamber.
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This is possible when the ultrasound wavelength matches the geometric dimen-
sion of the microchannel. The limiting part of this technique is the necessity
of hard material for the chip since the wave must be completely reflected in the
chamber. This lead to harder fabrication processes respect to the use of softer ma-
terial such as polymers. For example, glass and silicon have very good properties
for standing wave, since it presents a large density different compared to aqueous
fluids, it is chemically inert and it has a quite high speed of sound [47]. Mean-
while, surface acoustic waves devices do not require acoustic reflection properties
of the materials, since the wave is propagated and generated through interdig-
itated transducers, coated on a piezoelectric material. The shape of the wave
is then defined by the design and the location of the interdigitated transducers.
There are sill limitations of acoustophoretic-based blood component separation
systems. For example, the throughput is very low (𝜇L/min is the common range).
Moreover, acoustofluidic separation is mainly studied for manipulate microscaled
particles such as cells, platelets and bacteria. It remains challenging to manipu-
late sub-micron entities in blood including proteins, vesicles, aggregates, virus or
biomolecules.

1.2.4 Acoustophoresis in BAWdevices for particle manipulation
- An example of active microfluidic technique

Generally speaking, a wave is generated when a vibration is propagated through the
neighbouring area, which starts to vibrate, causing in turn another neighbouring envi-
ronment to begin to vibrate and so on. In acoustics, waves are described by a pressure
oscillation in the medium (solid or fluid) caused by the wave. This happens because
when a wave passes through any medium, the distance between molecules (or atoms)
changes periodically. Now consider the medium as a string with one fixed end. A pulse
can be sent through the free end down the length of the string. The motion of the par-
ticles in the string is directed perpendicularly to the pulse direction. A transverse wave
traveling down the length of the string can be seen. If the disturbance is harmonic it
can be represented mathematically by a combination of sine and/or cosine. Consider a
wave traveling along the x direction with a particle displacement along the y-direction,
as expressed in Fig. 1.6. A wave can generally be described by the equation

𝑦(𝑥) = 𝐴 𝑠𝑖𝑛(𝑘𝑥 + 𝜙), (1.1)

where A is the amplitude (in this case the maximum displacement of the string) in the
y-direction, k represents the wave number and 𝜙 the phase. As the disturbance moves
to the right there is a shift in the position Δ𝑥 = 𝑥𝑓 − 𝑥0 in a time range Δ𝑡, thus with a
wave velocity 𝑐 = Δ𝑥

Δ𝑡 . A traveling wave, then, has to be expressed as function of space
and time. A more general equation for a traveling wave is

𝑦(𝑥, 𝑡) = 𝐴 𝑠𝑖𝑛[𝑘(𝑥 − 𝑐𝑡) + 𝜙]. (1.2)
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Technique Phenomena Advantage Disadvantage
FFF Applied external field

and asymmetrical
flow

High throughput and
high separation effi-
ciency

Specific sample, sol-
vent or membrane are
needed

Centrifugal
microfluidic

Centrifugal and hy-
drodynamic drag
force

High throughput, no
density gradient and
dilution

Need a centrifugation
equipment, discontin-
uous

Optophoresis Optical scattering
force, Optical gradient
force and Stokes force

High throughput and
separation efficiency

Overheating and pho-
todamage of the sam-
ple

Magnetophore-
sis

Magnetic susceptibil-
ity properties of parti-
cles and fluid

High throughput,
very low cost

Long antibody la-
belling process

Affinity based
sorting

Specific/non-specific
surface interaction

High efficiency and
specificity

Expensive antibody,
tricky and multiple
preparation steps

𝜇FFE Applied uniform elec-
tric field

High efficiency and
resolution

Flow rate change with
chemistry and chan-
nel material

DEP Applied non-uniform
electric field

High efficiency and
throughput

High voltage and de-
pendence on medium
conductivity

ICP Electric field and
Nafion

Low voltage, external
electrodes

Cannot separate very
small particles and
low throughput

Electrohydrody-
namic vortices

Travelling waves, lo-
cal thermal convec-
tion

High efficiency Complex electrodes
fabrication and low
throughput

Acoustophoresis Acoustic field High separation effi-
ciency, controlled size
separation

Complex fabrication,
limits on the materials
for the device (for
BAW devices)

Table 1.3: Summary of active microfluidic technique for nanoparticles separation.

This equation can be applied for all kinds of mediums. The profile of the wave defined
above presents points which are repeated at constant phase. The rate (number of times
per second) at which a point of constant phase passes a point in space is defined as
frequency. The speed of the wave can be described by the product of the frequency and
the wavelength 𝜆 (the distance over which the wave shape repeats). One of the more
efficient way to understand what a standing wave is, it is through the definition of in-
terference. This is a physical phenomenon generated by two (or more) waves added
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Figure 1.6: One cycle of harmonic wave traveling rightward.

together. If for example two identical traveling waves which move along a string from
left to right towards a boundary fixed end and the wave, generated by the first pulse,
hits the end, it reflects and change its direction of propagation leftward. When it meets
the wave generated by the second pulse along the way, the two waves add together
linearly. The displacement (or amplitude of the wave) where the two waves meet each
other in space is greater than (or smaller than) the amplitude of the single wave. If
the resulting wave has an amplitude lower than the generating waves, the interference
between them is called destructive. In the opposite case, if the resulting wave has a
higher amplitude, then the two waves are said to have constructively interfered with
each other. If the disturbance caused is harmonic, a periodic wave is moved along the
string and meet the returning periodic traveling wave, i.e. they interfere. This means
that the resulting amplitude is the sum of the amplitudes of each wave, everywhere
and at any time. If the returning wave is inverted and the length of the string is tuned
to be a multiple of the half-wavelength (derived from the frequency of the harmonic
disturbance), the system meets the resonance conditions [48]. The resulting wave is
called standing wave. The points in space where the standing wave has its maximum
are called antinodes. The points of zero displacement are called nodes (these terms will
be discussed in more detail in the subsequent chapters). An example of some harmon-
ics of a standing wave are reported in Fig. 1.7. With regard to acoustics, the wave is
described by a pressure wave. Thus, a standing acoustic wave is an harmonic oscilla-
tion of compression and rarefaction zones. Sound waves below the frequency of hu-
man hearing are called infrasound, while sound waves with frequency above the range
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Figure 1.7: Example of standing waves in a string. (a) The fundamental; (b) first har-
monic; (c) second harmonic.

of human hearing are called ultrasound. Ultrasound devices operate in a range from
dozens of KHz up to GHz. In this particular case, acoustophoretic devices commonly
works with a frequency of MHz. The manipulation of particles using acoustic waves
is well established in macroscale systems and more recently it has been transferred to
microfluidics, offering an innovative and alternative technology for cell and particle
manipulation in Lab-on-a-Chip and microfluidic analysis systems [49, 50]. It is a quite
new approach and recent studies have shown a good match between acoustophoresis
and knownmethods of manipulating particles such as electrophoresis, hydrodynamical
systems and magnetophoresis (for further details on these see subsection 1.2.1). Differ-
ent continuous flow acoustophoretic devices were reported in literature such as layered
resonators [51], transversal resonators [52] and SAW systems [53]. The common fea-
ture of them is the pressure node located in the centre of the flow channel with the
antinodes at the sides. Beside that in literature are also present a high number of re-
ports which describe multi-wavelength resonators for cell and particles manipulation
or trapping. Since in this project we focused our attention on bulk acoustic waves with
half-wavelength transversal microfluidic resonator, a brief overview of some applica-
tions of this kind of system is presented.
One of the most reported application is the continuous flow concentration of cells and
particles [50, 54, 55, 56, 52]. Generally speaking, a standing acoustic wave is charac-
terized by points that remain fixed during every oscillation. These points are pressure
nodes, when the value of the wave is zero, or antinodes, where the magnitude oscillates
from the maximum value to the minimum and vice versa (as sketched in Fig.1.9. Cells,
which present a higher density than the suspending medium, are focused at the node of
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the acoustic wave creating a concentrated zone and a purified one. The flow is simply
split with different outlets obtaining a fraction containing the concentrated particles
and another one with a particle free medium. One of the first acoustofluidic cell con-
centrators was presented by Yasuda et al. [54, 55]. In this study a quartz chamber with
half-wavelength width was used to concentrate red blood cells. This work was impor-
tant for future outlooks, it was the first one to discover that ultrasound (in the range
of MHz) does not damage the cells. Silicon is commonly used as bulk material for mi-
crofluidic acoustic resonators because it presents high difference in acoustic impedance
respect to aqueous solutions. The silicon-based channel is usually sealed with a glass
lid. Generally, the process to seal them is the anodic bonding which guarantees her-
metic properties of silicon-glass channel structure without the need for adhesive in-
terfaces. One of the first silicon chip with one inlet and two outlets was developed by
Harris et al. [56] . The aim of this design was to concentrate particles in the nodal
plane parallel to the flow and withdrawn in the central outlet and the clarified medium
collected through the others. Nilsson et al. [52] presented the first silicon device which
worked with transversal mode. In this type of systems, the standing wave is created
perpendicular to the flow, in plane with the section of the chip. Respect to the common
silicon etched channel and sealed with the glass lead, a ”sandwich-like” microchannel
was reported in literature [57]. As the name let to intend, it is silicon etched through
the wafer and two glass sealed at the top and the bottom. Wiklund et al. [57] was the
first one to use this type of microchannel with an inverted microscope.
Acoustic focusing is another common application of acoustophoresis. While concen-
tration process aims to obtain the higher number of particles per volume of sample,
usually in acoustic focusing the purpose is to obtain a particle free sample at the outlet.
The configuration is the same but with a flow splitter after a half wavelength acoustic
focusing step. This process usually fail with high particle concentrations, due to loss of
them into the purified fraction. A multiple step device has been developed to overcome
this problem [58]. A dense stream was sequentially purified in the central zone of the
channel. The main application of this device is plasmapheresis from undiluted blood.
Cells were removed after the focusing through sequential exit holes placed in the centre
bottom of microchannel. This permits to decrease the concentration gradually until the
final fraction was removed and a flow splitter let to obtain a purified blood plasma with
low cells content.
Particle separation using acoustic waves has widely grown interest in research. The
main approach is called FFA. The net acoustic force generated in the fluid drives par-
ticles towards pressure node of the standing wave meanwhile they are dragged in the
direction of the flow. In this kind of systems, hydrodynamic and acoustofluidic are
coupled and the separation is strictly dependent on the geometry of the channel and
flowrates. and In-line multiple particle separation can be achieved in the same device
if the laminar flow is divided in different outlets, collecting fractions of bead that have
travelled inside the channel at different velocities in relation to the experienced acous-
tic radiation force. Fig. 1.8 schematically shows the principle of FFA with multiplex
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mode separation [50]. As could be intended looking at Fig.1.8, it is important in this

Figure 1.8: Schematic representation of FFA with a particle mixture [50]. As the
acoustophoretic is size dependent, particles with same properties but different radius
are moved differently toward the node (or the antinode). In this case for example bigger
particles, which are focused faster can be easily collected in the central outlet. On the
other hand, if the flow rates and the applied field are tuned correctly, it is possible to
also isolate the yellow particles and the red ones in different outlets.

kind of systems to tune the flowrates. An important study which report a microchip in-
tegrated free flow acoustophoresis in a half wavelength transversal resonator was pub-
lished by Petersson et al. [59]. In this work a continuous separation of a polystyrene
microparticle mixture was investigated. It is now simpler to understand that one of
the main goal of a single mode FFA is to divide the mixture in two fractions which can
be collected through the central outlet (larger particles) and the sides outlets (smaller
particles). From the union of this basic concept and the rising interest in concentrating
circulating tumour cells using microfluidic, several studies demonstrate the possibility
of the separation of these particles using acoustophoresis. One masterpiece came from
Augustsson et al. [60] who described a dual outlet device for enrichment of tumour
cells inside a blood sample. After a lysing step of red blood cells (RBC), the remaining
white blood cells (WBC) with the tumour cells were processed inside a FFA device and
collected in the central outlet.
Another approach to achieve the separation is to use different properties of the parti-
cles. If there is an opposite contrast factor (eq. 2.48) between two population of parti-
cles, thus significantly different density and compressibility (for further information see
section 2.2), particles will be moved by an acoustic radiation force in an opposite direc-
tion. This is called ”binary acoustophoresis”. Particles which present an higher density
than the suspending medium and a positive acoustic contrast factor will be pushed to-
ward the node of the acoustic standing wave, at the opposite side particles with a lower
density and a negative value of the contrast factor will focus at the pressure antinodes.
The first biomedical device for the separation of erythrocytes and lipids was developed
by Peterson et al. [61, 62] and a generic sketch is shown in Fig. 1.9. In this study for
example, red blood cells present a positive acoustic contrast factor, thus collected in the
centre of the cross-section, where it is placed the node of the standing wave. Lipids
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Figure 1.9: Sketch of binary acoustophoretic separation in a rectangular cross-section.
Red blood cells which present a positive contrast factor are focused at the node of a
standing acoustic wave. Lipids experience the opposite behaviour due to their negative
contrast factor [61].

which present a lower density than water are collected at the sides of the channel, as
shown in Fig.1.9. Introducing the concept of binary acoustophoresis, it is underlined
the importance of knowing the target specie properties. For optimal acoustic separa-
tion, for example, fresh cell samples are preferable to avoid the presence of aggregate,
cluster, dead cells and thus different behaviour in the acoustophoretic process [50]. An-
other important aspect for acoustic separation needs to be considered. The size of the
particles influence the efficiency of the process, as shown in more detail in section 2.2.
In fact, the lower size limit where the acoustic radiation force is dominant is about 1 𝜇m.
Since this force is depending by particles radius with the cubic metre, it is dominant for
bigger particles. On the other side, hydrodynamic forces, generated by acoustic stream-
ing and dependent linearly by the radius, move smaller particles making the separation
harder. A more detailed explanation of the physics behind this process is explained in
section 2.2.

As shown previously in this chapter, several microfluidic approaches for the separation
of nano- and micro-particles were developed. The necessity to overcome the common
techniques limitations remains an important task. As mentioned above, differential
centrifugation is the most widely used method for the isolation of vesicles, but it is
time-consuming and the equipment is expensive and only low volume samples can be
processed, limiting this method applicability for clinical purposes. In addition, large
volumes of sample are normally processed with ultracentrifugation and, even though
this could be an advantagewhenworkingwith cell culture supernatants or certain types
of biological fluids (like urine), it could constitute a potential drawback in case of plasma
samples. Indeed, plasma recovered from individual patients is limited to few millilitres
and the development of purification protocols which use small volumes of plasma are
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therefore essential [63]. Ultrafiltration and precipitation represent faster and more effi-
cient methods to isolate exosomes. Although both the techniques present their limits.
For example, the purity of the isolated sample is very low due to the presence of con-
taminant proteins or the vesicles can break due to mechanical stresses. Alvarez et al.
[64] compared the yield obtained from some of the most used protocols for exosomes
separation. In this case urine was tested as biological sample. The highest number of
exosomes per ml of urine (≈ 2.7 × 109) was obtained using a modified exosome pre-
cipitation technique using ExoQuick TM (section 1.1 - Extraction Using ExoquickTM:
Exosome Precipitation Reagent). On the other hand this protocol had very low purity
in the obtained sample due to contaminant molecules. In general, every separation
technique has its own advantages and disadvantages, and the most suitable method is
chosen with their application. For example, the recovery yield is the parameter that has
to be maximized for diagnostic purposes or the vesicle structure has to be maintained
for drug delivery applications. Since some of the presented microfluidic techniques are
label-free, with lowmechanical stresses, simple to handle and cheap, the design and the
optimization of a device can lead to the development of a powerful tool for the isolation
of exosomes. The table below groups all the strategies and feasibility of the different
potential applications for each isolation method Table 1.4.
The aim of this thesis was to investigate the development of a multi-staged microflu-
idic system, where a size-exclusion device was chosen as pre-cleaning stage and an
acoustophoretic device for the separation of smaller cells. Furthermore, it is also high-
lighted the importance of the numerical approach for the design and the optimization of
microfluidic devices. A filtration using pillar arrays was chosen because it represents a
very intuitive and simple way to cut out big particles from a sample. The system devel-
oped can trap micrometer particles, but it presents several disadvantages and it needs
further investigations and improvements. The acoustophoretic approach was chosen
because is label-free, the sample does not require pre-treatment. Moreover, the device
can be fabricated quite easily, it is reusable, and many researchers have utilised this
technique to investigate biological particles manipulation.
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Method Type Advantages Disadvan-
tages

Nucleic
acid
quantification
and
sequencing

Biomarker
screening

Protein
quantification
and
identification

Drug
delivery
systems

Centrifu-
gation

Physical Simple protocols
Preservation of
physiochemical
properties

Specialized
equipment
required

Yes Yes No Yes

Ultrafiltra-
tion

Physical Fast protocols
Cheap materials
High protein and
RNA
line yield

Low purity
Exosome de-
formation
and extrusion

Yes Yes No No

Precipita-
tion

Physico-
chemical

Highly repro-
ducible
High vesicle and
RNA
yields
Requires only
lab-bench
equipment

Low purity
Exosome
aggregation

Yes Yes No No

Chro-
matogra-
phy

Physico-
chemical

High exosome
purity
yields
Preservation of
physicochemical
properties

Medium to
high
processing
times
Exosome
degradation
due to selected
operation
buffers

Yes Yes Yes Yes

Microflu-
idics

Physical Miniaturization
Device function-
alization
Short analysis
times

Low repro-
ducibility
Low exosomal
yields
Exosome
aggregation

Yes Yes Yes Yes

Immuno-
capture

Chemical High specificity
High purity
Potential scala-
bility

Expensive ma-
terials
Low exosomal
and RNA
yields

Yes No Yes No

Table 1.4: General overview of exosome isolation methods. Advantages, disadvantages
and main working principle are defined for each technique. The possible applications
are identified for each method in the last four columns. Adapted from [64].
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Chapter 2

Theoretical Background

In this chapter, the theory behind microfluidics and acoustofluidics is introduced. In the
previous chapter (chapter 1) the importance of microfluidic devices for the separation
of nanoparticles is showed, and some acoustophoretic applications are illustrated. The
following pages aim to go deeper in themain governing equations to explain the physics
behind microfluidics (section 2.1) and acoustofluidics (section 2.2).

2.1 Microfluidic Theory
The former section of this chapter aims to explain some theoretical aspects of microflu-
idic world. At the beginning a general overview of the fluid dynamic in microfluidic
devices is reported. The continuum hypothesis is then introduced and the general gov-
erning equations, i.e. continuity equations and Navier Stokes equations are quickly
explained. A particular attention has been dedicated to specific physical cases which
are useful for modelling and analysing passive microfluidic systems. For a more in-
depth treatment of the theoretical topics, we refer the reader to cited textbooks [65, 66,
67, 68, 69]
The term microfluidics is referred to the science of manipulating and controlling fluid
in systems with characteristic dimensions in the scale between 100 nm and 100 𝜇m.
Microfluidic is a field that has seen great improvement in recent years with the develop-
ment of several devices capable of overcoming classical laboratory techniques, allowing
new functionalities and studying phenomena undetectable in macroscale systems.
To have a better understanding of the advantages of working at this scale, such as rapid
diffusion [70], laminar flows, Dean vortices, faster thermal transport, the physics of
fluid at the microscale is explained below. The main purpose of microfluidic devices
is to handle fluids. These, which comprehend liquids and gasses, are characterized
by properties that could change continuously, patircularly when exposed to external
forces. For example, in a fluid the presence of shear forces, will results in changing
relative positions of fluid elements.
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The most important dimensionless number is called Reynolds number (Re) which de-
scribe the ratio of inertial forces to viscous forces in a fluidic system, as follow,

𝑅𝑒 =
𝜌𝑣𝐿

𝜇
, (2.1)

where 𝜌 is the fluid density, 𝑣 is the mean velocity, L is the characteristic length and 𝜇
is the dynamic viscosity. Physically speaking L is an important dimension that gives
information about the scale of the system. For example, if the flow in a pipe is con-
sidered, the characteristic length in Eq. 2.1 is the diameter of the pipe. In the case
of non-circular tubes, as usually for microfluidic channels, it is equal to the hydraulic
diameter 𝐷ℎ, defined as follow

𝐷ℎ = 4𝐴𝑐/𝑝 (2.2)

Where 𝐴𝑐 is the cross-sectional area of the tube and 𝑝 is the wetted perimeter.
Due to the linear dependency of the Reynolds number to the characteristic dimension
of the system, in the microscale Re is reduced. When the Reynolds number is below
2000, the fluidic regime is called laminar [71]. For example, if a microfluidic system
composed by a straight channel with a width of 100 𝜇m is considered, where water is
flowing with a mean velocity of 1 𝑚𝑚/𝑠. The fluid density of 1 𝑔/𝑐𝑚3 and a viscosity of
0.001 𝑁𝑠/𝑚2, the Reynolds number is of the order of 0.1. As expressed before, in such
low values of Re, turbulent phenomena do not occur, and hence diffusion of species is
a very slow process, respect to the convection.
One of the main solutions for enhancing the mixing of two species is the significant
increasing of the contact area. This is achievable for example by injecting the samples
through discrete via holes or multichannels in the microfluidic system. Other several
approaches were proposed in literature to enhance the mixing both active and passive,
such as hydrodynamic focusing, alternate injection, geometry effect, electrokinectic
and stirring by particles [72].
Another important dimensionless number, which relates the advection and diffusion of
molecules in a fluid domain, is called the Pèclet Number Pe,

𝑃 𝑒 = 𝑣𝐿
𝐷

, (2.3)

where D is the coefficient of diffusion. Also in this case, the dimensionless number is
linearly dependent by the characteristic length. Using other words, in microfluidic sys-
tems the advection phenomena is less influential than the diffusive transport.
Another difference between macro- and microscale is the relevance of surface and in-
terfacial tensions. The former one expresses the fluid capacity to adapt its surface to
the air to reduce the free energy. The same phenomena is described by interfacial ten-
sion, but it happens when an interface fluid-fluid is present, for example, oil in water.
When the characteristic length is in the order of microns these tensions dominate on
the gravity. This is useful, for example, when capillary forces are used. This last is the
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force on a fluid which usually permit it to move through a porous material or narrow
chamber.
Also, reaction time scale is lower in microfluidic systems compared to conventional de-
vices. This phenomenon is clearly linked to the faster diffusion of molecules due to the
smaller characteristic length. The characteristic diffusion time can be approximated as

𝑡𝑑𝑖𝑓𝑓 ≈ 𝑥2

2𝐷
(2.4)

where 𝑥 is the distance travelled by molecules of solute after a time 𝑡, and D is the
coefficient of diffusion [71]. It is simple to notice that the decreasing of the characteristic
dimension of a system lead to reduced time taken for the molecules to travel across the
system.
Another important dimensionless number in microfluidics is the Bond number. It is
defined as follow,

𝐵𝑜 =
𝜌𝑔𝐿2

𝛾
(2.5)

where 𝜌 is the fluid density, 𝑔 is the gravitational acceleration, 𝐿 is the characteristic
length of the system, which could be for example the radius of a pipe or the radii of
curvature for a drop, and 𝛾 is the surface tension. The Bond number express the relation
between gravitational force and surface tension force. Inmicrofluidic, due to the scale of
the systems, usually the Bond number is small, thus the surface tension force dominates
over the gravitational one.
Due to these underlined properties, microfluidic systems have taken a great role in
biological and chemical studies. Additionally, since the dimensions of the devices are
reduced, reagents demand is lower than conventional systems, making them an optimal
alternative when the cost of the chemicals is a problem.

2.1.1 The continuum hypothesis
Instead of fluids are characterized by a scale-length of inter-molecule spaces, in fluid-
mechanics and particularly in microfluidics, the fluids are described as a continuum.
This means that the fluid properties are examined as the average, rather than the indi-
vidual molecule’s parameters. The continuum approximation states: ”The macroscopic
properties of the fluid are the same as if the fluidwere perfectly continuous, instead of as
in reality consisting of molecules” [65]. In this case physical quantities such as themass,
momentum and energy can be considered as the sum of the corresponding quantity for
the molecules inside the control volume of fluid [65]. So, the continuum hypothesis
is not valid anymore when the considered system is examined on the molecular scale.
Since in microfluidics the continuum hypothesis holds most of the times, throughout
this study the approximation is used.
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2.1.2 The continuity equation
The continuity equation describes the conservation of mass in classical mechanics. The
general expression of the continuity equation is

𝜕𝑡𝜌 + ∇ ⋅ (𝜌v) = 0 (2.6)

where 𝜌 is the fluid density, v is the velocity field, and their product represents the mass
flow per oriented unit area per unit time, or mass current density.
When the flow velocities are much smaller than the speed of sound in the liquid, the
fluid can be consider as incompressible [65, 66]. In other terms, there is not changing
of the density in time, thus the continuity equation can be simplified in the following
form.

∇ ⋅ v = 0 (2.7)

The roughmeaning behind Eq. 2.7 is that fluid cannot appear from nowhere and cannot
vanish into nowhere [69]. For an homogeneous fluid, the density can be known as
function of temperature and pressure from the thermodynamic equations of state [66].
If the isothermal condition is taken in account, density is dependent only on pressure.

2.1.3 The Navier-Stokes equations
Newton’s second law can be formally stated as,

”the rate of change of momentum of a body is directly proportional to the vector sum
of the forces applied, and this change has the direction of the applied forces.”

If this law is applied to fluid motion, is called the Navier-Stokes equation. If a parti-
cle, with a constant mass m is considered, and external forces are applied, Newton’s
second law can be expressed as,

𝑚𝑑𝑡v = Σ𝑗F𝑗 (2.8)

where Σ𝑗F𝑗 is the vector sum of the applied forces. In the field of fluids is common to
consider densities (properties divided by the volume) and, in this case, the mass density
𝜌 and force densities f𝑗 are obtained. The material (or substantial) time-derivative has
to be introduced in the equation to physically correct the equation of motion, thus Eq.
2.8 takes the form

𝜌𝐷𝑡v = Σ𝑗f𝑗 (2.9)

where 𝐷𝑡 is the material derivative and f𝑗 are the force densities. Eq. 2.10 gives a clearer
definition of the substantial time-derivation for a generic vector field g(r, t) [68, 73].

𝐷𝑡𝑔(r, 𝑡) ≡ 𝜕𝑡𝑔(r(𝑡), 𝑡) + (𝑔(r, 𝑡) ⋅ ∇)𝑔(r, 𝑡) (2.10)
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If we express the definition ofmaterial derivative in Eq. 2.9, the Navier-Stokes equations
now become,

𝜌(𝜕𝑡v + (v ⋅ ∇)v) = Σ𝑗f𝑗 (2.11)

In the case where passive microfluidic systems are considered, thus there are not exter-
nal fields applied, the term of force density is composed by gravitational force density,
pressure-gradient force density and viscous force density. If a newtonian fluid is con-
sidered, thus the viscosity 𝜂 is independent on stress state, velocity of the flow, space,
and time. The Navier-Stokes equation so becomes,

𝜌(𝜕𝑡v) = ∇ ⋅ (𝜎 − 𝜌vv) + f, (2.12)

where 𝜎 is the stress tensor for the fluid and f is the sum of bulk forces acting on the
fluid. For a newtonian fluid the stress tensor is

𝜎 = 𝜂[∇v + (∇v)𝑇] − I[𝑝 + (2
3

𝜂 − 𝜂𝐵)∇ ⋅ v], (2.13)

where I is the unit tensor, 𝜂𝐵 is the bulk viscosity and T denote the transpose. When
the fluid is a liquid, i.e. water, thus considerable newtonian and incompressible, bulk
viscosity can be neglected [67] and the Navier-Stokes equation is simplified as follow,

𝜌(𝜕𝑡v + (v ⋅ ∇)v) = −∇𝑝 + 𝜂∇2v + 𝜌g, (2.14)

As the Navier-Stokes equations are a partial differential equations with more unknown
parameters than equations, it is not possible to obtain a full analytical solution. So, it is
important to set the right conditions in particular to the domain boundaries. The most
important and most often used boundary condition at the wall, it is the so-called no-slip
condition. This states that the velocity of a fluid it is the same of the wall velocity (0
in the case of stationary walls). A well-known solution to the Navier-Stokes equation
is obtained considering a steady, fully developed pressure-driven flow of a newtonian
fluid in a straight channel. This specific case is called Poiseuille flow, and the solution
is called Hagen-Poiseuille solution. From this, it is possible to obtain a relation between
the pressure drop and the mass flow rate inside a long straight channel, as follow,

𝑄 = 𝜋𝑅4

8𝜂𝐿
Δ𝑃 (2.15)

where R is the channel cross-section radius L is the length, 𝜇 the dynamic viscosity, Q
volumetric flow rate, Δ𝑃 is the pressure drop across the channel, also called as hydraulic
pressure, meanwhile 8𝜂𝐿

𝜋𝑅4 , represent the hydraulic resistance at the flow passage [69].

2.1.4 Stokes Flow and Drag Force
As expressed above, the general form of Navier-Stokes equations is nonlinear, due to
the presence of the order two term in v in the substantial derivation. The linearized
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Navier-Stokes equations for steady (time independent) motion are known as creeping
motion described by the so-called Stokes equations [66],

∇ ⋅ 𝜎 = −∇𝑝 + 𝜂∇2v = −𝜌f, (2.16)

∇ ⋅ v. (2.17)

The creeping flow condition is valid when the Reynols number Re is small, typically
encountered in microfluidic systems.

Figure 2.1: Sphere of radius a around which a fluid is flowing.

Considering the situation (Figure 2.1) of a static solid sphere of radius a immersed
in a fluid with density 𝜌𝑓𝑙𝑢𝑖𝑑 in motion in one direction (for example z) with a constant
velocity far away from the interface 𝑣∞, in a condition of Re ≪ 1. The submerged
particle will modify the fluid trajectory, thus at every point on the sphere surface there
are pressure and friction acting. The total force of the fluid on the particle is given by
the sum of a buoyant force term and a drag term, as follow,

𝐹 = 𝐹𝑏𝑢𝑜𝑦𝑎𝑛𝑡 + 𝐹𝑑𝑟𝑎𝑔 = 4
3

𝜋𝑎3𝜌𝑓𝑙𝑢𝑖𝑑𝑔 + 6𝜋𝜂𝑎v∞ (2.18)

The first term, as previously expressed, is the force resulted by buoyancy, thus present
with fluid at rest. The drag term is a kinetic force resulting by the fluid motion. For
example, consider now a particle moving with a velocity u at a position where the fluid,
without the particle, would have a velocity v. In this case, the drag force far from any
wall or other obstacles, can be generalized to

𝐹𝑑𝑟𝑎𝑔 = 6𝜋𝜂𝑎(v − u). (2.19)

2.2 Acoustofluidic Theory
This section provides the background in theoretical acoustofluidics necessary to in-
troduce the numerical works of this thesis. In chapter 1 we showed that the typical
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acoustofluidic setup is a microsized cavity, filled with a suspension of particles in a liq-
uid, all in presence of ultrasounds. It is important to underline that in all the study we
treat the fluid as newtonian. At the beginning the conservation of mass and momentum
are introduced, modified following the so-called perturbation theory, necessary for the
acoustofluidic fields. Then we showed two important acoustic effects in microfliuidic
systems: acoustic streaming and acoustic radiation force. This phenomena are complex
and the full treatment of the physics behind is explained in the referenced textbook by
Bruus et al. [65] and in the thesis by Karlsen et al. [74]. At the end, the case of inho-
mogeneous fluid and acoustic streaming suppression is reported.

2.2.1 Basic governing equations - Conservation of mass andmo-
mentum

To form governing equations for the fluid, we recall eq. 2.6 and eq. 2.12, so the conti-
nuity of fluid mass density and fluid momentum density [75].

𝜕𝑡𝜌 + ∇ ⋅ (𝜌v) = 0 (2.20)

,
𝜕𝑡(𝜌v) = ∇ ⋅ (𝜎 − 𝜌vv) + f, (2.21)

, where f represents bulk forces acting on the fluid and 𝜎 is the stress tensor for a
newtonian fluid defined as follow,

𝜎 = 𝜂[∇v + (∇v)𝑇] − I[𝑝 + (2
3

𝜂 − 𝜂𝐵)∇ ⋅ v]. (2.22)

It is important to notice that in this case, the density in eq. 2.21 is not kept constant,
thus because the fluid compressibility it is an important factor for the propagation of
the wave (a more precise discussion will be exposed below). Another important aspect
of Navier-Stokes equations for acoustofluidics is the presence of the bulk viscosity 𝜂𝐵.
This parameter appears in the hydrodynamic equations when a newtonian liquid is con-
sidered and its compressibility is important since, coupled with the dynamic viscosity
𝜂, controls sound attenuation [76].

2.2.2 Basic governing equations - Diffusive and advective trans-
port of solute

Since part of this work involved the study of the effect of acoustic streaming and the
concept of inhomogeneity will be presented too, it is important to recall the advection-
diffusion equation. For a concentration field s(r, 𝑡) of a solute with diffusivity D, and
using a linear Fick’s law for the diffusion flux, the equation is [75],

𝜕𝑡𝑠 = ∇ ⋅ [𝐷∇𝑠 − v𝑠], (2.23)

where the right-side terms represent the diffusive and the advective contribute, respec-
tively.
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2.2.3 Acoustic wave propagation
A particular attention has to be given to the physical interpretation of the equations. It
is important to underline that all the theory and numerical models take in account the
standard assumption of adiabatic wave propagation. This means that there is not heat
exchange during the compression and expansion of the wave propagation, i.e. zero heat
conductivity and isentropic system. Since the aim of this thesis is not to underline the
maths behind the equations, we refer the reader to the main studies at the base of the
acoustic wave propagation, from Epstein and Carhart [77], Allegra and Hawley [78],
Landau and Lifshitz [79] and more recently Bruus [80].

Perturbation theory

One of the most used approach to linearise the non-linear conservation equations (i.e.
Navier-Stokes equations) is to use the perturbation theory [79, 80, 81]. In simple words
the perturbation theory consists in the decomposition of the fields through small per-
turbation from an equilibrium state denoted with ”0”. Thus the zero-state is an homoge-
neous, quiescent and isotropic fluid in an adiabatic system in equilibrium at a constant
temperature 𝑇0.

Thus expanding all the fields to a second order perturbation (first order signed with
”1” and second order with ”2”), i.e. 𝑔 = 𝑔0 + 𝑔1 + 𝑔2, with a equilibrium quiescent
condition v0 = 0, as already defined above, the fields in the fluid take the form,

v = v1 + v2 (2.24)

𝑝 = 𝑝0 + 𝑝1 + 𝑝2, (2.25)

𝜌 = 𝜌0 + 𝜌1 + 𝜌2. (2.26)

For this treatment is important to underline that the external actuation is time-harmonic,
so all first-order field have a harmonic time dependent nature (𝑔(r, 𝑡) = 𝑔(r𝑒(−𝑖𝜔𝑡))). We
will see later than this statement is very useful since the time derivatives of the first
order fields can be written as 𝜕𝑡 → −𝑖𝜔.

First-order adiabatic equations

The acoustic field can be considered as a perturbation of the ”0 state”, and the acoustic
small perturbation is defined through a parameter 𝜖𝑎𝑐,

𝜖𝑎𝑐 =
|𝜌1|
𝜌0

≪ 1. (2.27)

Considering only the first-order perturbation and expressing the time derivatives as
explained above, eq. 2.20 and eq. 2.21 take the form,

− 𝑖𝜔𝜌1 = −𝜌0∇ ⋅ v1, (2.28)
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− 𝑖𝜔𝜌0v1 = ∇ ⋅ 𝜎1, (2.29)

𝜎1 = 𝜂0[∇v1 + (∇v1)𝑇] − I[𝑝1 + (2
3

𝜂0 − 𝜂𝐵
0 )∇ ⋅ v1]. (2.30)

At this point, another equation is necessary to solve the system, so a relation of the
first-order pressure 𝑝1 and the mass density 𝜌1 has to be developed. To do this the
adiabatic approximation has an important role, i.e. the wave propagation in the fluid
happens with negligible viscous losses [82]. So, it is possible to define the isentropic
compressibility, choosing pressure and entropy 𝑠, as the two thermodynamic variables,
as follow.

𝑘0 = − 1
𝑉(

𝜕𝑉
𝜕𝑝 )𝑠 = 1

𝜌0
(

𝜕𝜌
𝜕𝑝)𝑠, (2.31)

where V is the volume of a given fluid particle and the subscript 𝑠 implies that the dif-
ferentiation is evaluated in isentropic conditions, 𝑑𝑠 = 0. Since the 1𝑠𝑡 order derivative
of the pressure in terms of density has the dimension of velocity squared, it is possible
to define,

𝑐2
0 ≡ (

𝜕𝜌
𝜕𝑝)𝑠, (2.32)

where 𝑐0 is the isentropic speed of sound. Thus, coupling eq.2.31 and eq.2.32, the isen-
tropic compressibility can be expressed as

𝑘0 = 1
𝜌0𝑐2

0

. (2.33)

A Taylor expansion to 1𝑠𝑡 order is used (around 𝑝0 = 𝑝(𝜌0)), and the expression for the
mass density becomes,

𝜌(𝑝) ≈ 𝜌0 + 𝑝1𝜌0𝑘0 = 𝜌0 +
𝑝1

𝑐2
0

, (2.34)

where the relation between the speed of sound and compressibility (eq. 2.33) is used.
Inserting eq.2.34 in eq. 2.28, it becomes,

− 𝑖𝜔𝑘0𝑝1 = −∇ ⋅ v1, (2.35)

Solving the equations system given by eq. 2.35 and eq. 2.29, it is possible to obtain the
vectorial 1𝑠𝑡 order velocity field and scalar 1𝑠𝑡 order pressure field (an example is shown
in fig. 2.2). When the wave propagation is studied, viscous boundary layer thicknesses
has great importance. It is defined as,

𝛿𝑠 =
√

2𝜂0
𝜌0𝜔

. (2.36)

For water at room temperature, an actuation frequency 𝑓=4MHz, the viscous boundary
layer is around 0.3𝜇𝑚. This represents the distance from all fluid-solid interfaces (i.e.
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walls) where the viscous effects decay. Without going deeper in the nature of the shear
waves, the higher damping is on the length scale of 𝛿𝑠, with the maximum at the solid-
fluid boundaries, meanwhile can be neglected at distances larger than 5𝛿𝑠 from any
solid-fluid interface [82].

Figure 2.2: 1-st order pressure field at mid-height of a rectangular cross-sectioned mi-
crochannel, 380 𝜇m width, 160 𝜇m height at an actuation frequency 𝑓=1.9669 MHz

Second-order equations

Moving on to the second-order perturbation, eq.2.27, eq.2.24 and eq.2.25 are coupled
to the continuity and Navier-Stokes equations, and products of first-order fields can
give rise non-zero time-averaged effects [80, 82, 83, 84]. On the other hand, due to
the harmonic time dependence of all first order fields, their time-average over period
𝑇 = 2𝜋

𝜔 is zero.
From now on, the time-average of a generic time-dependent field 𝑔(𝑡) is defined as,

⟨𝑔⟩ = 𝜔
2𝜋 ∫

2𝜋
𝜔

0
𝑔(𝑡)𝑑𝑡. (2.37)

Moreover, the time-average of any time derivative of the function 𝑔(𝑡) is zero ⟨𝜕𝑡𝑔(𝑡)⟩=0.
In the following pages, all pure second-order fields are considered to be time-averaged,
thus the angled bracket are neglected. So, the time averaged mass continuity equation
2.20 and momentum continuity equation 2.21 become respectively,

0 = 𝜌0∇ ⋅ v2 + ∇ ⋅ ⟨𝜌1v1⟩, (2.38)

0 = ∇ ⋅ (𝜎2 − ⟨𝜌0v1v1⟩), (2.39)

where the 2𝑛𝑑 order stress tensor 𝜎2 is,

𝜎2 = 𝜂0[∇v2 + (∇v2)𝑇] − I[𝑝2 + (2
3

𝜂0 − 𝜂𝐵
0 )∇ ⋅ v2]. (2.40)
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One key part of developing these equations is based on the following rule, used to
calculate the time average between products of 1𝑠𝑡 order fields [80, 82, 83, 84].
If 𝐴(𝑡) and 𝐵(𝑡) are harmonic time-dependent fields,

⟨𝐴(𝑡)𝐵(𝑡)⟩ = 1
2

𝑅𝑒[𝐴∗(0)𝐵(0)], (2.41)

where * is used for complex conjugation.

Acoustic Streaming

When eq.2.38 and eq.2.39 are solved to obtain 𝑣2 and 𝑝2, the so-called acoustic streaming
fields are derived. Acoustic streaming is a steady oscillation time-averaged vortical
flow driven by a divergence in the nonlinear momentum-flux-density tensor arising
in the second order approximation [74, 75]. In microscaled systems this divergence
is caused by the viscous dissipation mechanism [85]. This phenomenon was firstly
investigated by Faraday [86] through experiments in 1831, and the first theoretical work
was presented by Lord Rayleigh [87] at the end of the same century. This steady fluid
motion is happening in a different time-scale respect to the 1-st order field [75, 82]. The
slow-time scale hydrodynamic is in the order of millisecond to second compared to the
fast first-order time scale which is proportional to 1

𝑓 , i.e. 𝜇s at MHz frequencies. The
steady streaming velocity 𝑣2 plays an important role inmicroscale acoustofluidics, since
the acoustic streaming field moves the particles and makes the focusing harder. In the
case of a horizontal standing wave, as represented in Fig.2.3, a steady momentum flux
is generated, commonly oriented from the pressure antinodes to the pressure nodes.
Since this point are spatially fixed along the section, this results in the so-called inner
boundary layer streaming (Schlichting streaming). Once they are generated, counter
rotating streaming vortices inside the bulk of the fluid are induced [85]. These are called
outer boundary layer streaming, or more commonly Rayleigh streaming [87]. From
Landau and Lifshitz theory [79], it is shown that the boundary layer driven acoustic
streaming has a noticeable magnitude if this condition is respected,

𝜆 ≫ ℎ ≫ 𝛿𝑠, (2.42)

where 𝜆 is the wavelength, h is the characteristic dimension of the fluidic chamber and
𝛿𝑠 is the length of the viscous boundary layer.
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Figure 2.3: Sketch of boundary-driven acoustic streaming in the rectangular cross-
section of a channel of width W and height H. The magenta line represents the hor-
izontal half-wave standing pressure field. Yellow lines represent the inner boundary
layer streaming, Schlichting streaming. Black loops are the boundary-driven Rayleigh
streaming rolls. Adapted from [83].

2.2.4 Acoustic energy density in the fluid domain
In acoustophoretic systems, mechanical displacement is converted in small oscillatory
motions and compressions/expansions in the fluid and in the solid of the device, rep-
resented by the 1st-order fields 𝑝1 and v1 in the fluid domain. This phenomenon is
associated with a magnitude of acoustic energy. So, the time average of the summed po-
tential and kinetic energy, which come from the oscillatorymovement, is called acoustic
energy density 𝐸𝑎𝑐 whit the unity of [𝐽 /𝑚3] or [𝑃 𝑎]. This parameter is useful to char-
acterize the acoustic field and commonly goes from 1 to 100 Pa [88], with the highest
value when the actuation frequency is equal to the resonance frequency of the system.
Following the theorem in eq. 2.41 and considering the harmonic time-dependent nature
of the 1st-order fields, the time-averaged acoustic energy density is defined through v1
and 𝑝1 as follow,

𝐸𝑎𝑐 = 1
2

𝜌0⟨(v1(r, 𝑡))2⟩ + 1
2

𝑘0⟨(𝑝1(r, 𝑡))2⟩. (2.43)

2.2.5 The acoustic radiation force and the acoustic contrast fac-
tor

If a wave is propagating in a fluid and it encounters a suspended particles with different
acoustic properties, the incoming sound wave is scattered on the particle [89]. This led
to a transfer of energy and momentum from the surrounding fluid to the particles, and
this last can experience an acoustic radiation force. Speaking about particles separa-
tion/concentration, it is clear the importance of the role that acoustic radiation force
plays. A deep mathematical study is reported by Settnes and Bruus [89] and later by
Karlsen and Bruus [90], and in this thesis the main result will be exposed .
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Long-wavelength limit

When the particle radius 𝑎 is much smaller than the acoustic wavelength 𝜆, the domi-
nant multipole contributions to the scattered field come from the monopole and dipole
terms [77, 88]. Therefore, considering a particle of radius 𝑎, with a compressibility 𝑘𝑝
and a density 𝜌𝑝 (different from the suspending medium with density 𝜌0 and isentropic
compressibility 𝑘𝑠), for a general acoustic wave, it experiences an acoustic radiation
force F𝑟𝑎𝑑 given by [89],

F𝑟𝑎𝑑 = −4
3

𝜋𝑎3[𝑘0⟨(𝑓0𝑝1)∇𝑝1⟩ − 3
2

𝜌0⟨(𝑓1v1) ⋅ ∇v1⟩], (2.44)

where 𝑓0 and 𝑓1 are the monopole and dipole scattering coefficients respectively, de-
fined as,

𝑓0 = 1 − 𝑘̃, (2.45)

𝑓1 =
2(1 − 𝛾)( ̃𝜌 − 1)

2 ̃𝜌 + 1 − 3𝛾
, 𝛾 = −3

2
[1 + 𝑖(1 + ̃𝛿)] ̃𝛿, (2.46)

with ̃𝛿 = 𝛿𝑠
𝑎 is the normalised boundary-layer thickness, 𝑘̃ = 𝑘𝑝

𝑘𝑠
is the compressibility

ratio and ̃𝜌 = 𝜌𝑝
𝜌0

is the density ratio.

Acoustic contrast factor

A standing plane wave in one-dimension (1D) has been widely used in experimental ap-
plications [50, 91, 92, 93, 94]. Silicon processed by anisotropic wet etching or Deep Reac-
tive Ion Etching (DRIE) is one of the material used for lateral resonance acoustophoretic
devices. Since it is expensive and the fabrication processes are complicated, recent
studies presented devices fabricated in glass by isotropic etching [15]. In this case the
acoustic radiation force equation (eq.2.44) can be simplified. For a 1D horizontal stand-
ing wave, thus parallel to the channel cross-section, the pressure node is placed in the
centre of the channel, meanwhile the pressure anti-nodes (velocity nodes) is placed at
the sides. With this profile, 𝐹𝑟𝑎𝑑 can be expressed as,

𝐹 1𝐷
𝑟𝑎𝑑 = 4𝜋Φ𝑎𝑐𝑎3𝑘𝐸𝑎𝑐𝑠𝑖𝑛(2𝑘𝑦)e𝑦, (2.47)

Φ𝑎𝑐 = 1
3

𝑅𝑒[𝑓0] + 1
2

𝑅𝑒[𝑓1], (2.48)

with 𝑘𝑦 = 𝜋/𝑊 is the wavenumber in the half-wave resonance in a channel with width
W, and y the horizontal coordinate (as represented in Fig.2.4). Φ𝑎𝑐 is the so-called acous-
tic contrast factor. As mentioned in the previous chapter (subsection 1.2.4), this param-
eter is fundamental for application such as binary acoustophoresis. In fact, the acoustic
radiation force is linearly proportional toΦ𝑎𝑐 which takes in account of the difference in
properties between the suspended particle and the medium. The sign of F𝑎𝑐 is decided
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by the acoustic contrast factor, for Φ𝑎𝑐 > 0, the force is directed towards the pressure
nodes of the acoustic standing wave (Fig.2.4), while for Φ𝑎𝑐 < 0 it is directed in the
opposite direction, thus towards the pressure anti-nodes.

Figure 2.4: Sketch of the typical particle trajectories (red arrow) in a channel cross-
section with a standing pressure half-wave acoustic field (orange line). A particle, with
positive contrast factor (Φ𝑎𝑐 > 0) and the size such that it can experience only acoustic
radiation, is represented (blue circle).

2.2.6 Inhomogeneous fluids and acoustic streaming suppression
Until now a homogeneous fluid was considered. This means that all the properties such
as 𝜌0, compressibility 𝑘0, viscosity 𝜇0 were considered constant in space and time. If an
inhomogeneity fluid, which is caused by a solute concentration field 𝑠(r, 𝑡), the above
mentioned hydrodynamic properties are varying. The concentration field, accordingly,
to eq.2.23, is transported by diffusion and advection. So, in this case,

𝜌0 = 𝜌0[𝑠(r, 𝑡)], 𝑘0 = 𝑘0[𝑠(r, 𝑡)], 𝜇0 = 𝜇0[𝑠(r, 𝑡)]. (2.49)

where the dependencies vary based on the type of chosen solute. This fact lead to a
divergence of the momentum-flux-density Π𝑎𝑐 and to the presence of an acoustic force
density f𝑎𝑐 acting on the fluid [75, 95]. The general expression for f𝑎𝑐 is [75],

f𝑎𝑐 = −∇ ⋅ ⟨Π𝑎𝑐⟩. (2.50)

⟨Π𝑎𝑐⟩ is the time-average momentum-flux-density and it is composed by the products
of first-order fields, in particular,

⟨Π𝑎𝑐⟩ = ⟨𝑝11⟩I + ⟨𝜌0v1v1⟩, (2.51)

where ⟨𝑝11⟩ is a local oscillation-time-averaged acoustic pressure. Roughly speaking
⟨𝑝11⟩ can be seen as the difference between the potential and kinetic energy which
come from the acoustic wave,

⟨𝑝11⟩ = 1
2

𝑘0⟨𝑝2
1⟩ − 1

2
𝜌0⟨v2

1⟩. (2.52)
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Combining eq.2.50 and eq.2.51 the general expression for the acoustic force density in
viscous inhomogeneous fluid becomes

f𝑎𝑐 = −∇⟨𝑝11⟩I − ∇ ⋅ ⟨𝜌0v1v1⟩. (2.53)

This force plays an important role for the suppression of the boundary-driven acoustic
streaming: generally, inside the boundary layers the time-averaged stresses, caused by
the dissipation of energy, lead to Rayleigh streaming flows. If a gradient in acoustic
properties (i.e. density and compressibility) is present, the acoustic force density f𝑎𝑐
tends to stabilize the concentration profile [96, 97], counteracting the advective trans-
port phenomena [75], as shown in Fig.2.5.

Figure 2.5: Comparison of acoustic streaming between inhomogeneous fluid and the
corresponding homogenized fluid. Adapted from [75].

2.3 Numerical Model Background
This is a short section used to explain the Finite Element Method (FEM) and the Finite
Volume Method (FVM) for solving partial differential equations (PDEs). The material
for FEM is referred to the cited textbooks and thesis [65, 74, 98, 99, 100, 101]. The equa-
tions in this case were implemented in weak form and solved in the commercially avail-
able FEM software COMSOLMultiphysics®(version 5.4-5.5). Regarding FVM technique
we refer the reader to the cited textbooks [73, 102]. In this case the equations solved
were implemented in the commercial Computational Fluid Dynamic (CFD) software
Ansys FLUENT®(version 18.0).

2.3.1 The Finite Element Method
The principle behind finite element modelling is to expand the interested fields on a
set of basis function. As first step, the spatial domain of interest Ω is discretized by a
grid (also called as mesh) into elements with node points where each basis function is
associated. These functions are one at a node, while they are zero at the neighbouring
nodes (as sketched in Fig. 2.6). A set of test functions { ̂𝑔𝑛}, with the single function ̂𝑔𝑛
near the 𝑛’th node, is introduced. In the example shown in Fig. 2.6, the test function is
chosen to be linear, while usually are polynomial functions. This means that the set of
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Figure 2.6: Sketch of test function ̂𝑔𝑛 on the domain Ω

test functions covers the entire domain, and adjacent ̂𝑔𝑛 overlap with the neighbouring
functions. If a generic field 𝑔(r) is defined on the domain Ω, it can be approximated in
terms of test functions as follow,

𝑔(r) = ∑
𝑛

𝑐𝑛 ̂𝑔𝑛(r), (2.54)

where 𝑐𝑛 is the 𝑛’th expansion coefficient that needs to be determined.

PDEs in weak form

Consider a boundary value problem described by the partial differential equationswhich
govern the generic field 𝑔(r) defined in the domain Ω, with the boundary conditions set
at the domain boundary 𝜕Ω. We consider now an inhomogeneous PDE on the general
divergence form, derived from conservation laws,

∇ ⋅ J − 𝐹 = 0, (2.55)

where J is a generalized flux, and 𝐹 is a generic driving force. It has to be noticed that J
is a vector but could as well be a tensor and 𝐹 is a scalar which could as well be a vector.
The basis of { ̂𝑔𝑛} cannot give a strong solution of the problem, but it can define a weak
solution, which is an approximation valid, on average, for eachmesh element. The weak
form of the generic PDE in eq.2.55 is obtained by multiplying ̂𝑔𝑚 and integrating over
the volume, as follow,

∫Ω
̂𝑔𝑚(r)[∇ ⋅ J − 𝐹]𝑑𝑉 = 0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑚. (2.56)

Eq.2.56 represents the weak form of the generic PDE. Applying Gauss’s theorem of the
divergence and knowing that ∇ ⋅ ( ̂𝑔𝑚J) = ̂𝑔𝑚∇ ⋅ J+ J ⋅ ̂𝑔𝑚, it is possible to rewrite eq.2.56
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into

∫𝜕Ω
[ ̂𝑔𝑚J ⋅ n]𝑑𝐴 + ∫Ω

[ − ∇ ̂𝑔𝑚 ⋅ J + ̂𝑔𝑚𝐹]𝑑𝑉 = 0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑚, (2.57)

where n is the outwards pointing surface normal.

Boundary conditions

The boundary conditions have a fundamental role in the boundary value problem.

• Neumann boundary conditions
This kind of boundary condition is used when a flux has to be imposed as con-
straint,

n ⋅ J = 𝑁(r) 𝑓𝑜𝑟 r ∈ 𝑑Ω. (2.58)

In this case the flux at the boundary in eq.2.57 represented by the J ⋅ n term, is
directly replaced by the desired flux 𝑁(r).

• Dirichlet boundary conditions
For Dirichlet boundary conditions a function 𝑀, with dependency on spatial co-
ordinates, has to be imposed as constraint on the field 𝑔(r)

𝑀(r) = 𝑔(r). (2.59)

2.3.2 The Finite Volume Method
In this section a brief introduction to the finite volume method is reported. FVM is a
numerical technique that modify the PDEs over differential volumes into discrete al-
gebraic equations over finite volumes [73]. As done with Finite Element Method (sub-
section 2.3.1), the first step in the solution process is the discretization of the domain
Ω, which in the Finite Volume Method is divided into non-overlapping finite volumes
[103]. The following step is the integration of the partial differential equations over
discrete element. A system of algebraic equations needs then to be solved to obtain the
values of the dependent variables for each element.

The Semi-Discretized equations

As explained briefly above, in the first step of the finite volume discretization process,
the domain Ω is divided into discrete control volume. Usually, the boundaries (or faces)
of control volumes are placed mid-way between two adjacent nodes. So, each node
has a neighbouring control volume or cell. After that the governing equations are in-
tegrated over finite volumes into which the domain Ω has been discretized, then the
Gauss theorem is used to change the volume integrals in surface integrals. This trans-
formation is very important for this technique, since it is possible to obtain the value

43



Theoretical Background

of the dependent variables on the so-called face of the grid element [Versteed2007, 73,
102]. To a simpler presentation of the method a two-dimensional transport problem
is used as example. The generic steady state form of the conservation equation for a
general scalar variable 𝑔(r, 𝑡) can be expressed as [73]

∇ ⋅ (𝜌v𝑔) = ∇ ⋅ (Γ𝑔∇𝑔) + 𝑄𝑔 (2.60)

where ∇ ⋅ (𝜌v𝑔) is the convective term, ∇ ⋅ (Γ𝑔∇𝑔) is a generic diffusion term and 𝑄𝑔 is
a source term. Integrating eq. 2.60 over the volume of element (𝑉𝐶), the equation takes
the form

∫𝑉𝐶

∇ ⋅ (𝜌v𝑔)𝑑𝑉 = ∫𝑉𝐶

∇ ⋅ (Γ𝑔∇𝑔)𝑑𝑉 + ∫𝑉𝐶

𝑄𝑔𝑑𝑉 . (2.61)

Figure 2.7: Sketch of the conservation in a discrete element C of volume 𝑉𝐶.

Using then Gauss theorem, thus replacing the integrals over volume into surface
integrals, the above equation can be written as

∫𝜕𝑉𝐶

n ⋅ (𝜌v𝑔)𝑑𝐴 = ∫𝜕𝑉𝐶

n ⋅ (Γ𝑔∇𝑔)𝑑𝐴 + ∫𝑉𝐶

𝑄𝑔𝑑𝑉 . (2.62)

Flux term integration over element faces

Using the notation from [73], the diffusion and convection flux terms are replaced by
J𝑔,𝐷𝑖𝑓 = 𝜌v𝑔 and J𝑔,𝐶𝑜𝑛𝑣 = −Γ𝑔∇𝑔 respectively. The total flux, defined as the sum of
the two flux terms, is

J𝑔 = J𝑔,𝐶𝑜𝑛𝑣 + J𝑔,𝐷𝑖𝑓. (2.63)
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If the surface integral over the entire element C is replaced by the sum of all the fluxes
𝑓 over all the element faces, the surface integral of the total fluxes become

∫𝜕𝑉𝐶

J𝑔 ⋅ 𝑑𝐴 = ∑
𝑓

( ∫𝑓
J𝑔 ⋅ 𝑑𝐴). (2.64)

To continue with the discretization the last term in eq. 2.64 has to be evaluated. To do
this a Gaussian quadrature has to be used and the integral at the face 𝑓 becomes

∫𝑓
J𝑔 ⋅ 𝑑𝐴 = ∫𝑓

(J𝑔 ⋅ n)𝑑𝐴 = ∑
𝑖𝑝

(J𝑔 ⋅ n)𝑖𝑝𝑤𝑖𝑝𝑆𝑓, (2.65)

where 𝑖𝑝 identifies the integration point along the surface f and 𝑤𝑖𝑝 is the weighing
function. The computational demand rises with the number of integration points over
the faces used in the approximation, which obviously becomes more andmore accurate.
Thus, the total flux surface integral can finally be written as

∫𝜕𝑉𝐶

J𝑔 ⋅ 𝑑𝐴 = ∑
𝑓

( ∑
𝑖𝑝

(J𝑔 ⋅ n)𝑖𝑝𝑤𝑖𝑝𝑆𝑓). (2.66)

Source term volume integration

For source term integration can be directly used the Gaussian quadrature integration.
Thus, the last term in eq.2.61 becomes

∫𝑉𝐶

𝑄𝑔𝑑𝑉 = ∑
𝑖𝑝

(𝑄𝑔
𝑖𝑝𝑤𝑖𝑝𝑉). (2.67)

As for the flux term the accuracy increases with increasing the number of integration
points 𝑖𝑝 as well as the computational demand.

45



46



Chapter 3

Size Exclusion Passive Microfluidic
Device

As expressed in the previous chapter Extracellular Vesicles, in particular exosomes, rep-
resent a potentially powerful diagnostic tool for the early detection of several diseases.
An efficient separation technique is required to isolate these nano-particles from a bi-
ological sample. For obtaining that results a huge number of bigger cells has to be
removed, such as red blood cells, white blood cells, platelets. Some of the most used
conventional techniques were presented in chapter 1. These approaches present some
limitations, such as being time consuming, expensive, and dependent on large amount
of volume. In the same chapter some microfluidic techniques are presented as possi-
ble approach to overcome these limitations. One passive method, that uses pillar-like
structures, is the deterministic lateral displacement. Several studies regarding this tech-
nique [27, 30, 31] explored the possibility to separate biological cells through patterned
obstacles arrays. The separation can be achieved also using pillars as filter. Wang et al.
[29] presented a microfluidic device that can potentially trap exosome-like lipid vesicles
through a nanowire-on-micropillar structure. In this study was observed that the lipids
on vesicles membrane can be attached on the pillars and released after dissolution of the
nanowires. More recently, A microfluidic device that uses linear array pillar was devel-
oped [104]. Balyan et al. studied the separation of poly-disperse suspension of 5 𝜇mand
10 𝜇m polystyrene particles. Other different studies used pillar structures in a cross-
flow filtration. Kang et al.[105] developed a squared pillar structures with a gap smaller
than 1 𝜇m to perform plasma/blood separation. Chen et al. [106] proposed a straight
channel closed between two pillar arrays for the cross flow separation of red blood cells.
Due to the complexity of biological samples, such as blood, these systems may experi-
ence clogging and aggregation issues leading to a loss in separation efficiency and the
fabrication of the pillar structures can be hard. The specific objective of this part of the
thesis was to investigate the possibility to separate bigger cells in blood using a sim-
ple, reproducible, and disposable pre-cleaning device. In this context, a novel passive
microfluidic device based on size-exclusion method is presented in this chapter, which
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has led to the referenced paper [107]. Taking the idea from a particulate-trap-like filter,
numerical simulations using the commercial CFD software ANSYS Fluent 18.0®were
performed. Computational resources were provided by HPC@POLITO, a project of
Academic Computing within the Department of Control and Computer Engineering at
the Politecnico di Torino. The purpose behind the numerical tests was to optimize the
geometry of the system and the shape of the pillars for the separation of big corpuscles
in blood samples. Obtaining a purifiedmedium it is possible to isolate nanoparticles (i.e.
Extracellular Vesicles), which play an important role in several pathological and phys-
iological processes [4]. In this context lies the necessity of separating nanovesicles,
for example exosomes, to develop innovative tools for the treatments and diagnosis.
Once the final layout was defined the device was produced with standard cleanroom
processes. A Cyclic Olefin Copolymer was chosen as material for hot embossing repli-
cation.
Firstly a brief explanation of the numerical model is reported, referring to the main
equations explained in chapter 2. Then, an overview about materials and methods used
for the experimental setup is reported and the results are presented in the last section
of the chapter.

3.1 Numerical model
The starting point of this work was to study a particle filter inside a microfluidic chan-
nel, with dimensions of the cross section equal to 630 𝜇m × 15 𝜇m (W × H). The filter
aims to separate particles bigger than 2 𝜇m, i.e. blood cells. The first chosen layout
is shown in Fig.3.1, where trapezoidal shaped pillars were thought to be spaced by 2
𝜇m gaps, at the closest point. The microfluidic channel was thus divided by filtering
modules. The distance between the wall and the posts was around 52.5 𝜇m. As can be
seen on Fig.3.1 the major base and the height of the posts were 30 𝜇m.
To describe the pressure and velocity field the continuity equation (eq. 2.7) and the
Navier-Stokes equations for incompressible, newtonian fluid (eq. 2.14) were used.
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Figure 3.1: Sketch of the first geometrical layout of one filtering module. The distance
from the wall to the posts is 52.5 𝜇m, and the smaller gap between the posts is 2 𝜇m.
Reprinted from [107].

3.1.1 Boundary conditions and convergence analysis
The computational time of thewhole 3D domainwas decreased setting a symmetry plan
at the mid-height of the channel. This assumption was considered reasonable, since the
main separation effects took place in the transversal direction (along x-y plane in the
coordinate system expressed in Fig. 3.1). A flow rate of 20 𝜇l/min was imposed at the
inlet through a constant velocity boundary condition of 3.42 × 10−3 m/s. A pressure
outlet boundary condition was set equal to atmospheric value. On all the other bound-
aries a no-slip condition was chosen, thus the velocity of the fluid was considered 0 m/s
at the interface solid-liquid. No roughness was taken in account, and the device was
filled by water at 25°C (properties reported in Table 3.1). An unstructured tetrahedral
mesh was generated through the ANSYS built-in package. Due to the parabolic profile
of the velocity inside a channel, a coarser mesh is present in the bulk, while it is go-
ing to be finest near to the walls where the gradient is greater. Thus, decreasing the
maximum element size in the bulk and taking records of the residual, it was possible to
perform the convergence analysis. The first value of size was chosen as 5 𝜇m. This last
was decreased until the residual in continuity, x-velocty, y-velocity and z-velocity were
under 1 × 10−5. The best compromise for computational time and good convergence
(shown in Fig.3.2) was a mesh element size with an element length of 2 𝜇m.

Property Symbol Value

Fluid density 𝜌 998.2 [ 𝑘𝑔
𝑚3 ]

Dynamic viscosity 𝜇 1.003 × 10−3 [ 𝑘𝑔
𝑚⋅𝑠 ]

Table 3.1: Properties of water at 25 °C.
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Figure 3.2: Residual of continuity, x-velocity, y-velocity and z-velocity for a maximum
element size in bulk of 2 𝜇m.

3.2 Materials and methods
In this section the numerical approach for the optimization of the geometry is formerly
exposed. The usedmaterials, the fabrication process and the protocols for pressure tests
and fluorescence tests are presented in the following part of the section.

3.2.1 Numerical optimization of the geometry
Homogeneity of the mass flowrate

Since the tricky problems of the filtration are localized close to the filteringmodules, the
attention of numerical models was focused on that region. Qualitative and quantitative
analyses were necessary to guarantee both an homogeneous mass flowrate and a low
pressure drop. The filtering module shown in Fig.3.1 was replicated four times occu-
pying the whole width of the channel as shown in Fig.3.3(a). This layout corresponded
to a filtering area of 1560 𝜇m2. A contour plot of the velocity field obtained from the
simulation of the steady laminar problem with the first layout is reported in Fig. 3.3(a).
Looking at the contour plot, the velocity field seems to be homogeneous through all
the filter’s modules but analysing Fig.3.4, it is possible to notice that the last module, la-
belled as number 4, presented a huge difference in mass flowrate respect to the others.
The necessity to avoid heterogeneity through the filtering modules led us to change
the layout. This step was important because we were also able to improve the filtering
area. Thus, the second layout, reported in Fig.3.3(b), was proposed. The total filtering
area was now increased to 2730 𝜇m2, changing the number of modules from four to
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Figure 3.3: Velocity contour plots obtained with (a)the first, (b) the second and (c) the
third layout. Colourbars from blue (0 velocity) to red (highest magnitude). Reprinted
from [107]

seven. Instead of that, the obtained results were not better. The velocity magnitude
increased, leading to an higher pressure drop and the mass flowrate presented more
heterogeneity, as shown with a blue line in Fig.3.4. A further step to overcome these
problems is shown in Fig.3.3(c), where the number of filtering modules was set constant
but they were tilted of 8.4° to covering the width of the microfluidic channel. This struc-
ture led to an enhanced symmetry and the absence of closed structures which helped
to homogenize mass flow rate, maintaining it almost constant among all the modules
to 5.2 × 10−8 kg/s (red line in Fig. 3.4). Moreover, other important advantages were
noticed: the stagnant regions, i.e. zero velocity areas, were reduced and the velocity
magnitude was decreased noticeable, leading to less pressure drops and resultant lower
shear stresses on the particles.

Analysis of the pressure drop

A control volumewas chosen to analyse the pressure drop. Thus, a length of 2 mm from
inlet to outlet was taken to qualitative model the filter. A value of 781.688 Pa for layout
in Fig. 3.3(a), 653.365 Pa for layout in Fig. 3.3(b) and 593.701 Pa for layout in Fig. 3.3(c)
were obtained imposing a flowrate of 20 𝜇l/min. A higher pressure in the first layout
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Figure 3.4: Mass flow rate through filtering modules for the first three layouts.
Reprinted from [107].

was reasonably led to the presence of a higher number of closed structures. Since one of
the main purpose was to have homogeneity in flow rate and lower pressure drops both
for the filtration phase and cleaning one, we chose to continue the optimization using
layout shown in Fig. 3.3(c). These conditions were set as target of the optimization for
the following reasons: A homogeneity of flow rates, among all the modules, lets the
sample flows discretized equally through each filter, avoiding unused zone. Further-
more, this condition helps to delay the possibility of clogging when the particles are
injected. For what concern the pressure drop, it was a condition necessary to enhance
the operational feasibility of the device. In fact, since the gap between the pillars is very
narrow, also with low flow rate there should be issues to inject/withdraw the fluid.
A preliminary bonding test was carried out for a 630 𝜇mwide and 15 𝜇m deep channel.
The aspect ratio, defined as width on depth ratio was proven to be too high, leading to
channel occlusion due to the cover collapsing. Thus, looking to fabrication demand we
chose to introduce walls between each filtering modules with a width of 20 𝜇m, which
avoid the top cover collapsing. Indeed, the tilting angle of the posts had to be changed
to a lower value of 5.7°. A sketch of this new layout is reported in Fig.3.5(a). From a nu-
merical point of view the introduction of these walls increases a lot the computational
demand due to the higher number of boundaries, thus finer mesh.

52



3.2 – Materials and methods

Figure 3.5: Sketches of (a) fourth and (b) fifth layout. Reprinted from [107].

Since each filtering module can be considered as a single channel, we decreased
the computational time taking in account a single module and the analogy between
microfluidic devices and electric circuits [108]. Considering then this approximation
the control volume became a channel 75 𝜇m wide, 15 𝜇m high and 2 mm long. The
presence of walls permits to avoid zones with lower velocities, but the maximum value
increased respect to the previous layout due to the decreased cross-section, as shown
in Fig. 3.6). Instead of that, the results were promising, recording a pressure drop of
57993.7 Pa along the channel and a mass flowrate through the module of 4.9 × 10−7

kg/s.

Figure 3.6: Velocity field contour plot in a filtering module of the fourth layout. Colour-
bars from blue (0 velocity) to red (highest magnitude). Reprinted from [107].

Since this last layout presented good results, we chose to improve the quality keep-
ing the same structure of the array of posts and aspect ratio, trying to decrease the
pressure drops. The last designed layout is shown in Fig. 3.5(b), where the number of
modules was decreased from seven to five, with a tilting angle of 11.3° and a total fil-
tering area of 1950 𝜇m2. Following this geometry configuration the single module had
110 𝜇m of width respect to 75 𝜇m of the previous one, guaranteeing a lower velocity
magnitude and the mass flow rate was 3.3 × 10−7 kg/s (20 𝜇l/min). A contour plot of
the obtained velocity field is shown Fig. 3.7.
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Figure 3.7: Velocity field contour plot in a filtering module of the fifth layout. Colour-
bars from blue (0 velocity) to red (highest magnitude). Reprinted from [107].

As expressed in chapter 2 (subsection 2.1.3), a steady, laminar, pressure-driven flow
of a newtonian fluid in a straight channel is known as Hagen-Poiseuille flow. Rearrang-
ing eq. 2.15 it is possible to have a relation of the pressure drop as function of the flow
rate, of the fluid properties and the channel geometry.

Δ𝑃 =
8𝜂𝐿𝑄
𝜋𝑅4 , (3.1)

where 𝑄 is the volumetric flow rate, 𝑅 is the cross-sectional radius, in this case com-
puted as half of the hydraulic diameter (eq. 2.2), 𝐿 the length of the channel, 𝜂 the
viscosity of the fluid and Δ𝑃 is the pressure drop along the channel. Imposing a flow
rate of 10 𝜇l/min, Δ𝑃 resulting from numerical simulation was of 104.71 Pa and from
eq.3.1 was 139.795 Pa.

3.2.2 Fabrication process
Numerical simulations led to the optimization of the filteringmodule’s geometry, shown
in Fig. 3.8. This last layout for the microfluidic device was formed by a channel 1 cm
long, divided in five sub-channels, each 110 𝜇m wide. The posts were kept in rows as
in the first considered layout, but tilted respect to the lateral walls by 5.7° and 174.3°
alternatively (Fig. 3.8). The shape ot the posts was kept the same for all the studied
layouts (Fig. 3.1), thus, trapezoidal with the major base and the height of 30 𝜇m. This
shape was selected and oriented, so the lower hydrodynamic resistance was opposite
to the forward flow. Moreover, it was chosen to block the particles bigger than the gaps
during the filtration step (forward flow), and to guarantee a low resistance during the
de-clogging phase (backward flow). The gap between the posts was designed to be 2
𝜇m but for the fabrication processes it was set to 3 𝜇m. The production of the microflu-
idic device, with the filter inside, involved several cleanroom processes (schematically
reported in Fig.3.9):

• Silicon masking with photolithography
A thin layer of the positive resist AZ1518 (MicroChemicals GmbH) was used to
coat a 275 𝜇m thick, single side polished silicon wafer (orientation 100). The ad-
hesion was guaranteed by a previous spin coating (Spin150 - SPS Europe) of Ti
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Figure 3.8: CAD drawing of the final layout for the microfluidic device. Dimensions are
expressed in 𝜇m.

Prime (MicroChemical GmbH), which is an adhesion promoter. A direct pho-
tolithography process was carried out, writing six channels on the same wafer
using a Laser Writer (LW405-Microtech). Resist was developed in a solution of
AZ400K and then treated with Buffered Oxide Etch (BOE) for removing the sili-
con oxide layer. The next step was the anisotropic dry Deep Reactive Ion Etching
(ICP-DRIE Oxford Plasmalab 100), following a conventional cryogenic process
[109]. All the residual of the mask were then removed with acetone and BOE,
then laser cutting was used to divide the master into six different wafers.

• Hot embossing
One of the masters was fixed on the upper plate in the hot embossing machine
(HEX01 - JENOPTIKMikrotechnik). On the lower one, a 1 mm thick Cyclic Olefin
Copolymer (COC) foil was placed. The optimize process is a combination of time,
pressure and temperature. Thus, the optimal parameters used in this work were
165°C with a load of 2500 N for 240 s. The hot embossing method was chosen for
the possibility to rapidly fabricate disposable devices. Once a master is prepared,
the hot embossing parameters (in terms of pressure, temperature, and time) are
set. By using the same material in the same processing conditions, it can be said
that a satisfying reproducibility is obtained. Surely, there are drawbacks. In fact,
if the process is not accurate the opening between the filter posts can vary along
vertical direction. A strict control over the process is needed to avoid this issue.

• Final bonding.
The replica obtained from hot embossing process needed to be treated to remove
any exceedingmaterial to have a strong and correct bonding. A numerical control
machine was used either to cut the borders of the replica and to create the COC
cover, not hot-embossed, for themicrofluidic device. This last is just a rectangular
foil with two hole drilled, the inlet and the outlet respectively. Before bonding
the two parts, a cleaning step with isopropanol (IPA) was performed. After a step
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of alignment using a digital microscope (DVM2500 - LEICA), the two foil were
processed with hot-embossing. In this case 115 °C, 280 N of load for 360 s were
set.

Figure 3.9: Schematic representation of the fabrication process (1 to 7) and example of
produced device.

3.2.3 Fluorescence tests
A fluorescent particles dispersion was forced to flow through the filter to character-
ize the efficiency of the separation. The sample was prepared adding 50 𝜇l of green
polystyrene fluorescent particle (FluoSphere® - ThermoFisher used as received at a
concentration of 5 × 108 particles/ml) into 1 ml of deionized water. The diameter of
the particles is 4 𝜇m with a surface modification with sulphate and a laser excitation
wavelength (Ex) of 505 nm and a fluorescent emission wavelength (Em) of 515 nm. The
size was chosen because it is very close to the platelets one (≈ 2-3 𝜇m). To avoid for-
mation of bubbles, deionized water was previously injected inside the channel until it
was completely filled. The flow was guaranteed by a syringe pump system comprising
a 250 𝜇l Hamilton Gastight syringe, a New Era NE1000 syringe pump and polyurethane
tubing (SMC TU0212C-20). Tests started when a 15 𝜇l droplet was pipetted inside the
inlet of the microfluidic channel and then withdrawn from the outlet with a flow rate of
5 𝜇 l/min for 3 minutes. A 20× objective of a fluorescent microscope Nikon Eclipse Ti
mounting a green filter (with an acquisition at 9.8 ms frame rate), was used to evaluate
the efficiency of filtration through observation of the fluorescent streams. The suction
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method was chosen to mimic the working of the filter in the described microfluidic
platform: ideally, a small volume of blood is dropped directly inside the inlet of the
platform and the withdrawn along the fluidic circuit, thus avoiding the dead volume
issues linked to the injection of blood sample through a syringe.

3.2.4 Pressure tests
The tests performed to measure the pressure drop were important to both characterize
the device and validate numerical results. The same setup from fluorescence tests was
used for pressure tests, but in this last a tubing was used to connect the syringe to
the inlet through a three-way valve. Deionized water was continuously pumped from
the inlet to the outlet with a flow rate of 10 𝜇l/min. The pressure sensor (Honeywell
Microswitch - bridge pressure sensor 26PC Series) was placed in the third outlet of the
valve and a pressure drop was acquired with the same protocol used by Bertanta et
al. [110]. A total of three data series were recorded, starting from the activation of
the syringe pump until the pressure plateau was reached. The pressure value obtained
from the mechanical connection between the tubing and the microfluidic channel was
considered as an offset and subtracted from the recorded data for each series. The
maximum value of pressure, whichwas the one reached at the plateauwas extrapolated,
was considered for computing the average over the three measurement series.

3.3 Results
In this section all the obtained results from both the fluorescence and pressure tests are
reported.

3.3.1 Fluorescence tests results
Fluorescence microscopy tests, as expressed above, were important to qualitative un-
derstand the efficiency of the proposed filter design. The photograms reported in Fig
3.10 show results from one of these tests. In particular, the flow of 4 𝜇m green, fluores-
cent particles dispersion was studied. In the first photogram (Fig.3.10(a)) it is possible
to notice the particles approaching the filtering module. Moreover, the channel is well
filled by liquid dispersion and there are no bubbles, which indicates a successful bond-
ing process. After 3 min withdrawal from the outlet of the channel (Fig. 3.10(b)), we
observed that the particles were all collecting before the filter. At this point the flow
was reversed to start the cleaning phase. Almost all the particles were pushed away
from the filtering modules, and as it is possible to notice from Fig. 3.10(c), no particles
were observed downstream the filter. All the tests were performed with an exposure
time of 9.8 ms for the brightfield and 900 ms for the green field.
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Figure 3.10: Photograms obtained from fluorescence tests inside the COC filter with 4
𝜇m particles dispersion. (a) particles approaching the filter, (b) infusion after 3 min and
(c) filtering modules after cleaning phase. Reprinted from [107].

3.3.2 Pressure tests results
Following the protocol described above in section 3.2.4, we obtained a good match with
numerical and analytical results. For an imposed 10 𝜇l/min flow rate, a pressure drop
equal to 260 Pa was recorded. The absolute value is obviously different from the two
obtained with eq.3.1 and simulations, but the order of magnitude is the same. This is
reasonable if operational errors and experimental setup are taken in account.

3.4 Conclusions
In this chapter a passive microfluidic device was presented. Filtering modules were in-
troduced inside a straight microfluidic channel produced through an embossing process
involving a single master and polymeric replicas. This aspect has two advantages. The
former is the usage of low-cost materials respect to silicon and Pyrex. The second lies
on the reproducibility on the production of the device. A Numerical optimization of
the design was performed to enhance the homogeneity of the mass flow through the
filtering module and to have the lower pressure drop along the channel. Moreover, the
device was studied to guarantee efficient alternating filtration and cleaning cycles. Pres-
sure and fluorescence tests showed positive results. Using a suspension of polystyrene
particles with 4 𝜇m diameter, filtration was proved to have a high efficiency. Also, the
de-clogging phase presented good results, allowing for a clean device increasing its life.
A possible further step should be the usage of biological fluids (e.g. plasma or plasma-
like medium) to investigate the fluid-dynamic efficiency of the device. Blood samples
could be used to analyse a more realistic condition. Another possible step could in-
volve the investigation of a different cleaning system which could recover the particles
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cake formed in the filtration phase. Using a complete blood sample could lead to dif-
ferent issues, since the concentration of blood cell is very high. The filter object of this
study was intended as a preliminary approach to the filtration of the whole blood. This
means that, with the aim of obtaining an efficient device, more elements should be in-
vestigated and introduced in the final microfluidic platform integrating the proposed
passive two-way filter. For example, a dilution and a waste chamber should be added.
The dilution chamber in order to slightly reduce the haematocrit level and add blood
thinners to avoid clots due to the contact with microfluidic walls. A waste chamber to
be used when reversing flow to allow, as mentioned above, blood big cells discarding a
collection. Therefore, the filter would work in a more complex and multifunctional mi-
crofluidic circuit managed by alternate phases of infuse-withdraw to extend the device
life itself.
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Chapter 4

Parametric Numerical Study of
Acoustophoretic Device

Trying to separate sub-micrometer particleswith the optimized size-based exclusion de-
vice, we encountered twomain difficulties: the formerwas the fast clogging of the filter-
ing modules. The second one was the harder fabrication process needed to decrease the
gap between the posts. We chose then to study and include an active separation device
which could work after a size-based exclusion pre-stage and separate sub-micrometer
particles from a previously treated sample. Our attention fell on acoustophoresis, tech-
nique that has gained great interest in the field of focusing and separation of particles
(subsection 1.2.4) [111]. In this chapter a brief introduction about a common rectangu-
lar cross sectioned channel is reported. This is important to present one of the bulkier
result of this work: a parametric numerical investigation of the geometry for the fo-
cusing/concentration of particles in a bulk acoustic wave BAW device. This part of the
PhD project led to a published paper [112]. An overview of the numerical model, the
used boundary conditions and the mesh convergence analysis is reported. At the end
of the chapter the main results are shown and commented.

4.1 Rectangular cross-sectioned chamber
Commonly, the acoustic wave is generated by an actuated piezoelectric material, placed
below the channel, which converts the electric voltage to mechanical displacements
[113]. Numerous experimental (some reported in subsection 1.2.4) and theoretical stud-
ies [75, 83, 84, 91, 95, 96, 114, 115] investigated the half-wavelength resonance in a rect-
angular cross-sectioned channel. A sketch of the structure of a BAW device is shown
in Fig. 4.1. The acoustophoresis systems are mainly divided in three type: the layered
resonator, the transversal resonator, and the surface acoustic wave resonator. The first
one is a quite complex system that requires different layers, and a precise control of
their thickness is required to obtain a high-quality factor. The surface acoustic wave
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Figure 4.1: 3D sketch of a BAW microfluidic device.

(SAW) resonator worked based on the propagation into a fluidic chamber via a wave
guiding substrate (usually LiNbO3, lithium niobate). In this case also polymeric materi-
als are suitable for designing the chamber because they can have similar characteristic
acoustic impedance as the fluid. The transversal resonators base their performances
on reflection of the waves between the channel walls (as will be explained in more de-
tail in the following part of the thesis). These systems have high quality factors and
make these resonators less dependent on the material thicknesses and matched layers.
Another great advantage on using transversal resonator is that the acoustic manipu-
lation is performed in place with the resonator chip, that allows visual analysis of the
focusing phenomenon. Furthermore, an integration with other microfluidic chips can
be achieved [47]. As shown in Fig. 4.1, and reported above in chapter 1, the most used
material for develop bulk acoustic wave devices is silicon sealed with a pyrex lid. In
fact, silicon is a transparent material, useful for microscopy analysis, as well as it has
an high acoustic impedance necessary to obtain a standingwave inside the fluidic cham-
ber (denoted with ”Fluid” in Fig. 4.1), since the walls must behave as reflector of the
pressure wave. Since the main phenomena in the acoustophoretic applications happen
in the transversal section (y-z directions in Fig. 4.1) and a full 3D numerical simulation
has high computational demand, a common simplification is to consider a 2D problem,
more particularly just the fluidic domain (Fig. 4.2). If a rectangular cross-section is con-
sidered with the width (W) designed to be half of the wavelength (𝜆/2) and the lateral
walls are actuated following a sinusoidal behaviour, a standing acoustic wave with a
single node in the centre of the channel is generated, while two anti-nodes are at the
sides (as previously shown in Fig. 2.4.).
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Figure 4.3: Contours plot of the acoustic streaming velocity in 380𝜇m ×160𝜇m (W×H)
cross-section. (a) Particle trajectories with 5𝜇m diameter. (b) Particle trajectories with
0.5𝜇m diameter.

Figure 4.2: 2D sketch of the considered fluidic control volume, where the lateral walls
are actuated and the ceiling and bottom are considered as hard walls. The blue and grey
arrows indicate a harmonic oscillation.

If the actuation frequency is equal to the resonance frequency of the system the
acoustic energy density 𝐸𝑎𝑐 has the maximum value as well as the corresponding pres-
sure and velocity fields. This phenomenon is underlined in the referenced paper [114].
With this configuration, as theoretically introduced in chapter 2, particles with radius
around 1 𝜇m andwith a positive contrast factor Φ𝑎𝑐 are moved by the acoustic radiation
force 𝐹𝑎𝑐 forward the node, as shown in Fig. 4.3(a). For particles smaller, the focusing
becomes harder due to the acoustic streaming and the corresponding Stokes drag force
𝐹𝑑𝑟𝑎𝑔 (Fig. 4.3(b)). This phenomenon represents a limit when the task is to separate
nanoparticles (such as exosomes), thus in the recent years, several approaches were
numerically explored to overcome this size limit. For example, two half-wavelength
resonances excited in a channel with a squared cross-section can generate a different
vortex shape. Sub-micrometer particles, that feel both the contribution of the drag force
and in minor way the acoustic radiation force, can be then concentrated into a focal
point at the centre of the cross-section [116]. A more recent numerical study demon-
strates that the simultaneous actuation of two different resonance modes can lead to
a modified vortex pattern of the acoustic streaming, this let to decrease the size limit
for which it is possible to focus [115]. Hoyo and Castro demonstrated that a pulsed
actuation, instead of a steady one, decreased the magnitude of the acoustic streaming,
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thus a lower 𝐹𝑑𝑟𝑎𝑔 [117]. Another study was focused on the introduction of inhomo-
geneous fluid in the chamber [75, 95, 96]. Despite the presence of inhomogeneity in
the medium leads to a more complex experimental setup, it also suppresses the acous-
tic streaming (a more detailed explanation will be presented in chapter 5). One of the
latest and pioneering studies was about the suppression of acoustic streaming based on
a shape-optimized section [118].

4.2 Numerical model, boundary conditions and con-
vergence analysis

An important result from literature came from Muller et al. [84]. In this study they
observed, from a numerical point of view, that by increasing the aspect ratio of the
cross-section, this last was not fully covered by the acoustic streaming vortexes. This
interesting aspect led us to think about a parametric study that could investigate the
influence of the cross-sectional aspect ratio on the focusing of particles. We started
changing the height of the channel, keeping constant the displacement of the actuated
walls (the experimental voltage switching. In a more general case, when the properties
of the piezoelectric material, as in the case of this model, are unknown a more meaning-
ful value is the input power. For achieving 100 Pa energy density in a rectangular section
of about 300 𝜇m width and 150𝜇m height about 25-30 mW input power is needed, if
the ideal mode is hit.) and the actuating frequency. This setup gave us different values
of acoustic energy density for each aspect ratio. As second step we kept constant 𝐸𝑎𝑐
sweeping the displacement of the walls and keeping constant the actuating frequency
at the value of the previous step. The following point was to find the resonance fre-
quency values for all the aspect ratio and tune the displacement in order to have the
same acoustic energy density in the systems. As last part of this study we chose to
maintain constant the area of the section of the channel and repeat the same tests listed
above. All these steps are summarized in Table 4.1. The main purpose of this work was
to analyse the enhancement of particle focusing by confining the acoustic streaming in
a smaller region of the section without adopting an elaborate and complex strategy.

4.2.1 Numerical model
As described in chapter 2, the first-order and second-order fields were derived using the
perturbation theory. The corresponding continuity and the conservation of momentum
equations for first-order field are eq. 2.29 and eq. 2.35, while for the second-order field
are eq. 2.38 and eq. 2.39. An homogeneous, isotropic, newtonian and compressible
liquid is considered and the unperturbed thermodynamic equilibrium state (zeroth or-
der) corresponds to a temperature 𝑇0, density 𝜌0, pressure 𝑝0 and quiescence v0=0. The
adiabatic assumption was considered.
Asmentioned above the 2D simplificationwas adopted, thus a rectangular cross-section
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Constant 𝐸𝑎𝑐 𝑓 𝑙0

W Variable 1.9669 MHz 0.1 nm

W 106 Pa 1.9669 MHz Variable

W 106 Pa Resonance
frequency

Variable

S 106 Pa Variable 0.1 nm

S 106 Pa Resonance
frequency

Variable

Table 4.1: Summary of the structure of the present study, where W is the width of the
channel and S is the cross-sectional area of the channel defined asW × H. Adapted from
[112].

filled with water was considered as control volume. The reference dimensions were 380
𝜇m for the width and 160 𝜇m for the height of the channel. This corresponded to an
AR, defined as H/W, of 0.42. All the equations listed above were implemented in the
weak form (for more information we remind the reader to subsection 2.3.1) in COM-
SOL Multiphysics (version 5.4, COMSOL Inc.). The particle trajectories were computed
using the built-in module of Particle Tracing for Fluid Flow.

4.2.2 Boundary conditions
As denoted in the previous section one of the most influencing properties of the ma-
terial is the acoustic impedance. In fact, in order to obtain and efficient standing wave
inside the chamber a hard material is required (i.e. silicon/glass which has high Young’s
modulus). For this reason, we assume the top and the bottom walls as rigid. The ac-
tuation on the right and left walls was implemented adding a harmonically oscillating
boundary condition on the first order velocity (as sketched in Fig. 4.2). For the 2𝑛𝑑 order
velocity a zero-mass flux through the right and left walls was set as boundary condition
[114].

𝑇 = 𝑇0 = 25°𝐶 𝑜𝑛 𝑎𝑙𝑙 𝑤𝑎𝑙𝑙𝑠, (4.1)

v = 0 𝑜𝑛 𝑎𝑙𝑙 𝑤𝑎𝑙𝑙𝑠, (4.2)

n ⋅ 𝑣1 = 𝑣𝑏𝑐(𝑦, 𝑧)𝑒−𝑖𝜔𝑡 𝑜𝑛 𝑡ℎ𝑒 𝑟𝑖𝑔ℎ𝑡/ 𝑙𝑒𝑓 𝑡 𝑤𝑎𝑙𝑙𝑠, (4.3)

n ⋅ 𝑣2 = − ⟨
𝜌1(n ⋅ 𝑣1)

𝜌0
⟩ 𝑜𝑛 𝑡ℎ𝑒 𝑟𝑖𝑔ℎ𝑡/ 𝑙𝑒𝑓 𝑡 𝑤𝑎𝑙𝑙𝑠, (4.4)

where n is the outward normal vector to the surface, 𝑣𝑏𝑐 = 𝜔𝑙0, with 𝑙0=0.1 nm which
is a representative displacement [84, 113] consistent with other numerical works [84,
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114] and experiments [83]. For the pressure, a standard null flux conditionwas set at the
walls. A Lagrange multiplier was needed to force the second-order pressure average to
zero and obtain the convergence. The properties used both for water and polystyrene
particles are listed in Table 4.2.

4.2.3 Mesh converge analysis
The rectangular section of the channel was divided in four subdomains shown in Fig.4.4.
Three of them were considered as bulk domain and one as boundary domain near the
walls. This was useful to structure the mesh. The bulk domain was set from −𝑊

2 + 𝑤𝑏𝑑

to 𝑊
2 −𝑤𝑏𝑑 where 𝑤𝑏𝑑 = 10𝛿𝑠 and 𝛿𝑠 is the dimension of the viscous boundary layer for

a frequency of 2 MHz, obtained from eq. 2.36. The central domain, coloured darker in
Fig. 4.5, corresponded to the ”focusing region” where we intensified our attention and
it goes from -𝑊

2 + 0.25𝑊 to 𝑊
2 − 0.25𝑊. In the bulk domains the maximum element

size of the free quadrilateral mesh was set equal to 𝑤𝑏𝑑, while the grid in the boundary
mesh was divided in 𝑁 elements. Since the greatest gradients are inside the boundary
domain a convergence analysis varying 𝑁 was performed. For doing that a relative
convergence parameter 𝐶(𝑔) was monitored since it achieved a value lower than 1 ×
10−3, as shown in Fig. 4.4. 𝐶(𝑔) was estimated considering a general solution for the
generic field 𝑔 and a reference solution 𝑔𝑟𝑒𝑓, obtained with the finest mesh, as follow:

𝐶(𝑔) =
√∫(𝑔 − 𝑔𝑟𝑒𝑓)2 𝑑𝑦𝑑𝑧

√∫(𝑔𝑟𝑒𝑓)2 𝑑𝑦𝑑𝑧
. (4.5)

The reference mesh was chosen with N=20, which correspond to an element inside
the boundary domain equal to 0.5𝛿𝑠(or 𝛿𝑠/𝑤=2). As can be seen in Fig. 4.4, a value of
𝛿𝑠/𝑤=0.8 guarantees the relative convergence parameter criteria. Setting this parame-
ters the total number of mesh elements was approximately 6 × 103.

4.2.4 Particle tracing
A special attention has to be given to the particle tracing computation. After the back-
ground fields were computed, we used the results to compute all the forces experienced
by the particles. As expressed in 2 the total force exerted on a particle is the sum of the
acoustic radiation force and the streaming-induced Stokes drag force. In this work we
computed the acoustic radiation force 𝐹𝑟𝑎𝑑 using the equation obtained by Karlsen et
al.[115, 90], as follow

𝐹𝑟𝑎𝑑 = −𝜋𝑎3
[

2
3

𝑘0⟨𝐶𝑀𝑝1∇𝑝1⟩ − 𝜌0⟨𝐶𝐷v1 ⋅ v1⟩], (4.6)

𝐶𝑀 =
𝐶𝑀1 + 𝐶𝑀2𝐻

1 + 𝐶𝑀3𝐻
, (4.7)
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Property Symbol Value

Water

Density1 𝜌0 998 [kg m3]

Speed of sound1 c0 1497 [m s−1]

Shear viscosity2 𝜂0 0.890[mPa s]

Bulk viscosity3 𝜂𝐵 2.485 [mPa s]

Specific heat capacity1 C𝑝 4181 [J(kg K)−1]

Heat capacity ratio1 Γ 1.011

Thermal conductivity4 k𝑡ℎ 0.6065 [W(m K)−1]

Isentropic compressibility5 k0 448[TPa−1]

Thermal expansion coeff.2 𝛼𝑝 2.573 × 10−4[K−1]

Polystyrene

Density8 𝜌𝑝𝑠 1050[kg/m3]

Speed of sound c𝑝𝑠 2350[m s−1]

Compressibility k𝑝𝑠 249 [TPa−1]

Poisson’s ratio9 𝜎𝑝𝑠 0.35

Heat capacity10 C𝑝,𝑝𝑠 1220 [J(kg K−1)]

Heat capacity ratio11 𝛾𝑝𝑠 1.04

Thermal expansion coeff.11 𝛼𝑝,𝑝𝑠 2.09 × 10−4[K−1]

Thermal conductivity12 k𝑡ℎ,𝑝𝑠 0.140 [W(m K)−1]

Isentropic compressibility6 k𝑠,𝑝𝑠 238[TPa−1]

Speed of sound6 c𝑠,𝑝𝑠 2350[m s−1]

Transverse speed of sound7 c𝑡,𝑝𝑠 1068[m s−1]
1 From polynomial fit from Ref. [114], based on data from Ref. [119].
2 From polynomial fit from Ref.[114], based on data from Ref. [120].
3From polynomial fit from Ref. [114], based on data from Ref. [121].
4From polynomial fit from Ref. [114], based on data from Ref. [122].

5From reference [101].
6From reference [115].

7From reference [115], taken from [90].
8From reference [84].

9From reference [115], taken from [123].
10From reference [115], taken from [124].

11From reference [90].
12From referencete [115], taken from [125].

Table 4.2: Properties for water at T=25°C and polystyrene. Adapted from [112].

𝐶𝐷 =
𝐶𝐷1(1 − 𝐺)

𝐶𝐷1 + 3(1 − 𝐺)
, (4.8)
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Figure 4.4: Mesh convergence analysis for different element sizes in the boundary do-
main. Reprinted from [112].

Figure 4.5: Schematic representation of the used rectangular cross section of the channel
considered as reference system. The fluid domainwas divided in 4 subdomains: 2 lateral
bulk domains (lighter grey), 1 central bulk domain (darker grey) and a boundary domain
close to the walls. A zoom of a squared zone defined with a red line is reported to show
the mesh elements. Adapted from [112].

where 𝑎 is the particle radius and 𝐶𝑀 and 𝐶𝐷 are the monopole and dipole scattering
terms [115, 90], which come from a difference of properties between the suspended
particle and the medium. The monopole scattering coefficient can be derived through
these equations [115]:

𝐶𝑀1 = 1 − ̃𝑘𝑠, (4.9)

𝐶𝑀2 = 3(𝛾 − 1)[(1 − 𝜉)(1 − 𝜒𝜉) − 4
3

𝜒 ̃𝜌0𝜉 ̃𝑘𝑠(
𝑐𝑡,𝑝𝑠

𝑐0
)

2

(1 −
𝜉
̃𝑘𝑠
)], (4.10)
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𝐶𝑀3 = 4(𝛾 − 1)𝜒 ̃𝜌0(𝜉
𝑐𝑡,𝑝𝑠

𝑐𝑠
)

2
, (4.11)

𝐻(𝑎,𝜔) = 1
(𝑘𝑇𝑎)2 [

1
1 − 𝑖𝑘𝑇𝑎

− 1
̃𝑘𝑡ℎ

𝑡𝑎𝑛(𝑘𝑇
𝑝𝑠𝑎)

𝑡𝑎𝑛(𝑘𝑇
𝑝𝑠𝑎) − 𝑘𝑇

𝑝𝑠𝑎]
−1
, (4.12)

where tilde indicates the ratio of particle property to fluid property, e.g. ̃𝜌0 = 𝜌𝑝𝑠/𝜌0,
and with the following formulations:

𝜉 =
̃𝛼𝑠

̃𝜌0 ̃𝑐𝑝
, 𝜒 = 1 − 4

3(
𝑐𝑡,𝑝𝑠

𝑐𝑠,𝑝𝑠
)

2
, (4.13)

𝑘𝑇 = 1 + 𝑖
𝛿𝑇

[1 + 𝑖
2

(𝛾 − 1)(Γ𝑠 − Γ𝑇)], (4.14)

𝑘𝑇
𝑝𝑠 = 1 + 𝑖

𝛿𝑇,𝑝𝑠

1
√1 − 𝑋

[1 + 𝑖
8

𝛾2
𝑝𝑠Γ𝑇,𝑝𝑠

1 − 𝑋 ], 𝑋 = (1 − 𝛾𝑝𝑠)(1 − 𝜒), (4.15)

Γ𝑠 = 1
2

(
𝜂𝐵
𝜂0

+ 4
3

)(𝜔
𝛿𝑠
𝑐𝑠

)2, Γ𝑇 = 1
2

(
𝛿𝑠
𝑐𝑠

)2, Γ𝑇,𝑝𝑠 = 1
2

(
𝛿𝑇,𝑝𝑠𝜔
𝑐𝑠,𝑝𝑠

)2, (4.16)

𝛿𝑇 =
√

2𝑘𝑡ℎ
𝜌0𝐶𝑝𝜔

, 𝛿𝑇,𝑝𝑠 =
√

2𝑘𝑡ℎ,𝑝𝑠

𝜌𝑝𝑠𝐶𝑝,𝑝𝑠𝜔
. (4.17)

The dipole scattering coefficient, which includes viscous and thermal effects has the
following sub coefficient and function:

𝐶𝐷1 = 2( ̃𝜌0 − 1), 𝐺(𝑎,𝜔) = 3
𝑘𝑠𝑎

( 1
𝑘𝑠𝑎

− 𝑖) 𝑎𝑛𝑑 𝑘𝑠 = 1 + 𝑖
𝛿𝑠

.𝑠 (4.18)

The streaming induced drag force it is defined by eq. 2.18, thus the total force, neglecting
gravity and buoyancy, acting on the particle can be written as

𝑑(𝑚v𝑝)
𝑑𝑡

= 𝐹𝑇 = 𝐹𝑟𝑎𝑑 + 𝐹𝑑𝑟𝑎𝑔, (4.19)

where 𝑚 is the mass of the particles and 𝐹𝑇 is the sum of the forces acting on the parti-
cles. The left side term expresses the acceleration of the particle. If a micrometer-sized
particle accelerated by the drag force is considered, the characteristic unsteady time
can be approximated as 𝜏𝑢𝑛𝑠𝑡𝑒𝑎𝑑𝑦 ≈ 2

9𝑎2 𝜌𝑝
𝜂0

≈ 1 𝜇s. On the other hand the character-
istic steady time, considering a terminal velocity v𝑝, is 𝜏𝑠𝑡𝑒𝑎𝑑𝑦 ≈ 1 ms, derived from

v𝑝 = 𝐹𝑟𝑎𝑑
6𝜋𝜂0𝑎 . Thus, the acceleration can be reasonably neglected.

Particles were released from a regular grid with an initial velocity equal to 0. The in-
teraction between the particles were not considered. Mono-dispersed particles with

69



Parametric Numerical Study of Acoustophoretic Device

radius of 250 nm, 500 nm, 750 nm, 1 𝜇m and 2 𝜇m were studied. Since the number of
particles, especially for small radius, influenced the results, some tests were performed
using the most critical situation (i.e. AR of 0.42 and radius of 250 nm) in order to obtain
the optimal concentration . As can be seen in Fig. 4.6, the fraction of particle collected
in the central subdomain presented greater oscillation with a decreasing number of
particles. An optimal number, derived from the study of the standard deviation of the
fraction of particles collected, was found. Accordingly to Fig. 4.7, a spacing grid of 5
𝜇m was chosen. It corresponds to a number of particles higher than 2000. We found
that this concentration of particles was compatible with the assumption of neglecting
hydrodynamic interaction between micron-sized particles [116].

Figure 4.6: Fraction of the particles collected in the central subdomain as function of
time for 0.42 AR and radius 𝑎 of 250 nm. The number of particles used goes from 270
to 6756. Reprinted from [112].

4.3 Validation of 2D model
As said above, the effect of the acoustic radiation force and the drag force are mainly
across the cross-section and the 2D assumption is reasonable. Since a flowrate has
to be applied to collect the particles in the outlet, in reality there is also a velocity
component in the 𝑥 direction. For investigating the effect of this component on the
fraction of the particles collected in the central domain, a 3D study for an aspect ratio
of 0.42 was performed. Full 3D numerical models which also solves the phenomena
inside the viscous boundary layer have heavy computational demand. For this reason
Lei et al. [126, 127] developed a lighter 3D model that uses the limiting velocity theory,
which was firstly described by Nyborg in 1958 [128]. This method permits to predict
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Figure 4.7: Standard deviation of fraction of particles collected in the central subdomain.
Reprinted from [112].

analytically the streaming velocity field outside the boundary layer and thus compute
only the Rayleigh streaming (for further informationwe remind the reader to chapter 2).
This means that the mesh inside the boundary subdomain is not needed and it highly
reduces the computational effort. The limiting velocity finite element method was used
to investigate the influence of the flow rate on the focusing results and to validate the
developed 2D model.

4.3.1 3D numerical model
The first-order acoustic fields in this case were simulated using the built-in module
in COMSOL called ”Pressure Acoustics”. With this interface it is possible to solve the
harmonic linearised equation, which takes the form

∇2𝑝1 = −(
𝜔
𝑐0

)
2
𝑝1. (4.20)

In this case the actuation was simulated imposing a displacement 𝑙0 at the side walls.
With the first-order fields obtained it was possible to compute the limiting velocity
equations [127]:

𝑢𝐿 = − 1
4𝜔

𝑅𝑒 {𝑞𝑥 + 𝑢∗
1 [(2 + 𝑖) (

𝑑𝑢1
𝑑𝑥

+
𝑑𝑣1
𝑑𝑦

+
𝑑𝑤1
𝑑𝑧 ) − (2 + 3𝑖)

𝑑𝑤1
𝑑𝑧 ]} , (4.21)

𝑣𝐿 = − 1
4𝜔

𝑅𝑒 {𝑞𝑦 + 𝑢∗
1 [(2 + 𝑖) (

𝑑𝑢1
𝑑𝑥

+
𝑑𝑣1
𝑑𝑦

+
𝑑𝑤1
𝑑𝑧 ) − (2 + 3𝑖)

𝑑𝑤1
𝑑𝑧 ]} , (4.22)

𝑞𝑥 = 𝑢1
𝑑𝑢∗

1
𝑑𝑥

+ 𝑣1
𝑑𝑢∗

1
𝑑𝑦

, (4.23)
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𝑞𝑦 = 𝑢1
𝑑𝑣∗

1
𝑑𝑥

+ 𝑣1
𝑑𝑣∗

1
𝑑𝑦

, (4.24)

where 𝑢1, 𝑣1,𝑤1 are the x,y,z first-order velocity components, 𝑢𝐿 and 𝑣𝐿 are the two
limiting velocity components and * denotes the conjugate value. 𝑢𝐿 and 𝑣𝐿 were added
as boundary conditions on the top and bottomwalls to compute the second-order fields.
The common no-slip condition was used at the right and left walls. For both the in-
let (x=0) and the outlet (x=L) a pressure outlet condition was imposed. A predefined
COMSOL’s ”Creeping Flow” physic was used to solve the 2𝑛𝑑 order fields. Considering
a Stokes flow the equations that needed to be solved were:

∇𝑝2 = 𝜇∇2v2, (4.25)

∇ ⋅ v2 = 0. (4.26)

Also for this validation the ”Particle Tracing for Fluid Flow” physic was used to compute
the particle trajectories. As in the main part of the work, the position of the particles
was computed considering the sum of the total forces acting on them (eq. 4.19).

4.3.2 Geometry and mesh
We chose to compare the 3Dmodel with the reference geometry of the main study, thus
a width of 380 𝜇m and height of 160 𝜇m and a length 𝐿 of 2 cm were set. A tetrahedral
mesh was used with an element size of 50 𝜇m. This choice was taken considering that
8-10 elements within the wavelength are enough to compute both the first and second
order fields [127]. A representation of the full mesh obtained is shown in Fig. 4.8.

4.3.3 Comparison
Before computing the particle trajectories, we chose to compare the fields between the
2D and 3D models. First, we analysed the amplitude of both the first-order pressure
field and streaming field (Fig. 4.9 (a-b-c-d)). As can be noticed, there is no appreciable
difference on the macroscopic morphology of the fields and neither in the magnitude.
The results from the 3D model were obtained considering an actuation frequency of
1.9678 MHz needed to have an acoustic energy density of 106 Pa (for the same 𝐸𝑎𝑐 in
the 2D model a frequency of 1.9669 MHz was needed). This small difference between
the two models could be due by the higher viscous damping inside a 3D system, which
slightly shift the frequency value. A 3D overview of the obtained pressure field is shown
in Fig. 4.9(e). The second step of validation consisted in the comparison of the fraction
of particles concentrated in the central subdomain. So the following values of radius
were used: 250 nm, 500 nm, 750 nm, 1 𝜇m and 2 𝜇m. The results obtained were com-
pared and a deviation was calculated, as reported in Table 4.3. From these values can
be noticed that the difference of results between the two models is neglectable and thus
the particles behaviour is not influenced by the flowrate.
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Figure 4.8: Full representation of the tetrahedral mesh used for the 3Dmodel. Reprinted
from [112].

Figure 4.9: Comparison of the first order pressure field between the 2D model (a) and
3D model (b). Second order velocity obtained with (c) 2D model and (d) 3D model. (e)
3D plot of 𝑝1. Reprinted from [112].

4.4 Results
After a validation step of the 2D assumption, we chose to investigate different geometric
parameters covering several experimental conditions, as shown in Table 4.1. We started
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Radius N𝑐𝑒𝑛𝑡𝑒𝑟/N𝑠𝑖𝑑𝑒𝑠
2𝐷 N𝑐𝑒𝑛𝑡𝑒𝑟/N𝑠𝑖𝑑𝑒𝑠

3𝐷 Deviation between the two models [%]

2 𝜇m 1 1 0

1 𝜇m 0.86 0.82 4.6

750 nm 0.55 0.52 5.5

500 nm 0.52 0.5 3.8

250 nm 0.52 0.5 3.8

Table 4.3: Comparison of the fraction of particles collected in the central subdomain
between the 2D and 3D model. Adapted from [112].

considering a constant width of the channel, thus the aspect ratio was varied increasing
the height. In a second step the cross-section was kept fixed andW andHwere changed
in order to obtain the same previous AR values (i.e. 0.42, 1, 1.2, 1.5 and 2).

4.4.1 Constant channel width
𝐸𝑎𝑐 variable, constant 𝑓 and 𝑙0

In this first section of the study, the widthWwas kept constant at 380 𝜇mand the height
changed in order to obtain 5 different values of aspect ratio: 0.42, 1, 1.2, 1.5 and 2. As
expected, and predicted briefly by Muller et al. [84], the acoustic streaming pattern
changed as function of the AR, as shown in Fig. 4.10(a). As can be seen, distancing the
top and bottom walls, a ”free zone” is created. The influence of the boundary walls is
localized, and it leads to the presence of a portion where the acoustic radiation force is
the major force acting on the particles. If a frequency of 1.9669MHz is chosen to actuate
the chamber, which is the resonance frequency of the smaller channel, the acoustic en-
ergy density of the other systems will change. We found that 𝐸𝑎𝑐 presented a maximum
for a squared cross-section and it decreased with increasing aspect ratios. Analysing
eq. 2.43 it is possible to derive some conclusion about this particular trend. 𝐸𝑎𝑐 is calcu-
lated over the volume of the chamber, this means that an higher cross-section lead to a
lower acoustic energy density. Moreover, increasing the height of the actuated walls, a
greater mechanical energy is transferred in the fluid volume leading to an higher acous-
tic energy density respect to 0.42 of AR. Observing the fraction of particles collected
in the central subdomain we found that the value oscillate after few seconds, this ef-
fect was enhanced for lower AR. This phenomenon can be explained considering two
different time ranges. At the beginning the particles are moved forward the centre ex-
periencing the radiation force. When they reach the node of the standing wave, they
are pushed at the ceiling and the bottom by the vertical component of the drag force.
After that they start to follow the acoustic streaming vortexes and rotate leading to an
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Figure 4.10: (a)Contour plots of acoustic streaming in different aspect ratio (0.42, 1, 1.2,
1.5 and 2 from left to right). (b) Acoustic energy density as function of the aspect ratio
with an actuation frequency of 1.9669 MHz and a constant 𝑙0. Adapted from [112]

oscillating fraction collected in the central domain over time. An optimal time had to
be chosen. This was selected considering a transient simulation for an aspect ratio of
0.42 and with particles radius of 250 nm. Therefore, analysing data shown in Fig. 4.11,
we opted to consider results for the first 16 seconds when the higher performance con-
dition of focusing was found. This correspond to the instant when the last value of
the fraction of particle collected in the central sub-domain has reached a plateau. It is
important to underline that this result is not achieved for the smaller AR value, where
the acoustic streaming is still influencing all the cross-section, as well as the particles
focusing. Merging all the results obtained for different particles radius, Fig. 4.12 was
obtained. A light increasing of the focusing efficiency was noticed for all the particle
sizes. The higher enhancement was obtained for sub-micrometer particles, for which
the focusing fractions changed by 15-20%. For what concern particles with radius of 2
𝜇m, represented by a purple line in Fig. 4.12, 𝐹𝑟𝑎𝑑 is totally dominant with respect to
the streaming-induced drag force and the particles are all maintained at the pressure
node.

𝐸𝑎𝑐 constant, constant 𝑓 and 𝑙0 variable

In this case the acoustic energy density was kept constant through a sweeping of the
walls displacement. The target value of 𝐸𝑎𝑐 was 106 Pa, obtained for a resonance fre-
quency of 1.9669 MHz in the channel with 0.42 aspect ratio. The fraction of particles
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collected in the central subdomain, as performed above, was calculated considering the
number of particles in the central region over all the particles released at time t=0. Re-
sults are shown in Fig. 4.13(a). Comparing these data with the previous condition, the
increasing in efficiency of focusing is less marked. An higher fraction was recorded for
particle radius equal to 500 nm with increased AR and particles with 750 nm of radius
presented a better focusing also for low aspect ratios.

𝐸𝑎𝑐 constant, resonance 𝑓 and 𝑙0 variable

In order to obtain the optimal energy density inside the system, the choice of the cor-
rect frequency and voltage is necessary. To investigate the influence of the condition
of resonance on the results, we performed the same study as in the sub-section above,
but with the frequency at resonance values for each aspect ratio. In Fig. 4.13(b) an
overview of the obtained results with this condition is reported. As can be seen, there
are not evident differences between the results in Fig. 4.13(a) and Fig. 4.13(b). There-
fore, it is possible to conclude that the resonance condition is not essential (even if it
is experimentally convenient exploit this favourable energy condition), if the voltage
is tuned to have two systems with the same acoustic energy density. One thing has to
be highlighted. This assumption is admissible and true when the temperature is con-
trolled, and the needed voltage is not too high. In fact, in reality, high voltage effects in
the piezoceramic transducer leads to a fast heating of the device and of the fluid. This
changes both the properties of the fluid and the response of the system to the actuation,
thus the results could be not comparable with the ones presented.

Figure 4.11: Fraction of particles collected in the central subdomain over time for par-
ticles with 250 nm radius. Adapted from [112]
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Figure 4.12: Fraction of particles collected in the central subdomain as function of their
radius. Reprinted from [112]

Figure 4.13: Fraction of particles collected in the central subdomain as function of their
radius with a constant width of the channel. In this case the acoustic energy density
was kept constant at 106 Pa and the walls displacement variable. (a) 𝑓was kept constant
to 1.9669 MHz, the resonance frequency of the channel with 0.42 AR. (b) 𝑓 was changed
for each aspect ratio to the respective resonance value and the displacement was tuned
to obtain the same 𝐸𝑎𝑐 for all AR. Reprinted from [112]

4.4.2 Constant cross-sectional area
We chose to maintain constant the area of the cross-section at 60800 𝜇m2 (correspond-
ing to the aspect ratio with width of 380 𝜇m and height of 160 𝜇m). The same tests
performed in the previous section have been repeated with these conditions.
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𝐸𝑎𝑐 constant, variable 𝑓 and 𝑙0 constant

Even in this case, to guarantee a constant acoustic energy density, maintaining the same
displacement, the frequency had to be swept until 𝐸𝑎𝑐 was around 106 Pa. The values
of width and height for each aspect ratio and the corresponding used frequency are
reported in Table 4.4. All the results collected with these conditions are reported in
Fig. 4.14(a). The fraction of particles focused on the central subdomain did not change
significantly for a radius equal to 250 and 500 nm, respect to the previous conditions. On
the other hand, for size equal and greater than 750 nm of radius, the focusing efficiency
increased remarkably, reaching almost the 100% of particles in the central subdomain.
The decreasing of the width, for higher value of AR, corresponded to smaller mean path

H [𝜇m] W [𝜇m] 𝑓𝑟𝑒𝑠 [MHz] AR

247 247 3.0226 1

270 225 3.3177 1.2

302 201 3.7132 1.5

349 174 4.2881 2

Table 4.4: Summary of the height and the width for each aspect ratio value and the
corresponding resonance frequency and wall displacement. Adapted from [112].

that particles have to do to move forward the central channel position. Particles with
a radius of 1 𝜇m, as can be seen in Fig. 4.14(a) were focused already for aspect ratio
equal to 1. This is an interesting improvement in focusing respect to the tests described
above, in which the same particles could be collected only for 90%.

𝐸𝑎𝑐 constant, resonance 𝑓 and 𝑙0 variable

The last case of study involved the study of the resonance condition, keeping constant
the acoustic energy density at 106 Pa. All the values of frequency and walls displace-
ment are reported in Table 4.5. The obtained results are plotted in Fig. 4.14(b). As can be
seen, the data reported are very close to the one shown in the previous subsection. Even
in this case, for smaller particles there was not a clear improvement, while for particles
with radius equal and greater to 750 nm the increasing in efficiency was significant.
Considering these last results, it is possible to say that the parameters which mostly
enhanced the performance of concentration efficiency were the cross-section and the
acoustic energy density. Moreover, the increasing of the aspect ratio had clearly a pos-
itive influence in focusing, also with particles of smaller radius. If Fig.4.13 and Fig. 4.14
are compared, it can be noticed that particles with radius greater than 500 nm can be
collected near to 100% in the central subdomain with an AR of 1.2, or greater. On the
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H [𝜇m] W [𝜇m] 𝑓 [MHz] AR 𝑙0[m]

247 247 3.028 1 3.460𝑒−11

270 225 3.324 1.2 2.780𝑒−11

302 201 3.721 1.5 2.170𝑒−11

349 174 4.299 2 1.514𝑒−11

Table 4.5: Summary of the height and the width for each aspect ratio value and the
corresponding applied frequency. Adapted from [112].

other hand, for sub-micrometer particles, a good fraction (maximum 80%) could be col-
lected only with an aspect ratio of 2. These results highly underline the importance of
the presence of a ”free zone”, where the acoustic streaming does not influence the fluid
motion, thus the particles are moved only by the acoustic radiation force and they can
be focused also with smaller radius.

4.5 Conclusions
A numerical parametric study was performed to investigate the effect of the aspect ratio
of the cross-section of a microfluidic device on the acoustophoretic particles focusing.
The increasing in aspect ratio presented a streaming-free zone which allows the acous-
tic radiation force to be dominant. Different values of aspect ratio in a range from 0
to 2 were investigated and the particles focusing with diameter from 500 nm to 4 𝜇m
was studied. Two different approaches were used for this study. The former was the
investigation of the particles behaviour keeping constant the width of the channel, thus
changing just the height. In the second approach, the aspect ratio was changed keep-
ing constant the cross-section area. In both the conditions we showed that a higher
aspect ratio enhance the capability of focusing particles also for sub-micrometer parti-
cles. From the exposed result the more efficient focusing was achieved with an AR of
2 with a height of 349 𝜇m and width of 179 𝜇m. For all the particles sizes, in fact, the
percentage collected in the central subdomain was above the 70%when sub-micrometer
particles were considered and 100% for micrometer ones. Any experimental tests were
presented in this chapter; thus a validation could be certainly one of the possible fur-
ther step of the study. An interesting future investigation could involve the usage of
biological cells, such as white blood cells, platelets, or red blood cells. Different im-
provement to the model could be implement, for example particles interactions or the
drag force correction close to the walls. Future work should concentrate also in the
usage of different suspending medium to verify if this parameter could further improve
the particle focusing efficiency. Another important factor that was not considered in

79



Parametric Numerical Study of Acoustophoretic Device

Figure 4.14: Fraction of particles collected in the central subdomain as function of their
radius with a constant cross-sectional area. In this case the acoustic energy density was
kept constant at 106 Pa and the walls displacement variable. (a) 𝑓 was kept constant to
1.9669 MHz, the resonance frequency of the channel with 0.42 AR. (b) 𝑓 was changed
for each aspect ratio to the respective resonance value and the displacement was tuned
to obtain the same 𝐸𝑎𝑐 for all AR. Reprinted from [112].

this study was the presence of the secondary acoustic body force. This comes in place
when two (or more) particles suspended in a fluid, where a standing acoustic wave is
present, are in close proximity to each other and lead to attractive and repulsive forces.
This phenomenon has beenwidely studied theoretically and experimentally for bubbles,
but there are fewer studies focusing on the interaction between solid particles/cells in
acoustophoresis [129]. What should be expected if this force is introduced in the model
is that as the interaction between particles come in place, aggregation could occur. The
efficiency of focusing, thus should increase also for radius smaller than 1 𝜇m. In this
study this aspect was neglected but for sure, mainly when the concentration of particles
is high, the introduction of the secondary acoustic body force in the model could have a
high impact on the model quality and predict a more realistic particles behaviour. An-
other aspect that should be investigated in the future, is the resonance on the vertical
direction (in particular for aspect ratios equal to 1 and 2). For considering this effect,
a full model also including the solid part of the device is needed, so that the wall vi-
bration and the resulting streaming can be shown numerically. In this case the model
only considers the fluid domain, so the exact condition of wall vibration (particularly
for the top and the bottom walls) is unknown and cannot be solver analytically. Since
this study was a former investigation of the effect of the aspect ratio on the particles
focusing on presence of acoustic streaming, there are certainty several ways to improve
the model in the future.
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Chapter 5

Acoustofluidics in inhomogeneous
medium

The last part of this PhD project involves a collaboration with Lund University, with
Per Augustsson’s group in the Biomedical Department. This collaboration aimed to in-
vestigate the possibility of separating sub-micrometer particles using inhomogeneous
fluids. In this section an overview of the principles behind this idea is firstly reported.
The validation of the proposed model is described, and it is followed by the main ob-
tained results. This work has led to interesting conclusions, paving the way to further
investigations regarding inhomogeneous acoustofluidics for particles separation.

5.1 Acoustic streaming suppression in inhomogeneous
fluid

As expressed in different sections of the thesis, acoustic streaming is the steady flow in
a viscous fluid driven by the absorption of acoustic waves. In an homogeneous fluid,
inside confined space not much larger than the wavelength, the divergence in nonlinear
momentum-flux-density tensor is caused by an acoustic energy dissipation mechanism
[75]. This is localized inside the boundary layers 𝛿𝑠 where the velocity gradient is high
in order to match the no-slip condition at the solid-liquid interface. Recent studies on
acoustic fluid dynamics demonstrated that an inhomogeneity in density and compress-
ibility, induced by a solute concentration profile, can be stabilized [96] or relocated into
a more stable configuration [60, 97]. Recently Karlsen et al. [96, 130] described that
in presence of inhomogeneity an acoustic force density f𝑎𝑐 (eq. 2.50), generated by
fast-time-scale acoustic field, act on the fluid leading to the above mentioned stabiliza-
tion/relocation. In a more recent study [75], it was theoretically and experimentally
demonstrated that this kind of inhomogeneity suppress the acoustic streaming. In this
work a flow of pure water (lighter fluid) and a solution with 20% iodixanol (denser fluid)
were laminated to form a concentration profile with the denser fluid at the centre, as
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Figure 5.1: Sketch of the concentration profile with three inlet. The higher density fluid
(dark blue) is an aqueous iodixanol solution. The lighter fluid is distilled water (light
blue).

sketched in Fig. 5.1. This study was conducted in stop-flow condition, thus there was
not flow rate. It is shown that the inhomogeneity induced acoustic body force counter
acted the advection and diffusion. Despite of that, after a certain time, these last trans-
port mechanisms overcame the force, and the concentration profile was not maintained.
Looking at the streaming behaviour, this phenomenon describes a ”time-window”when
the vortexes are suppressed in the bulk, until the diffusion occurs and the fluid returns
a homogeneous solution, leading to the common Rayleigh streaming pattern. The time
evolution of the acoustic streaming is reported in Fig. 5.2. Lately Qiu et al. [95] ex-
perimentally characterized the acoustic streaming in fluid with gradient of density and
compressibility. One of the main results that come from this study is that the transition
from a stabilized inhomogeneity to an homogeneous configuration is function of the
solute concentration. This indicates that the concentration profile evolution is domi-
nated by diffusion transport in early times (the acoustic streaming is suppressed in the
bulk). When the inhomogeneity starts to become weaker and the streaming rolls have

Figure 5.2: Acoustic streaming in a stabilized inhomogeneous fluid in stop flow at dif-
ferent time steps: 35 s (column 1), 55 s (column 2) and after total diffusion (column 3).
Experimental particle positions (row a). Gray squares are spatial bins in experimental
results (row b). Simulated acoustic streaming (row c). Reprinted from [75].
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grown, the advection effect starts to become dominant and help the diffusion in the
mixing process. This time evolution is also influenced by the type of molecule used as
solute. Thus, the duration and the evolution of the inhomogeneity can be controlled by
selecting correct gradients and thus suppressing the acoustic streaming for a sufficient
time. Thus, higher will be the impedance difference created by the gradient, the acous-
tic streaming will be more suppressed. If this happens for enough time, particles would
be moved only by acoustic radiation force and thus also sub-micrometer particles could
be separated.

5.2 Sub-micrometer particles separationwithfluid re-
location

Our interest in inhomogeneity induced suppression of acoustic streaming had grown
thanks to a recent study by Gautam et al. [131]. In this case the previously investi-
gated acoustic fluid relocation [97, 130] was used to separate sub-micrometer particles.
The main principle behind this approach is to have the lateral side of the channel filled
by fluid with higher acoustic impedance respect to the central one. If the ultrasound
is turned on the denser fluid will relocate to the centre of the channel, while the low-
impedance fluid relocates to the sides pushed by the acoustic body force f𝑎𝑐. When a
mixture of micrometer particles (diameter > 1 𝜇m) and sub-micrometer particles (diam-
eter < 1 𝜇m) are suspended in the low-impedance fluid and injected in the central inlet,
micrometer particles will be moved by the acoustic radiation force forward the pressure
node of the standing wave, while sub-micrometer particles will follow the relocation of
the less dense fluid moved by the drag force to the sides of the channel. The most in-
teresting result obtained from this study is the possibility of separating a mixture of
particles with 0.250 𝜇m and 2.07 𝜇m of diameter. The initial mixture in the central
stream contained 52% of nanoparticles and 40 % of micrometer particles. After the re-
location, the central outlet counted 81% of particles with 2.07 𝜇m of diameter and only
9% of sub-micrometer particles. This result was very interesting for us and we chose
to investigate more this effect, for a future outlook to the separation of nanovesicles
(i.e. exosomes). Moreover, in the study a saline solution of NaCl and water was used,
thus our task was also to investigate the usage of more cell-friendly molecule such as
iodixanol or Ficoll.

5.3 Shifting in acoustic resonance for different con-
figurations

As reported in the previous chapters, resonance is the condition necessary to maximize
the mechanical energy transmitted by the piezoelectric actuator and thus acoustic en-
ergy density inside the fluidic chamber. An important result came from the numerical
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study of the resonance in inhomogeneous systems.
As first point, a channel with a width of 375 𝜇m filled with water was considered, thus
the resonance frequency for an half-wavelength standing wave is calculated analyti-
cally by:

2𝑊 =
𝑐0
𝑓

= 𝜆. (5.1)

Thus considering the speed of sound in water (𝑐0 = 1507 m/s), it is possible to find a
resonance frequency 𝑓𝑟𝑒𝑠 = 2.009 MHz. The same can be done if the chamber is filled
by iodixanol solution, which properties as function of the concentration are reported
in Fig. 5.3.
As can be seen, an aqueous solution of iodixanol slightly shift from the water prop-
erties. So, if we consider a 10% homogeneous iodixanol solution, the speed of sound
will be 1505 m/s. Almost the same resonance frequency is obviously analytically ob-
tained. This kind of calculation is easy when a homogeneous fluid is considered, but
it become harder when an inhomogeneity is introduced. We chose to numerical study
the resonance frequency of the two ”inhomogeneity starting configurations” (i.e. sta-
bilized and relocation as shown in Fig. 5.4). The expected behaviour of the acoustic
energy density for the inhomogeneous systems was that the resonance fell between
the two values of the homogeneous water and homogeneous 10% iodixanol. The nu-
merical results showed an unexpected outcome. As shown in Fig. 5.5, the resonance
shift outside the two ”boundary” values depends on the starting position of the higher
impedance fluid. In fact if the denser fluid is placed at the centre (i.e. stabilized con-
figuration, Fig.5.4(a)), the resonance frequency is moved to lower value. On the other
hand, if the starting configuration is with higher impedance fluid at the side (Fig. 5.4),
the system presents a resonance frequency greater than a chamber filled with only wa-
ter. It has to be noticed that the resonance values, also for the homogeneous systems,
are lightly shifted respect to the analytical values obtainable with eq. 5.1, this is proba-
bly caused by a viscous damping effect [114]. This phenomenon is an important result
that need to be further investigated. The dependency of the resonance on the initial
position of the higher density fluid can generate different scenario with unexpected
acoustic energy density values. It is important to underline that the observed effect it
is appreciable only through analytical/numerical tests. In other words, it is possible to
notice this slightly shift because the quality factor [114] in numerical simulation is very
high, corresponding to a very narrow acoustic energy pick, which is hard to obtain with
experimental devices. This difference lies on the absence of damping and mechanical
coupling of the solid material in the presented numerical simulations, which lead to a
lower quality factor.

5.3.1 Inhomogeneous model
We decided to proceed to the validation of the 2Dmodel for inhomogeneous fluids used
both in the stabilized and relocation phenomena, through a numerical comparison of
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Figure 5.3: Properties Aqueous solution with iodixanol as function of concentration.
Reprinted from [60].

the first and second order fields obtained with the model proposed for homogeneous
fluids in chapter 4. We chose than to use both the reference and proposed models with
two different fluids: homogeneous water and homogeneous solution with %5 iodixanol.

Numerical model

Since the numerical model for homogeneous fluids is the same reported in chapter 4, we
refer the reader to this. On the other hand, it is important to underline the different ap-
proach for the inhomogeneous model. As proposed by Karlsen et al. [74, 75, 95, 96, 130]
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Figure 5.4: Sketch of starting fluid streams for (a) stabilized and (b) relocation.

a acoustics problem with inhomogeneous fluid has to be decomposed in two timescale:
the faster one referred to the propagation of the wave, which happens in the order of 1/𝑓
(≈ 𝜇s), and the slow hydrodynamic timescale which describes the advection-diffusion
transport in the order of ms. A segregated transient solver in COMSOL Multiphysics
was used to solve the problem in two steps: First, the acoustic fields were computed in
order to obtain the acoustic body force which appears in the slow-time-scale problem.
Secondly, the hydrodynamic is solved using a generalized alpha solver with a maximum
time step of 7.5 ms, keeping the acoustic energy density constant. The fast-time-scale
acoustics is described by the following equations:

− 𝑖𝜔𝜌0v1 = ∇ ⋅ 𝜎1, (5.2)

− 𝑖𝜔𝑘0𝑝1 = −∇ ⋅ v1, (5.3)

Figure 5.5: Acoustic energy density as function of frequency for different starting con-
ditions.
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− 𝑖𝜔𝜌0𝑘0𝑝1 = −𝑖𝜔𝜌1 + v1 ⋅ ∇𝜌0, (5.4)

The dynamics on the slow time scale is governed by mass-continuity and momentum-
continuity equations for the fluid velocity and pressure which are now function of space
and time, and by the advection-diffusion equation for the concentration field of the
solute with diffusivity D [96],

𝜕𝑡(𝜌0v) = ∇ ⋅ [𝜎 − 𝜌0vv] + f𝑎𝑐 + 𝜌0g, (5.5)

𝜕𝑡𝜌0 = −∇ ⋅ (𝜌0v), (5.6)

𝜕𝑡𝑠 = −∇ ⋅ [−𝐷∇𝑠 + v𝑠]. (5.7)

Here, g is the gravity acceleration, f𝑎𝑐 is the acoustic body force, v(r, 𝑡) and 𝑝(r, 𝑡) and
𝑠(r, 𝑡) are the space-time dependent velocity, pressure and concentration field respec-
tively. It is important to underline, as exposed in chapter 2, that the density, compress-
ibility, and viscosity (and consequently the speed of sound and the acoustic impedance)
cannot be considered as constant, but dependent on the concentration field, thus space-
time-dependent.
Since the effects inside the boundary layer play an important role in the evolution of
the concentration field, the same mesh adopted in chapter chapter 4 was used, thus the
convergence analysis was not needed.

Comparison and validation

As mentioned above, we performed a comparison of two different homogeneous fluid
with twomodels. We chose to analyse the acoustic streaming velocity and the first order
velocity, as shown in left and right column in Fig. 5.6 respectively. We denoted the one
proposed by Muller et al. [84] as ”homogeneous model” and the one described in the
previous sub-section as ”inhomogeneous model”. We plotted the acoustic streaming
measured along the blue line (Fig.5.6(a)) while the 1𝑠𝑡 order velocity was measured at
the mid-height of the channel (black line in row (a)). In Fig. 5.6 row (b) the comparison
for a chamber filled with water is shown. The dashed black line represents the results
obtained with the homogeneous model; the red continuous line is for inhomogeneous
model data. The same colour-code is used to represent the data obtainedwith a chamber
filled with 5% iodixanol (In Fig. 5.6 row (c)). As can be seen, the results from the
two models matched perfectly, thus we considered the model for inhomogeneous fluid
validated.

5.4 Pseudo 3D model
Experiments for the separation of nanoparticles involve an imposed flow rate to collect
the samples through the outlets. Thus, these are continuous systems dependent on the
applied flow rates. On the other hand the 2D model proposed by Karlsen et al. [74,
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Figure 5.6: Comparison of the ”homogeneous” and ”inhomogeneous” model for the
acoustic streaming (left column) and the first order velocity field (right column). (a)
It is sketched through line in the contour plots the reference location for the data. (b)
Results for a chamber filled withwater. (c) Results for a channel filled with 5% iodixanol.

75, 95, 96, 130] was used to simulate stop-flow systems. Before approaching to a full
3D model, we chose to use the model shown in the previous subsection, to predict the
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particles tracing with a ”pseudo 3d model”. In this section a general background on the
working principle of the method is shown and the results for both the stabilized and
relocated inhomogeneity will be exposed.

5.4.1 Idea behind the pseudo 3D model
Since the 2D model, validated above, predicted very well the acoustic body force and
the concentration profile (also inside the boundary layers), it was modified and used
for a particle tracing in a 3D point of view. Since the impedance is function of the
concentration, the particles feel the acoustic radiation force in a different magnitude as
function of their position in the cross section, until they have reached their iso-acoustic
focusing point (zero acoustic contrast factor Φ𝑎𝑐 [60]). This aspect plays an important
role in particle separation, as more as if cells/nanovesicles are considered where the
compressibility and density is highly variable. The third fluid velocity component could
influence the viscosity, density and compressibility profile, thus a ”pseudo 3D model”
was implemented for taking in account of that problem. Considering for now only
the fluid, without particles, what we had was a model which was able to predict the
concentration and velocity field in a stop-flow condition (i.e. at a fixed cross-section
along the channel and all the fields are function of y-z coordinates and time t). At
this point we introduced a changing from a time-dependent problem to a stationary-
problem, considering the so-called ”plug flow assumption”.

The plug flow assumption

In plug flow, the velocity profile is assumed to be constant at any point of all the cross-
sections of the considered channel. That assumption should be not reasonable for mi-
crofluidic systems, since it does not consider the presence of boundary layers which
could influence the velocity profile. We chose anyway to try with that simplification
because the velocity in the x direction (i.e. along the length of the channel) is very much
higher than the velocity in the other two directions. Thus, our assumption, schemati-
cally sketched in Fig. 5.7, consisted in a fluid that moves with a constant mean velocity
and let us to convert the system from a transient 2D model to what we called a pseudo
3D. As can be seen in Fig. 5.7 the changing from a dependency in time to space is
linked to the mean velocity 𝑣𝑝,𝑖(𝑥, 𝑦, 𝑧). This velocity plays a key role in this step. In
fact, considering now the particles, they are affected in the y-z direction by the acous-
tic streaming velocity and by the ”Poiseuille-flow” in the x direction. We computed an
analytical solution for the velocity in the x direction in a rectangular cross-sectioned
channel, as [65]

𝑣𝑥(𝑦, 𝑧) =
4ℎ2Δ𝑝
𝜋3𝜂𝐿

∞

∑
𝑛,𝑜𝑑𝑑

1
𝑛3 [1 −

𝑐𝑜𝑠ℎ(𝑛𝜋 𝑦
ℎ )

𝑐𝑜𝑠ℎ(𝑛𝜋 𝑤
2ℎ )]𝑠𝑖𝑛(𝑛𝜋 𝑧

ℎ), (5.8)
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Figure 5.7: Sketch of the transformation from a time-dependent problem to a space-
dependent problem through the mean velocity 𝑣𝑝,𝑖(𝑥, 𝑦, 𝑧).

where ℎ is the height of the channel, 𝑤 is the width of the channel, 𝜂 is the mean value
of the viscosity between the higher and lower viscous fluids, 𝐿 is the length of the
channel and Δ𝑝 is the pressure drop along the channel. The obtained profile changes
dependently on the imposed flow rate. An example is reported in Fig. 5.8. From this
profile, it is possible to notice that a particle velocity is strictly dependent on its position
in the y-z plane.

Working principle of the model and MATLAB script

The inhomogeneous model was developed using COMSOL Multyphisics and the ex-
pansion Livelink with MATLAB. Firstly, the 2D model was implemented in COMSOL
as shown in section 5.3.1. Using Livelink with MATLAB was possible, through spe-
cific commands, to import and use the background fields for the particle tracing. The
working principle of the model is that all the particles experience the same starting
concentration profile, but as expressed before a different velocity in all the directions
as function of their position in y-z plane. Thus, we considered the motion of one par-
ticle for iteration. This let us to compute for each iteration the corresponding field
that a particle could experience after a displacement function of its own velocity. The
particles trajectories were computed using a Runga-Kutta method. The full script is
reported in Appendix B (the % sign denotes the comments). As result of this script we

Figure 5.8: Contour plot of the velocity in the x direction 𝑣𝑥(𝑦, 𝑧) obtained with eq.5.8
for a flow rate of 500 𝜇l/min.
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obtained ppx,ppy and ppz, which are the matrices that contain all the positions of the
𝑁𝑝 particles.

Particles and fluid properties

For this numerical study we investigated the separation of white blood cells (WBC) and
platelets (PLT). As the acoustic radiation is function of the particles properties respect
to the medium we performed a literature search about cells in blood (as reported in
Table 5.1). It can be seen in Table 5.1, that there is a lack in literature of compressibility

Type 𝜌𝑝 [kg/m
3] 𝑘𝑝 [1/Pa]

RBC (Erythrocites) 1100 [132] 3.33e-10 [133]

1099 [134] 3.42e-10 [134]

1099 [134] 3.36e-10 [134]

WBC (Generic) 1054 [135] 3.93e-10 [135]

Leukocytes 1055 [136] 3.99e-10 [137]

1065 [136] 3.99e-10 [137]

Neutrophils 1075 [136] 3.59e-10 [60](*)

1085 [136] 3.62e-10 [60](*)

Lymphocytes 1055 [136] 3.69e-10 [60](*)

1070 [136] 3.75e-10 [60](*)

Monocytes 1055 [136] 3.69e-10 [60](*)

1070 [136] 3.75e-10 [60](*)

Platelets 1040-1060 [136]

(*) compressibility calculated from acoustic impedance 𝑍

Table 5.1: Properties of blood cells from literature.

values for platelets, thus following the trend for the other cells we supposed a com-
pressibility of 3.7e-10 [1/Pa] and we set a radius of 1 𝜇m. For what concern white blood
cells, they present an high heterogeneity in density, size and compressibility. We chose
then to set the properties of Neutrophils which are the most present in a blood sample
[60]. In this case we set a radius of 5 𝜇m. Since this is a former study of the behaviour of
particles in absence of acoustic streaming in a inhomogeneous fluid, we starting focus-
ing on the separation based on a slightly difference in size, compressibility and density
between the chosen cells. This motivation was also based on the lack in literature of
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extracellular physical properties, such as compressibility. Moreover, this last type of
cells present a big difference in size which lead to a hard correct modelling of a realistic
particle trajectory. We chose to study a different molecule from iodixanol [60] and Ficoll
PM 400 [95]. We simulated Ficoll Paque, which properties dependency on concentra-
tion is shown in Fig. 5.9. As reflected in the plots, this solute does not introduce a great
gradient in properties. This means that the acoustic body force is weaker respect to the
two above mentioned solutes. Ficoll-Paque is a ready-to-use density gradient media
commonly used for the preparation of mononuclear cells. An aqueous solution with 5%
Ficoll Paque is used as high impedance fluid, while water is used as lower density fluid
for both the stabilized and relocation simulations. It was calculated that this concen-
tration gradient led to around 0.4% difference in density, 3% in viscosity and close to 0%
for speed of sound.

5.4.2 Stabilized inhomogeneity
A stabilized configuration is shown in Fig. 5.10. The high-density buffer is injected in
the central stream. The concentration profile is stabilized by the acoustic body force
𝑓𝑎𝑐. The suspended particles in water are injected in the side streams. The principle
is that bigger particles (WBC in this test) are moved by acoustic radiation force in the
central pressure node. The smaller particles, which experience a lower 𝐹𝑟𝑎𝑑 are dragged
following the stream forward the outlet, since they need more time to be focused. Thus,
the expectation was that the efficiency of this separation lied on the imposed flow rate.
We imposes a constant flow rate ratio both to the inlet and to the outlet. We set the side
streams to be each 12.5% of the total flow rate and the central one the remaining 75%.
For what concern the outlets, the sides streams were set to be the 37.5% of the total flow
rate and the central one the remaining 25 %. We chose the frequency to keep constant
the acoustic energy density at a value of 50 Pa, sweeping over time the displacement of
the lateral walls.

Figure 5.9: Properties of Ficoll Paque as function of the concentration.
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Figure 5.10: (a) Sketch of the separation in stabilized configuration. (b) Three space
frames of the concentration profile along the channel for an aqueous solution with 5%
Ficoll Paque (inlet at the top and outlet at the bottom of the column). Colourbar from
blue, lower density, to red, higher density.

Results of pseudo 3D model for a stabilized configuration

We studied this configuration at different flow rates. The collected results are shown in
Fig. 5.11. As can be seen, there is a strict correlation between the separation efficiency
and the applied total flowrate. The best condition is achieved for values higher than 300
𝜇l/min which allows to obtain a pure sample of white blood cells in the central stream.

Figure 5.11: Percentages of cells collected in the central outlet as function of the total
applied flow rate at the inlet for a stabilized configuration.
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5.4.3 Fluid relocation
The fluid relocation, asmentioned above, happenswhen the fluidwith higher impedance
is injected at the side streams and the sound is turned on. This configuration led to an
acoustic body force which relocates the fluid, moving the higher density fluid at the
centre. In this case the working principle is to inject the sample (water and particles)
in the central stream and let the high-density buffer to relocate. This will push all the
particles at the sides and, since the platelets experience a lower acoustic radiation force,
a pure sample of white blood cell, which are faster moved at the pressure node, can be
collected through the central outlet (as sketched in Fig. 5.12). What we expected from
this configuration, knowing the results from the previous tests, was a higher efficiency
for lower flow rates and a less marked dependency on them. Also in this case the flow
rate ratio between central and lateral streams was kept constant. For relocation config-
uration, the 75 % of the total flow rate was set at the lateral stream, while the remaining
25 % was set at the central stream. The same ratio was maintained at the outlets. As
done before, we kept constant the acoustic energy density at 50 Pa, through a sweeping
of the displacement of the lateral walls.

Results of pseudo 3D model for fluid relocation

Also for the relocation configuration, we studied different flow rates in a range from
100 𝜇l/min to 500 𝜇l/min. The particles properties are the same listed in the previous
section. The results collected for this configuration are shown in Fig. 5.13. The plot
does not show a clear trend as function of the flow rate. In this case the best results
were obtained for 200 𝜇l/min. This could be explained thinking about the position of the

Figure 5.12: (a) Sketch of the separation in fluid relocation configuration. (b) Three
space frames of the concentration profile along the channel for an aqueous solution
with 5% Ficoll Paque (inlet at the top and outlet at the bottom of the column). Colourbar
from blue, lower density, to red, higher density.
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Figure 5.13: Percentages of cells collected in the central outlet as function of the total
applied flow rate at the inlet for a fluid relocation configuration.

relocation. At lower flow rate the switch between the fluids happens close to the inlet,
giving time to both the smaller and bigger particles to experience the acoustic radiation
force and be focused. For higher flow rate the relocation take place in sections closer
and closer to the outlet. This means that some platelets have not time to be moved by
the drag force during the medium switch, thus are collected in the central outlet (in
smaller percentages respect to 100 𝜇l/min).

5.5 Continuous flow 3D model
The plug flow assumption is a very strong ”simplification” of the problem. The fluid is
moving with a constant mean velocity in the whole sections, and we assumed that was
reasonable, particularly if the lightly difference in viscosity and density introduced is
by 5% of Ficoll Paque. Despite of that, we chose to confirm this through a 3D model
which involved the limiting velocity theory, previously introduced in chapter 4.

Numerical model

The model was structured following the same approach proposed in chapter 4. The
first-order acoustic fields were simulated using the built-in module in COMSOL ”Pres-
sure Acoustics, used for solving eq. 4.20. Through the obtained 1𝑠𝑡 order velocity field
was possible to calculate the limiting velocities (eq.4.21 and eq.4.22). Despite of using
the predefined COMSOL’s ”Creeping Flow” physic for the slow-time-scale hydrody-
namic fields, we implemented them in their weak form. Thus eq. 5.5, 5.6 and 5.7 were
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used for the continuity of mass, of momentum and for the advection-convection trans-
port equation, respectively. The 3D device had width of 375 𝜇m, height of 133 𝜇m and
length of 2 cm. As done in the previous chapter, the mesh was built with tetragonal
elements, and their length was chosen to have at least 8 of them along the width [127].
It is important to underline that also in this case a finest mesh close to the boundary
it is not needed cause the limiting velocity theory introduce and analytical solution of
the acoustic streaming outside the boundary layers. This permits to decrease the com-
putation demand through a coarser mesh. Obviously, the effects inside the boundary
layer are neglected.

Stabilized inhomogeneity

To compare with the pseudo 3D model, we maintained the ratio between the side and
the central flow rate (25% of the total flow rate for the lateral streams and 75% for the
central at the inlet and the opposite for the outlet). For a convergence point of view,
we had to change in this case the concentration of Ficoll Paque from 5% to 10%. Also in
this case we chose the proper frequency in order to obtain a constant acoustic energy
density of 50 Pa. For the stabilized configuration we obtain a very similar results for
the concentration profile (shown in Fig. 5.14).
This test revealed that the x-velocity parabolic profile does not influence the stabilized
concentration field.

Fluid relocation

Turning now to the acoustic fluid relocation, also in this case a solution of 10% Ficoll
Paque was used, and the acoustic energy density was set at 50 Pa. It can be seen from
Fig. 5.15 that the concentration profile is slightly influenced by the Poiseuille flow.
This means that the results reported for the relocation approach need to be validated,

Figure 5.14: Density profile in different slides along the channel with an aqueous so-
lution of 10% Ficoll Paque injected in the central stream. Colourbar from blue, lower
density, to red, higher density.

96



5.6 – Conclusions

Figure 5.15: Density profile in different slides along the channel with an aqueous so-
lution of 10% Ficoll Paque injected in the lateral streams. Colourbar from blue, lower
density, to red, higher density.

an experimental validation of the concentration profile could help in this. What can
be expected is a slight difference of the separation efficiency respect to the proposed
pseudo-3d model. The higher density fluid seems to relocate with a sharper interface
and amore defined concentration profile can be seen. But since the aim of the relocation
is to push all the particles on the sides of the channel, and that is achieved in both the
proposed models, the separation results should not change significantly.

5.6 Conclusions
The idea of using acoustic fluid relocation for the separation of nanoparticles came
from Gautam et al. [131]. A further investigation was needed to understand the poten-
tial of this approach respect to the stabilized configuration. A resonance analysis was
performed, and an interesting result was shown. The initial configuration of the higher
impedance fluid led to a shift in the resonance condition outside from ”boundary values”
of the homogeneous solutions. This phenomenon needs a deeper understanding, and
it could be useful for systems with an higher induced inhomogeneity in the medium. A
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pseudo 3D model was initial used to compare the efficiency of the stabilized and relo-
cation configuration for the separation of platelets from white blood cells. This model
was based on the one proposed by Karlsen et al. [75, 96, 130] and transformed in a sta-
tionary problem through the plug flow assumption. Using this model was possible to
obtain results for the separation for both the stabilized and relocation approach. Since
the density, viscosity and compressibility are position dependent, the Poiseuille profile,
induced by the applied flow rate, could influence the concentration profile. We verified
this using the limiting velocity theory [126, 127] for implementing a 3D model with a
coarser mesh. We obtained two important information from this test. The former one
is that 5% Ficoll Paque led to a very small variation in properties and the magnitude of
the acoustic body force is not enough to move the liquid and relocate it. The second
interesting result is that the relocation profile seems quite different between the pseudo
3D model and the full 3D model. Any experimental test has to be performed to validate
both the concentration profile and understand which is the most correct. Certainly, this
study paves the way to further investigation about the separation of nanoparticles us-
ing fluid inhomogeneity approach. In fact, both the proposed models were performed
considering WBC and PLT which are micro-metric cells. An interesting future study
could be the separation of a mixture of micro- and nano-particles, for example white
blood cells and exosomes. In order to perform that, a deeper understanding of the ex-
tracellular vesicles properties is needed. The expected result in using smaller biological
particles instead of platelets, thus and increased difference in size respect toWBC, could
be an improved efficiency in the separation. In fact, due to the strong radiation force
experienced by the micrometer sized particles, they would be focused very fast. On
the other hand, for the opposite behaviour, the sub-micrometer cells are moved slowly,
more than the PLT. This means that the separation can have good results also for low
flow rate and the purity of the samples collected can be higher, in both the stabilized
and relocated configuration. In conclusion, respect to what presented by Karlsen et al.
[90, 95, 130, 75], this study is focused on the understanding of the behaviour that parti-
cles with different properties can have when suspended in a inhomogeneous fluid and
the separation efficiency of this approach. That was experimentally proposed recently
by Gautam et al. [131], which used the relocation of fluid to separate nanoparticles in a
mixture with microparticles. In order to have a deeper understanding of the parameters
that could influence the separation, we compared both the stabilized configuration and
the relocation, coming to a very starting conclusion, that the former one seem to have
higher efficiency in terms of purity of the collected samples.
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Chapter 6

Conclusions

Nanoparticles world is playing a key role in a lot of research fields. One of the most
affected is the biotechnological, pharmaceutical, and medical fields. The study of these
nano-scaled bodies aim to detect pathologies and biomarkers and to improve the under-
standing of important physiological principles of several disease and their treatments.
Recently a deeper attention has been given to extracellular nanovesicles (i.e. exosomes).
These nano-sized particles are responsible for carrying a disparate type of biomolecules
and involved in pathological and physiological processes. For these particular prop-
erties, they have attracted huge interest in the world of research as innovative and
feasible tool for the diagnosis of several diseases (i.e. cancer). In particular is under-
lined the necessity to investigate efficient approaches for the concentration/isolation
of these nanoparticles. The commonly used techniques for their separation, have the
advantages of being very efficient, but they are time-consuming, labour-dependent, dis-
continuous and they require huge amount of sample volume. The requirement of an
alternative, continuous and user-friendly technique for the separation of nanoparticles
has grown interest in the scientific community. Microfluidic devices have shown great
potentiality in this context. In literature both passive and active micro-systems are pre-
sented as performing tools for the separation, concentration, isolation of nanoparticles.
At the light of these studies, the presented PhD project aimed to investigate different
strategies for the separation of nano-sized particles in a blood sample. The starting
point of this work was focused on the development of a first module based on a passive
microfluidic device. This system was based on a size-exclusion technique, where the
separation occurred as function of the diameter of the treated particles. A pillar-arrays
filter was placed inside a straight microfluidic channel to confine particles bigger than
the gap between the trapezoidal shaped pillars and let the smaller one to pass through.
Several pressure tests and numerical controls were performed in order to obtain the
most homogeneous mass-flow and velocity profile through every filtering module in-
side the channel. This helped us to obtain the most performant layout, which was used
for fluorescence microscopy tests as validation of the separation efficiency. These tests
showed us very promising results for particles bigger than 2 𝜇m, i.e. red blood cells or
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white blood cells. Experimental preliminary validation showed that it is not the same
for smaller particles, which separation requires a very narrower gap between the pillars
and thus harder fabrication processes. Thus, it was possible to think at this device as
a pre-cleaning stage, where bigger corpuscles such as red blood cells, and white blood
cells can be confined and obtain a purer blood sample composed by plasma, platelets,
and extracellular vesicles. The second part of the project involved the development
of active microfluidic systems, where the fabrication process is less tricky instead of a
more complex physics behind. The acoustophoretic technique was chosen as promising
method for the separation of nanoparticles. One of the most physical limits of this ap-
proach is the presence of the acoustic streaming phenomenon. This damping induced
steady fluid flow drags sub micrometer particles making their separation very tricky.
In chapter 4, an investigation on the aspect ratio to limit this effect was performed and
interesting results were obtained through this study. An increasing in aspect ratio cor-
responds to the propagation of a ”free zone” in the middle of the channel which limits
the acoustic streaming rolls closer to the boundaries. This phenomenon has an impor-
tant influence on particles focusing, achieving good efficiency also for diameter under
the micron. The most efficient layout reported was a cross-section with a width of 174
𝜇m and a height of 349 𝜇m, corresponding to an aspect ratio of 2. With this design,
particles with a diameter under the micron can be collected at about 80% in a central
stream. Moreover, micrometer particles are moved at 100% in the central portion of the
section. Unfortunately, an experimental validation was not possible, thus a further in-
vestigation considering systematic errors and equipment uncertainty could make these
results even more interesting. Moreover, particles with different properties respect to
polystyrene (i.e. cells) or other suspending mediums could be used to investigate if
it is possible to achieve analogous efficiencies in different conditions. Regarding new
medium, a particular attention was given to inhomogeneity properly induced by cho-
sen solute concentration profile. A model which could track the evolution of the fluid
properties profile for a stop-flow system was developed. For obtaining a comparison
of the separation efficiency, two kinds of configuration were investigated: the stabi-
lized and the fluid relocation. A ”pseudo 3D model” was implemented considering a
plug-flow assumption, since, from an experimental point of view, the acoustophoretic
separation happens in continuous systems. This model predicted fascinating results,
strictly dependent on the imposed total flow rate. A mixture of white blood cells and
platelets was considered. They do not present a great variation in physical properties,
but there is a slight difference in diameter. For a stabilized configuration, a pure sample
of white blood cells can be obtained in the central stream with a flow rate higher than
400 𝜇l/min. This corresponds to a pure sample of platelets at the side streams. With
fluid relocation this efficiency was not possible. In fact, the best setup found was with
a flow rate of 200 𝜇l/min with 100% white blood cells and about 20% platelets collected
in the central stream. Due to this influence of the flow rate on the separation, it was
also investigated the dependency of the concentration profile on the third dimension
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of the velocity field. The evidence from this study suggests that for a stabilized con-
figuration the concentration field is not hardly influenced by the flow rate, the same
cannot be said for the fluid relocation. In fact, with this last configuration, the fluid is
not presenting the same behaviour shown in the pseudo 3D model. A sharper concen-
tration profile was observed. This result can lead to a different separation efficiency.
Further experimental work needs to be carried out to establish whether the concentra-
tion profile is well predicted. Since using inhomogeneous fluid, different parameters
can influence the separation of nanoparticles, such as solute concentrations, acoustic
energy density and particle properties, future studies on these are therefore required.
Thus, we believe that the present findings might help to achieve important result in
the isolation/concentration of sub-micrometer particles (i.e. exosomes). In conclusion
the presented PhD project achieved important results on the optimization, design, and
modelling of microfluidic systems, both passive and active, for the separation of par-
ticles. As mentioned above, some of the presented results need a future experimental
validation. Moreover, further works should focus on enhancing the quality of the pre-
sented results, for example for what concern the comparison of the separation between
a stabilized inhomogeneity or a fluid relocation. Moreover, it should be interesting
to enhance the concentration induced inhomogeneity and analyse the efficiency of the
systemwhen a higher acoustic body force is present. The proposed acoustophoretic ap-
proach is not limited only to the detection of biomarker/separation of nanoparticles. In
fact, it should be suitable for all the applications that involve the separation of nanopar-
ticles from a poly-dispersed sample. An example is the synthesis of nanoparticles for
catalysis. Since smaller diameters correspond to a higher surface area, a separation step
could decrease the polydispersity and enhance the catalysis efficiency. Another possi-
ble application could be the separation of bacteria or micro/nano pollutants in a water
sample. This last, in fact, could be treated in a pre-cleaning acoustophoretic device.
The acoustophoretic technique, since it is strictly dependent on the physical properties
of the particles, could be used also for enhance the production of nano-carriers. These
nanoparticles (or nano-capsules) have inside a drug that need to be carried, therefore
they present different density and compressibility respect to empty carriers. Thus, it
should be possible to obtain a full sample with particles loaded with the desired drug.
Thus, the acoustophoretic approach presents a high potentiality for further studies not
only close to the biomedical world.
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Appendix A

Acronyms

AR aspect ratio

BAW Bulk Acoustic Waves

BOE Buffered Oxide Etch

CFD Computational Fluid Dynamic

COC Cyclic Olefin Copolymer

DEP Dielectrophoresis

De Dean Number

DLD Deterministic Lateral Displacement

DRIE Deep Reactive Ion Etching

FEM Finite Element Method

FFA free flow acoustophoresis

FVM Finite Volume Method

ELISA Enzyme-linked Immunosorbent Assay

ExoTIC Exosome Total Isolation Chip

EVs Extracellular Vesicles

FFF Field flow fractionation

GNPs Antibody-coated Gold Nanoparticles probes

ICP Ion concentration polarization
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Acronyms

IPA isopropanol

MVEs Multivesicular Endosomes

nPES Nanoplasmon-Enhanced Scattering

PDEs partial differential equations

Pe Péclet number

PLT platelets

RBC red blood cells

Re Reynolds number

SEC Size-exclusion chromatography

SAW Surface Acoustic Waves

𝜇FFE miniaturizing free-flow electrophoresis

WBC white blood cells
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Appendix B

Matlab Script for Pseudo 3D Model
for inhomogeneous fluids

commentstylecommentstyle commentstyle1 %% import COMSOL class and load mph model
commentstylecommentstyle commentstyle2 clear all; %clear all the the variable in the workbench
commentstylecommentstyle commentstyle3 close all; %close all the functions
commentstylecommentstyle commentstyle4 import com.comsol.model.*; %import of the class model
commentstylecommentstyle commentstyle5 model = mphload(’Inhomogeneous_5%FICOLL_PARQE_working_dummy_relocation.mph’); %
commentstylecommentstyle commentstyleload the 2D model called : ”Inhomogeneous_5%
commentstylecommentstyle commentstyleFICOLL_PARQE_working_dummy_relocation.mph”
commentstylecommentstyle commentstyle6 vars=getVariables(model); %create a struct called vars which contains all the
commentstylecommentstyle commentstylevariables defined in COMSOL
commentstylecommentstyle commentstyle7 disp(’Loading done’) %display ”Loading done”
commentstylecommentstyle commentstyle8

commentstylecommentstyle commentstyle9 %% run the stationary solver for initialize the first order
commentstylecommentstyle commentstyle10 import com.comsol.model.util.*
commentstylecommentstyle commentstyle11 ModelUtil.showProgress(true) %show progress bar
commentstylecommentstyle commentstyle12 mphevaluate(model,’f0’) %show the set value for the frequency
commentstylecommentstyle commentstyle13 model.param.set(’f0’,2.007e6); %set the desired value of frequency
commentstylecommentstyle commentstyle14 mphevaluate(model,’f0’) %show the set value for the frequency
commentstylecommentstyle commentstyle15 model.study(’std3’).run() %run the first time-step for initialized the acoustic
commentstylecommentstyle commentstylefields
commentstylecommentstyle commentstyle16 disp(’stationary solving complete’)
commentstylecommentstyle commentstyle17

commentstylecommentstyle commentstyle18 %% Evaluation of acoustic energy density for stationary study
commentstylecommentstyle commentstyle19 Eac_stationary=mphglobal(model,’avg_bulk(Eac)’,’Dataset’,’dset3’);
commentstylecommentstyle commentstyle20 %evaluation of the obtained acoustic energy density
commentstylecommentstyle commentstyle21

commentstylecommentstyle commentstyle22 %% create the mesh for fields in MATLAB
commentstylecommentstyle commentstyle23 W=mphevaluate(model,’W’); %evaluate the width
commentstylecommentstyle commentstyle24 h=mphevaluate(model,’H’); %evaluate the height
commentstylecommentstyle commentstyle25 Ny=W*1e6; %Number of point in y direction
commentstylecommentstyle commentstyle26 Nz=h*1e6; %Number of point in z direction
commentstylecommentstyle commentstyle27 y=linspace(-W/2,W/2,Ny); %create a spacing vector in the y-direction
commentstylecommentstyle commentstyle28 z=linspace(-h/2,h/2,Nz); %create a spacing vectore in the z-direction
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commentstylecommentstyle commentstyle29 [YG,ZG]=meshgrid(y,z); % create a mesh
commentstylecommentstyle commentstyle30 mesh_for_comsol=[YG(:),ZG(:)]’; %convert the mesh of matlab in a structure that
commentstylecommentstyle commentstyleCOMSOL can read
commentstylecommentstyle commentstyle31 disp(’all the parameter for the mesh in matlab are imported’)
commentstylecommentstyle commentstyle32

commentstylecommentstyle commentstyle33

commentstylecommentstyle commentstyle34 %% Computation of the Poiseuille Flow
commentstylecommentstyle commentstyle35 L=0.03; %set le length of the channel
commentstylecommentstyle commentstyle36 Q=500e-9/60; %set the flow rate
commentstylecommentstyle commentstyle37 vx=PoiseuilleFlow(L,Q,W,h,Ny,Nz); %import the velocity v_x obtained
commentstylecommentstyle commentstyleanalyitically by eq. 5.8
commentstylecommentstyle commentstyle38 N=400; %set a value for the length of the 3rd dimension
commentstylecommentstyle commentstyle39 for i=1:N %loop that set the Poiseuille profile along all the channel
commentstylecommentstyle commentstyle40 v_x(:,:,i)=vx;
commentstylecommentstyle commentstyle41 end
commentstylecommentstyle commentstyle42 mean_vx=mean(mean(vx)); %compute the mean velocity through the velocity profile
commentstylecommentstyle commentstylevx
commentstylecommentstyle commentstyle43 time_length=L/mean_vx; %compute a mean time for the fluid to exit the channel
commentstylecommentstyle commentstyleif the velocity is considered constant
commentstylecommentstyle commentstyle44

commentstylecommentstyle commentstyle45 %% set the initial time and the final time
commentstylecommentstyle commentstyle46 model.param.set(’tstart’,0);
commentstylecommentstyle commentstyle47 model.param.set(’tend’,time_length);
commentstylecommentstyle commentstyle48 disp(’initial and final time are set’)
commentstylecommentstyle commentstyle49

commentstylecommentstyle commentstyle50 %% Computation of transient solver
commentstylecommentstyle commentstyle51 model.study(’std1’).run(); % run the study which will contains all the fields
commentstylecommentstyle commentstylein the time-range defined above
commentstylecommentstyle commentstyle52

commentstylecommentstyle commentstyle53 %% initialization of all variables that will change during the particle tracing
commentstylecommentstyle commentstyle.
commentstylecommentstyle commentstyle54 vy2=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle55 vz2=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle56 rhof=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle57 vis=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle58 C_f=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle59 Kappaf=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle60 vy=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle61 vz=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle62 Frad=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle63 Fnet=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle64 f1=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle65 f2=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle66 Beta=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle67 Gamma=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle68 constrast_factor=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle69 vz=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle70 vy=zeros(Nz,Ny,N+1);
commentstylecommentstyle commentstyle71
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commentstylecommentstyle commentstyle72 %% take the fields at the inlet (t=0 -> x=0), which is equal for all the
commentstylecommentstyle commentstyleparticles
commentstylecommentstyle commentstyle73 temp= mphinterp(model,’vx’,’coord’,mesh_for_comsol,’t’,0);
commentstylecommentstyle commentstyle74 vy2(:,:,1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle75 temp= mphinterp(model,’vy’,’coord’,mesh_for_comsol,’t’,0);
commentstylecommentstyle commentstyle76 vz2(:,:,1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle77 temp= mphinterp(model,’rho’,’coord’,mesh_for_comsol,’t’,0);
commentstylecommentstyle commentstyle78 rhof(:,:,1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle79 temp= mphinterp(model,’k’,’coord’,mesh_for_comsol,’t’,0);
commentstylecommentstyle commentstyle80 Kappaf(:,:,1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle81 temp= mphinterp(model,’mu’,’coord’,mesh_for_comsol,’t’,0);
commentstylecommentstyle commentstyle82 Cf(:,:,1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle83 temp= mphinterp(model,’c_f’,’coord’,mesh_for_comsol,’t’,0);
commentstylecommentstyle commentstyle84 vis(:,:,1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle85 disp(’the fields in the first section are computed’)
commentstylecommentstyle commentstyle86

commentstylecommentstyle commentstyle87 %% Parameters for particle tracing
commentstylecommentstyle commentstyle88 ky=pi/W; %wavenumber
commentstylecommentstyle commentstyle89 thbou=vars.d_visc; %viscous boundary layer
commentstylecommentstyle commentstyle90 f=vars.f0; %frequency
commentstylecommentstyle commentstyle91 g=9.8; %gravity acceleration
commentstylecommentstyle commentstyle92 rhop=1.058e3; %particles density
commentstylecommentstyle commentstyle93 a=2e-6/2; %particle radius
commentstylecommentstyle commentstyle94 % Z=1.63e6; %Acoustic particle impendance
commentstylecommentstyle commentstyle95 % Kappap=rhop/Z^2; %particle compressibility from acoustic impedance
commentstylecommentstyle commentstyle96 Kappap=3.7e-10; %particle compressibility
commentstylecommentstyle commentstyle97

commentstylecommentstyle commentstyle98 %%definition of time step for particle tracing
commentstylecommentstyle commentstyle99 time=linspace(0,10,N);
commentstylecommentstyle commentstyle100 dt=time(2)-time(1)
commentstylecommentstyle commentstyle101

commentstylecommentstyle commentstyle102 %% define initial position of the particles at the inlet
commentstylecommentstyle commentstyle103 b_y=-W/2+W*0.375+a;
commentstylecommentstyle commentstyle104 a_y=W/2-W*0.375+a;
commentstylecommentstyle commentstyle105 b_z=h/2-3*a;
commentstylecommentstyle commentstyle106 a_z=-h/2+3*a;
commentstylecommentstyle commentstyle107 N_p=100; % number of particles
commentstylecommentstyle commentstyle108 Ini_y=zeros(1,N_p);
commentstylecommentstyle commentstyle109 Ini_z=zeros(1,N_p);
commentstylecommentstyle commentstyle110 vpy=zeros(N+1,N_p);
commentstylecommentstyle commentstyle111 vpz=zeros(N+1,N_p);
commentstylecommentstyle commentstyle112 ppy=zeros(N+1,N_p);
commentstylecommentstyle commentstyle113 ppz=zeros(N+1,N_p);
commentstylecommentstyle commentstyle114 ppx=zeros(N+1,N_p);
commentstylecommentstyle commentstyle115 vpx=zeros(N+1,N_p);
commentstylecommentstyle commentstyle116 rand_left=a_y+(-a_y+b_y).*rand(N_p/2,1)’;
commentstylecommentstyle commentstyle117 rand_right=-a_y+(+a_y-b_y).*rand(N_p/2,1)’;
commentstylecommentstyle commentstyle118 Ini_y(1,1:N_p/2)=rand_left;
commentstylecommentstyle commentstyle119 Ini_y(1,N_p/2+1:N_p)=rand_right;
commentstylecommentstyle commentstyle120 Ini_z=-b_z+(b_z-a_z).*rand(1,N_p);
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commentstylecommentstyle commentstyle121

commentstylecommentstyle commentstyle122 %% Constrast factor-Radiation Force-and velocity at the inlet.
commentstylecommentstyle commentstyle123 Beta(:,:,1)=Kappap./Kappaf(:,:,1); %ratio of compressibility
commentstylecommentstyle commentstyle124 Gamma(:,:,1)=rhop./rhof(:,:,1);
commentstylecommentstyle commentstyle125 f1(:,:,1)=1-Beta(:,:,1); %monopole term
commentstylecommentstyle commentstyle126 delta=thbou./a;
commentstylecommentstyle commentstyle127 f2(:,:,1)=((2+3.*delta).*(Gamma(:,:,1)-1))./(2*Gamma(:,:,1)+1+(9/2)*delta); %
commentstylecommentstyle commentstyledipole term
commentstylecommentstyle commentstyle128 constrast_factor(:,:,1)=f1(:,:,1)/3+f2(:,:,1)/2;
commentstylecommentstyle commentstyle129

commentstylecommentstyle commentstyle130 for ii=1:length(z)
commentstylecommentstyle commentstyle131 for jj=1:length(y)
commentstylecommentstyle commentstyle132 Frad(ii,jj,1)=-2*ky*2*pi*a^3*Eac_stationary*constrast_factor(ii,jj,1)*sin(2*ky*
commentstylecommentstyle commentstyley(jj)); %acoustic radiation force at the inlet
commentstylecommentstyle commentstyle133 Fnet(ii,jj,1)=-(rhop-rhof(ii,jj,1)).*g*(4/3)*pi*a.^3;%create a net force from
commentstylecommentstyle commentstylebouyancy and gravity on a particle
commentstylecommentstyle commentstyle134

commentstylecommentstyle commentstyle135 %%Computation of particles velocity
commentstylecommentstyle commentstyle136 vz(ii,jj,1)=(Fnet(ii,jj,1))./(6.*pi.*vis(ii,jj,1).*a)+vz2(ii,jj,1);
commentstylecommentstyle commentstyle137 vy(ii,jj,1)=Frad(ii,jj,1)./(6.*pi.*vis(ii,jj,1).*a)+vy2(ii,jj,1);
commentstylecommentstyle commentstyle138 end
commentstylecommentstyle commentstyle139 end
commentstylecommentstyle commentstyle140

commentstylecommentstyle commentstyle141 %% Start particle tracing
commentstylecommentstyle commentstyle142 ppy(1,:)=Ini_y; %initial position in y
commentstylecommentstyle commentstyle143 ppz(1,:)=Ini_z; %initoal position in z
commentstylecommentstyle commentstyle144 ppx(1,:)=zeros(1,N_p); %initial position in x
commentstylecommentstyle commentstyle145 f=waitbar(0,’Starting particle tracing’); %create a waiting bar for the
commentstylecommentstyle commentstyleparticle tracing process
commentstylecommentstyle commentstyle146 for n=1:N_p %loop for all the particles
commentstylecommentstyle commentstyle147 for k=1:N %loop for the spatial discretization
commentstylecommentstyle commentstyle148

commentstylecommentstyle commentstyle149 %Check for clicked Cancel button
commentstylecommentstyle commentstyle150 if getappdata(f,’canceling’)
commentstylecommentstyle commentstyle151 break
commentstylecommentstyle commentstyle152 % Update waitbar and message
commentstylecommentstyle commentstyle153 end
commentstylecommentstyle commentstyle154 waitbar(k/(N),f,sprintf(’%d = s of particle tracing for particle %d’,k/(N),n))
commentstylecommentstyle commentstyle155

commentstylecommentstyle commentstyle156 %Runge-kutta method for computation of velocity
commentstylecommentstyle commentstyle157 vpy(k,n)=interp2(YG,ZG,vy(:,:,k),ppy(k,n),ppz(k,n),’spline’);
commentstylecommentstyle commentstyle158 vpz(k,n)=interp2(YG,ZG,vz(:,:,k),ppy(k,n),ppz(k,n),’spline’);
commentstylecommentstyle commentstyle159 vpx(k,n)=interp2(YG,ZG,v_x(:,:,k),ppy(k,n),ppz(k,n),’spline’);
commentstylecommentstyle commentstyle160 vyK1=vpy(k,n);
commentstylecommentstyle commentstyle161 vzK1=vpz(k,n);
commentstylecommentstyle commentstyle162 vyK2=interp2(YG,ZG,vy(:,:,k),ppy(k,n)+dt/2*vyK1,ppz(k,n)+dt/2*vzK1,’spline’);
commentstylecommentstyle commentstyle163 vzK2=interp2(YG,ZG,vz(:,:,k),ppy(k,n)+dt/2*vyK1,ppz(k,n)+dt/2*vzK1,’spline’);
commentstylecommentstyle commentstyle164 vyK3=interp2(YG,ZG,vy(:,:,k),ppy(k,n)+dt/2*vyK2,ppz(k,n)+dt/2*vzK2,’spline’);
commentstylecommentstyle commentstyle165 vzK3=interp2(YG,ZG,vz(:,:,k),ppy(k,n)+dt/2*vyK2,ppz(k,n)+dt/2*vzK2,’spline’);
commentstylecommentstyle commentstyle166 vyK4=interp2(YG,ZG,vy(:,:,k),ppy(k,n)+dt*vyK3,ppz(k,n)+dt*vzK3,’spline’);
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commentstylecommentstyle commentstyle167 vzK4=interp2(YG,ZG,vz(:,:,k),ppy(k,n)+dt*vyK3,ppz(k,n)+dt*vzK3,’spline’);
commentstylecommentstyle commentstyle168

commentstylecommentstyle commentstyle169 %compute the next position in the y direction
commentstylecommentstyle commentstyle170 py=ppy(k,n)+dt/6*(vyK1+2*vyK2+2*vyK3+vyK4);
commentstylecommentstyle commentstyle171

commentstylecommentstyle commentstyle172 %elastic hit of the particles in the lateral walls
commentstylecommentstyle commentstyle173 if abs(py)>=W/2-a
commentstylecommentstyle commentstyle174 ppy(k+1,n)=sign(py)*(W/2)-sign(py)*(abs(py)-W/2+2*a);
commentstylecommentstyle commentstyle175 else
commentstylecommentstyle commentstyle176 end
commentstylecommentstyle commentstyle177

commentstylecommentstyle commentstyle178 %fix the particle position in the y direction if the particle is
commentstylecommentstyle commentstyle179 %outside the channel
commentstylecommentstyle commentstyle180 if ppx(k,n)>=L
commentstylecommentstyle commentstyle181 ppy(k+1,n)=ppy(k,n);
commentstylecommentstyle commentstyle182 else
commentstylecommentstyle commentstyle183 ppy(k+1,n)=py;
commentstylecommentstyle commentstyle184 end
commentstylecommentstyle commentstyle185

commentstylecommentstyle commentstyle186 %compute the next position in the z direction
commentstylecommentstyle commentstyle187 pz=ppz(k,n)+dt/6*(vzK1+2*vzK2+2*vzK3+vzK4);
commentstylecommentstyle commentstyle188 if abs(pz)>=h/2-a
commentstylecommentstyle commentstyle189 ppz(k+1,n)=sign(pz)*(h/2)-sign(pz)*(abs(pz)-h/2+2*a);
commentstylecommentstyle commentstyle190 else
commentstylecommentstyle commentstyle191 if ppx(k,n)>=L
commentstylecommentstyle commentstyle192 ppz(k+1,n)=ppz(k,n);
commentstylecommentstyle commentstyle193 else
commentstylecommentstyle commentstyle194 ppz(k+1,n)=pz;
commentstylecommentstyle commentstyle195 end
commentstylecommentstyle commentstyle196 end
commentstylecommentstyle commentstyle197

commentstylecommentstyle commentstyle198 %compute the next position in x direction
commentstylecommentstyle commentstyle199 ppx(k+1,n)=vpx(k,n).*dt+ppx(k,n);
commentstylecommentstyle commentstyle200

commentstylecommentstyle commentstyle201 T=ppx(k+1,n)/mean_vx; %compute T which correspond to the displacement dx
commentstylecommentstyle commentstyle202

commentstylecommentstyle commentstyle203 %% extrapolation of the fields at timet T from COMSOL
commentstylecommentstyle commentstyle204 temp= mphinterp(model,’vx’,’coord’,mesh_for_comsol,’t’,T);
commentstylecommentstyle commentstyle205 vy2(:,:,k+1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle206 temp= mphinterp(model,’vy’,’coord’,mesh_for_comsol,’t’,T);
commentstylecommentstyle commentstyle207 vz2(:,:,k+1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle208 temp= mphinterp(model,’rho’,’coord’,mesh_for_comsol,’t’,T);
commentstylecommentstyle commentstyle209 rhof(:,:,k+1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle210 temp= mphinterp(model,’k’,’coord’,mesh_for_comsol,’t’,T);
commentstylecommentstyle commentstyle211 Kappaf(:,:,k+1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle212 temp= mphinterp(model,’mu’,’coord’,mesh_for_comsol,’t’,T);
commentstylecommentstyle commentstyle213 Cf(:,:,k+1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle214 temp= mphinterp(model,’c_f’,’coord’,mesh_for_comsol,’t’,T);
commentstylecommentstyle commentstyle215 vis(:,:,k+1)=reshape(temp,Nz,Ny);
commentstylecommentstyle commentstyle216 Beta(:,:,k+1)=Kappap./Kappaf(:,:,k+1); %ratio of compressibility
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commentstylecommentstyle commentstyle217 Gamma(:,:,k+1)=rhop./rhof(:,:,k+1);
commentstylecommentstyle commentstyle218 f1(:,:,k+1)=1-Beta(:,:,k+1); %monopole term
commentstylecommentstyle commentstyle219 delta=thbou./a;
commentstylecommentstyle commentstyle220 f2(:,:,k+1)=((2+3.*delta).*(Gamma(:,:,k+1)-1))./(2*Gamma(:,:,k+1)+1+(9/2)*delta
commentstylecommentstyle commentstyle); %dipole term
commentstylecommentstyle commentstyle221 constrast_factor(:,:,k+1)=f1(:,:,k+1)/3+f2(:,:,k+1)/2;
commentstylecommentstyle commentstyle222 for ii=1:length(z)
commentstylecommentstyle commentstyle223 for jj=1:length(y)
commentstylecommentstyle commentstyle224

commentstylecommentstyle commentstyle225 %%Computation of acoustic radiation Force
commentstylecommentstyle commentstyle226 Frad(ii,jj,k+1)=-2*ky*2*pi*a^3*Eac_stationary*constrast_factor(ii,jj,k+1)*sin
commentstylecommentstyle commentstyle(2*ky*y(jj));
commentstylecommentstyle commentstyle227 Fnet(ii,jj,k+1)=-(rhop-rhof(ii,jj,k+1)).*g*(4/3)*pi*a.^3;%create a net force
commentstylecommentstyle commentstylefrom bouyancy and gravity on a particle
commentstylecommentstyle commentstyle228

commentstylecommentstyle commentstyle229 %%Computation of particles velocity
commentstylecommentstyle commentstyle230 vz(ii,jj,k+1)=(Fnet(ii,jj,k+1))./(6.*pi.*vis(ii,jj,k+1).*a)+vz2(ii,jj,k+1);
commentstylecommentstyle commentstyle231 vy(ii,jj,k+1)=Frad(ii,jj,k+1)./(6.*pi.*vis(ii,jj,k+1).*a)+vy2(ii,jj,k+1);
commentstylecommentstyle commentstyle232 end
commentstylecommentstyle commentstyle233 end
commentstylecommentstyle commentstyle234 end
commentstylecommentstyle commentstyle235 end
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