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A B S T R A C T

The improvement of the energy efficiency and the reduction of the latency are two of the main goals of the
next generation of Radio Access Networks (RANs). In order to achieve the latter, Multi-access Edge Computing
(MEC) is emerging as a promising solution: it consists of the placement of computing and storage servers,
directly at each Base Station (BS) of these networks. For the RAN energy efficiency, the dynamic activation
of the BSs is considered an effective approach. In this paper, the caching feature of the MEC paradigm is
considered in a portion of an heterogeneous RAN, powered by a renewable energy generator system, energy
batteries and the power grid, where micro cell BSs are deactivated in case of renewable energy shortage. The
performance of the caching in the RAN is analysed through simulations for different traffic characteristics, as
well as for different capacity of the caches and different spread of it. New user association policies are proposed,
in order to totally exploit the MEC technology and reduce the network energy consumption. Simulation results
reveal that, thanks to this technology and the proposed methodologies, the experienced delay and the energy
consumption drop, respectively, up to 60% and 40%.
1. Introduction

The Multi-access Edge Computing (MEC) technology, also known as
Mobile Edge Computing, has been introduced to push computing and
storage resources in physical proximity of end users, placing servers on
the edges of the network [1]. In this way, the execution of applications,
the pre-processing of data and the caching of popular contents are
performed in proximity of end users. In Radio Access Networks (RANs),
these servers are co-located on Base Stations (BSs). Therefore, these
infrastructures are able to provide storage and computation services,
in addition to access services [2]. Several benefits are derived from
the introduction of this technology [3,4]. First, the backhaul traffic
load is reduced, since the access to the cloud is unneeded. Second, the
quality of the multimedia content can be adapted to the user’s channel.
Finally, as proved in [5–7], the latency is reduced, which is one of
the objectives of the 5G. Because of these advantages, this technology
has been largely investigated in literature. Many works focus on the
optimisation file placement in caches located on BSs of RANs, with the
goal of minimising the content delivery delay [8–10].

Another key goal of the 5th generation of networks, is the im-
provement of the energy efficiency [11]. Indeed, 5G systems aim at
consuming a fraction of the energy consumption of 4G mobile net-
works, even if the amount of traffic which 5G networks are supposed

∗ Corresponding author.
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to manage is much larger than in 4G ones, as highlighted in [12].
According to [12], the mobile IP traffic will reach 77.5 exabyte (EB)
per month by 2022, which is an enormous increase compared to 11.5
EB per month in 2017. For this reason, the capacity of the 5G networks,
is expected to increase by a factor 1000 more than 4G networks,
supporting up to 9 billion of mobile devices, and an heterogeneous
range of applications, services and devices [13]. The network energy
efficiency has been recognised as a fundamental and urgent aspect of
the communication community, since 80% of the total mobile network
is consumed by mobile access equipment. As reported in [13], from this
80%, 90% is consumed by the BSs of these networks, whose energy
consumption is an important actor of the Operational Expenditure
(OPEX), which would grow because of the RAN densification, planned
with the 5G RAN deployment [14,15]. In addition to this, the increase
of the RAN energy consumption will contribute to the increase of
the carbon emissions, generated during the energy production, which
significantly contribute to the climate changes. For this reason, the
design of energy efficient RANs has been receiving a lot of attention
for many years. The European Commission, in [16], under the need for
actions to improve the energy efficiency in communications, formalises
a policy that regulates the energy consumption and carbon emissions
for Broadband Communication Equipment. Meanwhile, in literature,
vailable online 20 April 2021
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many works address this issue through the dynamic allocation of the
network resources [17–21]. Indeed, the typical behaviour of the daily
traffic demand presents short peaks and long valleys, during which
the capacity of the RAN is under-utilised, since the traffic demand
is very low. Therefore, during these periods, the unneeded capacity
is deactivated, allowing energy saving [17]. Another trend proposes
local Renewable Energy Sources (RES) as power supply of RANs, e.g. a
wind turbine and/or a Photovoltaic (PV) panel system. This makes
these networks self-sufficient and more sustainable, since the amount of
energy that is produced by burning fossil fuels reduces [22]. Recently,
these two approaches have been combined, so that the BSs of the RAN,
supplied by RES, are dynamically switched to sleep mode, when the
traffic demand is low, as in [18], or when the amount of renewable
energy that is generated by RES is not enough to power the RAN [19].

The energy efficiency in RAN and the employment of the MEC
technology in these networks have been largely investigated in the
literature, but the impact of the MEC technology employment on the
network energy efficiency is usually neglected. Meanwhile, the effect
of the BSs switching on the MEC technology performance is ignored,
as well. Indeed, these two topics are typically considered separately
and their coexistence has not been investigated yet. For this reason, in
our previous work, presented in [23], the simultaneous employment
of the MEC technology and BSs switching is considered, providing an
overview of their mutual effects. The growth of the energy consumption
due to the supply of the MEC servers installed on each BS is analysed,
as well as the effects of the BSs switching, and consequently of the
MEC server deactivation, on the experienced delay. In this paper, we
deepen the analysis of the energy saving strategy and we use associ-
ation procedures, which aim at further improving the network energy
efficiency, as well as the latency reduction. The MEC switching is also
introduced to guarantee the load balancing among BSs. To do this, we
considered a portion of an heterogeneous RAN in the city centre of
Ghent, in Belgium, which dynamically adapts its capacity to the traffic
demand. It is composed of a set of macro cell BSs, each supported by
4 micro cell BSs and powered by a PV panel system, energy batteries
and the power grid. Each BS of the considered RAN is equipped with a
caching server, where the most popular contents are stored. In case the
renewable energy generation is not sufficient for the network supply,
the micro BSs of the network are deactivated. The contributions of this
work are:

• Using a simulation-based approach, we quantify the gain as well
as the cost, which derive from the usage of caching servers, placed
at each BS. The gain is measured in experienced delay drop, and
the cost is expressed in growth of the energy consumption of
the network. These quantities are also evaluated when an energy
reducing strategy is used, which deactivates each micro cell BS in
case of local renewable energy shortage.

• By simulations, we derive the impact of the different traffic
characteristics and of the different capacities of each cache.

• Different spread of the cache capacity among the BSs of the
network is investigated and we observe that caching on the macro
BSs is always needed to significantly reduce delays, while caching
also on the micro cells relieves the effort on the macro cell. This
allows the micro cells to often respond without any involvement
of the macro cell, providing a slight delay reduction.

• Different association policies are proposed, which aim at minimis-
ing the RAN energy consumption and/or the experienced delay,
in order to maximise the benefits provided by the MEC technology
usage, ensuring also the achievement of energy efficiency.

The paper is organised as follows. Related works are revised in
ection 2. In Section 3, the scenario and the methodology of our work
re presented, while the used Key Performance Indicators (KPIs) are
escribed in Section 4. Results are discussed in Section 5 and the
2

onclusions are drawn in Section 6.
2. State of the art

2.1. Energy efficiency in wireless access networks

The employment of the RES for the power supply of the BSs of
RANs has been receiving much attention because it reduces the carbon
emissions and of the electricity bill [24–26]. Various papers address
the critical issue of properly dimensioning RE generation systems to
power mobile networks [24–26]. The sizing process brings to a trade
off among self-sustainability, cost and feasibility constraints due to the
installation of a RE generation system. The RE system sizing problem
for powering BSs of an heterogeneous RAN is formalised in [24], aiming
at the minimisation of costs, and it is solved through an heuristic
algorithm. A Markov reward process model is used in [25], to study
a BS power system. This work demonstrates the deployability of green
BSs in an urban environment, since even a small area solar panel and a
battery with a connection to the power grid, is enough for a green BS
operation. In [26], the optimal power supply to achieve the minimum
annual OPEX and carbon emissions is treated, considering a diesel
generator, wind turbines, PV panel and the grid as energy sources.

The Resource on Demand (RoD) strategies dynamically adapt the
available radio resources to the current traffic demand, activating/
deactivating the BSs according to the traffic demand, in order to make
mobile network consumption more load proportional, thus allowing to
reduce the capacity of the required RE generators and to increase the
feasibility of the RE powering system. Overviews of the RoD approaches
can be found in [27–29]. Depending on the objectives, various sleep
mode based algorithms can be applied for managing the radio re-
sources [18,30–34]. In [18], the aim of the RoD strategy is to adapt the
energy consumption to the actual traffic load, to reduce the grid energy
demand and to limit the operational cost. Similarly, authors of [30]
propose a framework, whose goal is the minimisation of the network
power consumption, to efficiently allocate spectrum resources to users,
switching off unneeded BSs. In [31] and [32] an ON/OFF switching,
based on reinforcement learning and on a time-varied probabilistic
algorithm, respectively, is deployed to optimise the self-sustainability
of the RAN, powered by RE. With the purpose of reducing the electricity
bill and to provide ancillary services, authors in [33] and [34] apply
RoD strategies in a green RAN to improve the interaction with the smart
grid in a demand response framework. The work, discussed in [35],
dynamically allocates resources of a RAN, aiming at the minimisation of
the network power consumption, taking into consideration the delivery
deadline of the user requests. The optimisation problem is formulated
and then, because of its exponential complexity, solved with a greedy
algorithm.

Closely related to these papers are our previous works presented
in [36–40]. In [36], a capacity-based deployment tool for the design
of energy-efficient wireless access networks is designed, which is used
in [37] to investigate a wireless access network powered by a PV panel
system, where additional sleep mode periods for the BSs are introduced,
to cope with the renewable energy shortages. In [38], analytical models
are deployed to predict the green network performance as a function
of PV panel size and storage capacity. In [39], in order to reduce the
operational cost of the network, micro BSs of an heterogeneous RAN
enter the sleep mode when the energy is expensive. BSs switching is
performed in [40], according to Neural Network traffic predictions, in
order to minimise the RAN energy consumption.

2.2. Multi access Edge Computing

The MEC technology that uses computing and caching power at the
edges of the network, has received much attention in the literature.
It provides several benefits, such as the reduction of the experienced
latency and of the load in the core network [3,4]. In [41,42], sur-
veys of the MEC technology utilisation are provided. The overview

presented in [41] distinguishes the MEC mechanisms into mechanisms
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Fig. 1. Considered portion of RAN of the city centre of Ghent (Belgium), composed
by 8 macro cell BSs, each supported by 4 micro cell BSs.

for computation offloading and mechanisms for caching, while [42]
mainly focuses on caching features, discussing in details the caching
optimisation and the content insertion/expulsion policies. The reduc-
tion of the latency given by the adoption of the MEC paradigm, used
for content caching, in wireless networks is demonstrated in [5–7].
In [5], different use cases show the drop of the delay and backhaul
links utilisation, with the employment of the MEC paradigm, whereas
the work presented in [6] highlights that the spectral and energy
efficiency are improved with caching at the wireless edges. Authors
in [7] propose the Dynamic Programming based Adaptive Caching
Algorithm, which, besides the minimisation of the experienced delay,
optimise also the provided video quality. Many works formulate an
optimisation problem to select the contents to cache in order to improve
the network performance, when the MEC technology is used, [3,9,10,
43–47]. Authors in [43] aim at minimising the experienced delay in
an heterogeneous RAN, where caching servers are placed on each BS.
In [44], the optimisation problem maximises the local hit, proposing
a reduction of the problem in order to treat it analytically. With the
same objective, in [3], the optimal content placement problem is given.
The work discussed in [45] formulates through an integer programming
problem the most appropriate content placement in order to optimise
the system towards the hit occurrences and the power consumption,
considering users mobility. Also in [46], the experienced delay and
power consumption are jointly optimised and results are obtained
through simulations. In [47], the allocation of femtocells and WiFi off-
loading, used as helper where some contents are cached, is optimised
in order to minimise the time needed for each download. [9] proposes
a content caching replacement algorithm, which uses predictions of
the future request references, derived from a polynomial fit algorithm.
Authors in [10] formulate an optimisation problem, which minimise
the network cost and content delivery delay, in order to determine
which chunks of a content should be cached and how they should
be transcoded. The problem is solved applying the relaxation to the
constraints and proposing an heuristic.

3. Methodology

In this work, the heterogeneous RAN portion considered in [22],
covering an area of 0.3 km2 of the city centre of Ghent, in Belgium, is
considered (orange rectangle in Fig. 1).

The RAN that covers this area is composed of 8 macro cell BSs,
marked by the blue points in Fig. 1. In order to provide additional
capacity during high traffic demand periods, each macro cell BS is sup-
ported by 4 micro cell BSs. These are indicated with the brown points
in the figure and their radio coverage overlaps with the macro cell. The
considered wireless technology is the Long Term Evolution-Advanced
(LTE-A), whose frequency and channel bandwidth are 2.6 GHz and
5 MHz, respectively. Single Input Single Output (SISO) antennas for
3

Fig. 2. Different steps of the simulations.

both the micro and macro cell BSs are considered. The link budget is
reported in Table 1, taken from [48].

Each BS of the network is equipped with a caching server, to push
contents closer to the users. The capacity of the caching server installed
on each macro is double the one installed in each micro BS. Similar
to [49], the hardware technology of each cache is DRAM (Dynamic
Random Access Memory). As in [46] and [47], these servers update
their contents according to the Least Frequently Used (LFU) cache
algorithm, which aims at storing the most popular contents. We assume
that the file library is composed of 1000 files, with size equal to 100
Mbit. Similarly to [22,50], the considered portion of RAN is supplied
by a centralised PV panel system, an energy battery, and the power
grid. We consider a poly- or mono-crystalline silicon PV-panel system,
whose capacity and energy efficiency are, respectively, 100 kWp and
20%, as in [51]. Its energy production is retrieved from PVWATT [52],
which provides the hourly energy production, considering realistic
solar irradiation patterns, during the typical meteorological year in the
considered area, accounting for 14% the main typical losses occurring
in a real PV panel system during the process of solar radiation con-
version into electricity. In this study, the energy production is typical
for the winter season is considered, in order to analyse the worst case
scenario in terms of produced energy. In particular, the data collected
during the week from 3 January to 9 January, in Turin (Italy) are
considered in our simulations. The battery has effective size equal to
50 kWh. Notice that the actual energy storage capacity is 71–100 kWh,
since we consider a maximum Depth of Discharge of 70% or 50%,
respectively, to ensure the maximum battery life. The energy generated
by the PV panel is used to power the BSs and their cache and when the
production exceeds the BSs energy consumption, the unused energy is
conserved into the battery. In case no renewable energy is available for
the network supply, the required energy is taken from the power grid.

In our simulations, the steps reported in Fig. 2 are performed in
each time slot, with a duration of 1 h. First, the traffic is generated: the
users, their position, the required bit rate and the requested contents
are determined (Step 1 in Fig. 2). Once the traffic has been generated,
each user is associated with a BS (Step 2 in Fig. 2), if possible. Then,
for each hour, the network energy consumption is computed (Step 3
in Fig. 2). If the hourly needed energy exceeds the available renewable
energy (Step 4 in Fig. 2), a strategy is applied during that hour to reduce
the energy consumption of the network (Step 5 in Fig. 2). Finally, the
requested contents are delivered and caches are updated (Step 6 in
Fig. 2). Details of each step are given in the following sections.

3.1. Generation of the traffic

In order to determine the number of active users for each time

slot, lasting 1 h, we employ the user distribution used in [19,22,50],
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Table 1
Link budget parameters for the LTE-A macro cell and micro cell BS.

Parameters Macro cell BS Micro cell BS

Frequency 2.6 GHz
Maximum input power antenna 43 dBm 33 dBm
Antenna gain base station 18 dBi 4 dBi
Antenna gain mobile station 2 dBi
Soft hand over gain 0 dB
Feeder loss base station 0 dB
Feeder loss mobile station 0 dB
Fade margin 10 dB
Yearly availability 99.995%
Cell interference margin 2 dB
Bandwidth 5 MHz

Receiver SNR

1/3 QPSK = −1.5 dB, 1/2 QPSK = 3 dB,
2/3 QPSK = 10.5 dB, 1/2 16-QAM = 14 dB,
2/3 16-QAM = 19 dB, 4/5 16-QAM = 23 dB,

2/3 64-QAM = 29.4 dB

Used sub-carriers 301
Total sub-carriers 512
Noise figure mobile station 8 dB
Implementation loss mobile station 0 dB
Height mobile station 1.5 m
Coverage requirements 90%
Shadowing margin 13.2 dB
Building penetration loss 8.1 dB
i
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which varies according to the hour of the day to reflect the typical
behaviour of the daily traffic demand. The position of each user is
defined according to a uniform distribution and the bit rate is 1
Mbit/s. Similarly to [5], a Poisson distribution, with parameter 𝜆 of

request/minute, provides the number of generated content requests
er user. The contents that are requested by each user are determined
ccording to their popularity, which is defined by a distribution. As
n [43,45–47,49,53], this popularity distribution is a Zipf’s distribution,
haracterised by the parameter 𝛼. This parameter affects the difference
mong contents in terms of popularity. In case the value chosen for 𝛼 is
arge, the most popular contents are significantly more popular than the
ther contents, and by decreasing 𝛼 the popularity of contents behaves
ore similarly to the uniform distribution. In order to introduce slight
ifferences among the files popularity at different locations (i.e., at
ifferent BSs), as in [5], the level of popularity of each content on each
acro cell BSs is determined starting from a reference popularity and
erforming random shuffles on it. In particular, sorting the files of the
ibrary from the most popular to the least popular (according to the
eference popularity), the popularity of 30% of content is randomly
wapped to generate the popularity on each macro cell BS. A similar
rocedure is performed to determine the popularity at each micro cell
S. In this case, starting from the popularity of the corresponding macro
ell BS, the popularity of 15% of the contents is shuffled. To generate
he contents requested by each user, the popularity distribution associ-
ted to the BS from which the considered user experiences the lowest
ath loss is used; the computation is described in the following.

.2. Creation of the network

The RAN adapts its capacity to the instantaneous bit rate requested
y the active users. This means that, as in [19], the capacity of the
etwork is not always totally used, but it dynamically responds to
he instantaneous traffic demand. In each time slot, once the traffic
as been generated, the association process starts (Step 2 in Fig. 2)
nd each user is associated with a BS. Each time slot starts with all
eactivated BSs. First, a list of possible BSs is created, to which the
ser can be connected. A BS is inserted in the list, if it can provide
he requested bit-rate and if the experienced path loss is lower than an
llowable maximum. To determine the experienced path loss, the direct
ine between the user and each considered BS is determined and, taking
nto account the presence of existing buildings, whose 3D data are
4

rovided by a shape file of the city of Ghent, we determine if the user is
n a LoS (Line-of-Sight) or NLoS (Non-Line-of-Sight). According to this,
he appropriate Walfish Ikegami (WI) propagation model is used [54].
his path loss has to be lower than the maximum allowable, in order
o guarantee to still have a sufficient quality at the receiver side. If the
xperienced path loss is larger than the allowable maximum, the input
ower of the BS is increased until the path loss becomes acceptable. In
ase the input power reaches the maximum allowable input power, but
he path loss is still larger than the maximum, that BS is not inserted
n the list. If the list results to be empty, the user remains uncovered.

To determine the BS of the list the user should be associated with,
fitness function 𝑓 is used. It is computed for each BS of the list and

ives a measure of the power consumption and of the delay experienced
y users, assuming that the considered user is associated with that BS.
he fitness function is defined as follows:

= 𝑤1 ⋅ (1 −
𝐸

𝐸𝑀𝐴𝑋
) +𝑤2 ⋅ (1 −

𝐷
𝐷𝑀𝐴𝑋

) (1)

where 𝑤1 and 𝑤2 are weight factors between 0.0 and 1.0. The value of
, in watt, is the power consumption of the current solution, 𝐸𝑀𝐴𝑋 ,

n watt, is the maximum power, consumed by the network when all
Ss are active and consuming the maximum power. 𝐷 is the global
xperienced delay, in milliseconds, if the current network is used and
𝑀𝐴𝑋 is the global experienced delay if each requested content is

etrieved in the cloud. Higher values of 𝑓 mean that the network
erforms better in terms of power consumption and/or experienced
elay. Once this function has been computed for each BS, the one that
aximises it is picked. In case an off BS is activated, the simulator

hecks if it is possible to transfer users already covered by other BSs
o this ‘‘new’’ BS, if the available bit rate is enough, the experienced
ath loss is acceptable and the value of the fitness function increases,
ossibly increasing the transmitting power of the BS, if possible and
ecessary. If all users of a certain BS are moved to this ‘‘new’’ BS, that
S is switched off.

The way the weights are set determines which aspect of the network
s optimised while the association procedure is performed:

• PC Opt : the network power consumption is optimised; to realise
this, 𝑤1 is 1 and 𝑤2 is 0;

• Delay Opt : the network is optimised towards the experienced
delay, thus 𝑤1 and 𝑤2 are 0 and 1, respectively;

• Delay-PC Opt : in this case the optimisation is performed with
respect to both the network power consumption and the expe-

rienced delay, 𝑤1 and 𝑤2 are 0.5.
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• PL Opt : the goal is to select the solution that makes the users
suffer the lowest path loss, and 𝑤1 and 𝑤2 are equal to 0. This
is the typical association procedure and we use it as benchmark.

he usage of the fitness function for the association procedure to min-
mise the network energy consumption and/or the experienced delay,
rovides a greedy solution. Indeed, it takes optimal local decisions
or each user and the association of a ‘‘new’’ user does not consider
he association of the already associated users, unless a new BS is
ctivated. This reflects the actual temporal succession of user arrival
nd the possible handover when a BS is activated, making our approach
ealistic for the real RAN environment. Moreover, the greedy approach
s necessary since the optimisation of the network energy consumption
nd/or the experienced delay, controlling the BS emitted power and
he user association, is an NP-Hard problem, as illustrated in [55].
evertheless, the association procedure is performed while the system

s operating that means that a solution is needed on the fly. This makes
he optimisation approach a not feasible solution.

Finally, we introduce the MEC switching variant. In this case, the
EC servers, which are installed on each macro BS, are deactivated

uring the day, from 5 a.m. to 11.00 p.m. and the cache capacity
f each macro BS is distributed equally to its 4 micro cell BSs. The
escribed association policies are named as PC Opt-MEC Switching,
elay Opt-MEC Switching, Delay-PC Opt-MEC Switching and PL Opt-MEC
witching. A summary of the used association strategies is given in
able 2.

.3. Energy consumption of the network

Once the network is created, i.e., each user is associated with a BS
f possible, the energy consumption of the network during each time
lot is computed (Step 3 in Fig. 2). The hourly energy consumption of
he network, in watthour, at time t, is given by:

(𝑡)
𝑡𝑜𝑡 =

𝑁𝐵𝑆
∑

𝑏=1
𝐸(𝑡)
𝑏,𝑐𝑜𝑚𝑚 +

𝑁𝐵𝑆
∑

𝑏=1
𝐸(𝑡)
𝑏,𝑠𝑒𝑟𝑣𝑒𝑟 (2)

where 𝑁𝐵𝑆 is the number of the active BSs, 𝐸(𝑡)
𝑏,𝑐𝑜𝑚𝑚 is the energy

consumption of the BS b at time t, due to the communication features
and 𝐸(𝑡)

𝑏,𝑠𝑒𝑟𝑣𝑒𝑟 is the energy consumption of the BS b at time t, due to
the supply of the cache located on that BS. The 𝐸(𝑡)

𝑏,𝑐𝑜𝑚𝑚 component is
computed according to the models for the macro cell and micro cell
BS proposed in [48], which depend on the input power of the BS and
on its hardware components. According to [46] and [49], 𝐸𝑏,𝑠𝑒𝑟𝑣𝑒𝑟, in
watthour, is given by:

𝐸(𝑡)
𝑏,𝑠𝑒𝑟𝑣𝑒𝑟 = 𝜔𝑀𝐸𝐶 ⋅ 𝐶𝑠𝑒𝑟𝑣𝑒𝑟 ⋅ 𝑡 (3)

where 𝜔𝑀𝐸𝐶 is in W/bit, 𝐶𝑠𝑒𝑟𝑣𝑒𝑟 is the capacity of the server and t is
the time (in hour, 1 in our case). If a BS is in sleep mode, its energy
consumption is assumed to be negligible.

3.4. Energy reduction strategy

During each time slot, once the network energy consumption is
computed, an energy reduction strategy is applied (Steps 4–5 in Fig. 2):

1. No action: in this case, no action is taken during that time slot.
2. Deactivate all micro cell BSs: all micro cell BSs are deactivated

during that hour, in case the energy consumption is larger than
the renewable energy that is available during that time interval.
This is given by the energy produced by the PV panel system
and stored in the battery. The users who have been connected
to each deactivated micro cell BS are reconnected to a macro
cell BS, if possible. They are reconnected to the macro BS that
maximises the fitness function, see (1), and that has enough
available capacity, if the experienced path loss is lower than the
5

allowed maximum. i
3. Deactivate some micro cell BSs: micro cell BSs are put in sleep
mode in case of energy shortage, i.e. in case the available
renewable energy is lower than the energy consumption of the
network for the considered hour, but are switched off gradually.
To do this, the network energy consumption is computed, when
switching off 1, 2, 3 or 4 micro cell BSs per macro cell BSs.
As soon as the network consumption becomes smaller than the
amount of available renewable energy, that number of microcell
BS per macro cell BS is deactivated. The order in which the
microcell BSs are turned off follows the number of users served
by each micro cell BS. Similar to Deactivate all micro cell BSs
strategy, the users who were connected to a micro cell BS, which
has been switched to sleep mode, are reconnected to an active
BS, if possible.

4. Deactivate some macro cell BSs: once the network energy con-
sumption is computed, in case the available renewable energy
is smaller than the energy consumption of the network for the
considered hour, macro cell BSs and their corresponding micro
cell BSs are gradually switched in sleep mode. We do this com-
puting the energy consumption of the network, when switching
off 1, 2,.., 8 macro cell BSs and the corresponding micro cell BSs.
As soon as the available renewable energy becomes sufficient for
the network supply, that number of BSs is deactivated. The order
in which the macro BSs are selected to be turned off, follows the
number of users served by each macro BS. After the deactivation,
the users who were connected to a sleeping BSs are reconnected
to an active BS, if possible.

3.5. Content delivery

In each time interval, once the energy reduction strategy is applied,
each content requested by each user is delivered (Step 7 in Fig. 2).
When the requested content is cached in the server of the serving BS,
the content is transmitted directly to the user. Notice that the content
transfer to the user, from the BS, which he/she is associated with,
always incurs [56]. We assume that this access latency 𝑇𝑏𝑠,𝑢 for the cells
is identical and equal to 30 𝑚𝑠, as in [43]. If the requested content is
not cached by the serving micro cell BS but by the macro cell BS, the
macro cell BS transmits the content to that micro. The link between
a micro cell BS and its corresponding macro is wired, through optic
fibres. Nevertheless, due to the insufficient capacity of the BH links,
which causes a bottleneck in this segment of the network, its latency
contribution, 𝑇𝐵𝑆,𝑏𝑠, is significant [57], but lower than the one in the

ireless link, between the user and the micro BS. We assume that it is
qual to 20 ms [43]. The resulting latency is given by 𝑇𝐵𝑆,𝑏𝑠+𝑇𝑏𝑠,𝑢 [43].
f the content is not present not even on the macro cell BS, the request is
orwarded to the content provider. In this case, the experienced latency
s given by 𝑇𝑐𝑝,𝐵𝑆 + 𝑇𝐵𝑆,𝑏𝑠 + 𝑇𝑏𝑠,𝑢, with 𝑇𝑐𝑝,𝐵𝑆=50 ms, giving a total
atency equal to 100 ms, as in [43,56]. In case a user is associated with
macro cell BS, which is caching the requested content, that content

s received with latency 𝑇𝑏𝑠,𝑢. If that content is not stored in the server
f that macro cell BS, it is retrieved on the content provider and the
ser receives it with delay 𝑇𝑐𝑝,𝐵𝑆 + 𝑇𝑏𝑠,𝑢. After each content delivery,
he cache is updated (Step 7 in Fig. 2), according to Least Frequently
sed (LFU) cache algorithm, so as to always cache the most popular
ontents.

.6. Initial state of caches

We determine which contents are stored in each cache at the
eginning of each simulation, through a preliminary phase. For each
alue of 𝛼, the scenario is simulated, assuming that the considered RAN
perates for 100 weeks. Each simulation begins with empty caches and
he occurrences of a content request are updated, as well as the stored
iles in each cache, at each time slot. When the number of variations
n each cache stabilises, the transient phase for each cache filling is
ssumed to be over. As a result, the files in each cache at that time
nterval are the initial state of the caches in simulations.
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Table 2
Summary of the different user association strategies.
Name Objective Energy reducing strategy MEC switching

PL Opt Min. path loss No No
Delay Opt No Switch Min. delay No No
PC Opt No Switch Min. power consumption No No
Delay-PC Opt No Switch Min. delay and power consumption No No
PL Opt With Switch Min. path loss No Yes
Delay Opt With Switch Min. delay No Yes
PC Opt With Switch Min. power consumption No Yes
Delay-PC Opt With Switch Min. delay and power consumption No Yes
PL Opt Deactivate All micro cell BSs Min. path loss Yes No
PL Opt Deactivate Some Macro cell BSs Min. path loss Yes No
4. Key performance indicators

Energy consumption
The energy consumption of the network during the simulation, in

𝑊 ℎ, is given by

𝐸 =
𝑇
∑

𝑡=1
𝐸(𝑡)
𝑡𝑜𝑡 (4)

here 𝐸(𝑡)
𝑡𝑜𝑡 is the energy consumption of the network at time t and it is

omputed as reported in (2) and 𝑇 is the duration of the simulation.

reen energy
The green energy, in 𝑊 ℎ, accounts for the amount of used energy

hich has been produced by the PV-panel system, which is locally
nstalled.

rown energy
The brown energy, in 𝑊 ℎ, indicates the energy bought from the

ower grid, for the network supply. As already mentioned, in case the
vailable renewable energy is not sufficient to power the RAN, even
fter the application of an energy reducing strategy, if employed, the
issing energy is taken from the grid.

ser coverage
The user coverage is the percentage of served users, considering that

user can be associated to a BS if he/she experiences a path loss lower
han the allowable maximum and if that BS has enough capacity to
rovide the required bit rate.

verage delay
This is the average delay experienced by users to receive content. It

s measured in 𝑚𝑠 and is given by:

= 1
𝑁𝑟

𝑁𝑟
∑

𝑟=1
𝑑𝑟 (5)

where 𝑑𝑟 is the delay which is experienced for the content request 𝑟
nd 𝑁𝑟 is the total number of requests during the simulation.

it - 1 hop probability
This is the probability that the requested content is stored locally

n the BS which the considered user is associated to.

it - 2 hops probability
This is the probability that the content requested by a user associ-

ted to a micro cell BS is not cached on that micro cell BS but on the
orresponding macro cell.

iss probability
This is the probability that the requested content is fetched from the

ontent provider, since it is not stored in the cache of the BS, which the
ser is associated with nor in the one of the corresponding macro cell
6

S, if the considered user is associated with a micro cell BS. l
Table 3
Values of parameter used in simulations.
𝑇𝑏𝑠,𝑢 30 ms
𝑇𝐵𝑆,𝑏𝑠 20 ms
𝑇𝑐𝑝,𝐵𝑆 50 ms
𝜔𝑀𝐸𝐶 2.5 ⋅10−9 W/bit

Fig. 3. Average delay (in blue) and energy consumption (in orange) varying the
dimension of each cache, for different values of the parameter 𝛼.

5. Performance evaluation

In this section, we discuss the results obtained, when the considered
RAN is simulated, assuming that it operates for 1 week. The values of
latency, as well as the value of the parameter 𝜔𝑀𝐸𝐶 of (3) are reported
in Table 3. They are taken from [43] and [49], respectively.

5.1. Impact of the cache size and the popularity

In the first part of our work, we analyse the effects of the parameters
that affect the performance of the local caching. To do this, we simulate
the scenario described in Section 3, using No action as energy reduction
strategy. Fig. 3 shows on the left 𝑦-axis the average experienced latency,
in blue, and on the right 𝑦-axis the energy consumption, in orange,
versus the size of the cache on each micro and macro BS (the cache on
the macro BS is double the one on the micro BSs), given in percentage
of stored library. Each curve of the figure corresponds to different
values of the parameter 𝛼, characterising the Zipf’s distribution. When
the percentage of the stored library is zero, no local caching is per-
formed. The growth of the size of the cache generates a reduction
of the experienced delay, since more contents can be stored locally.
This reduction strictly depends on the characteristics of the popularity,
e.g., on the parameter 𝛼. Indeed, as already mentioned, a large value of
𝛼 means that there is a small part of the library which is very popular. If
this is the case, even a small cache drastically reduces the experienced
delay. When 𝛼 is larger than 1, the experienced delay is reduced up to
40%, if 1% of the library is locally stored. Conversely, a small value
of 𝛼 indicates that the files have a similar popularity. In this scenario,

arger caches are needed to achieve significant delay reduction: if
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Fig. 4. Given a fixed caching capacity equal to 20% of the total library, change
of its distribution among BSs: (a) Avg delay and energy consumption, (b) hit/miss
occurrences probability on micro cell BS.

the popularity distribution is described by the Zipf’s function with
parameter 𝛼 equal to 0.56, 10% of the library should be stored to reduce
the experienced delay up to 30%. The energy consumption increases
linearly with the cache size, see (3). Nevertheless, this growth is limited
to 7%, when the cache stores 25% of the library and lower than 1.5%,
if 5% of the library is cached.

Besides the impact of the cache size on the user experience, we also
investigate the impact of its distribution among BSs. In particular, for
each macro cell BS and its 4 micro cell BSs, a total capacity equal to
20% of the library is considered, and we vary its distribution among
the BSs. We consider the case in which the cache on the macro cell BSs
stores 0%, 5%, 10%, 15% and 20% of the library and, correspondingly,
each micro cell BSs stores 5%, 3.75%, 2.5%, 1.25% and 0%. In Fig. 4(a),
the average delay (blue bars) and the energy consumption (orange line)
are shown, for these values of cache capacity, for 𝛼 equal to 0.56 and
1.31, when No action strategy is used. Fig. 4(b) shows the probability of
the possible events that a user might experience when he/she requires
a content. Blue bins indicate the probability to experience a hit - 1 hop,
i.e., the needed content is cached on the BS, with which that user has
been associated, the orange bins show the hit - 2 hops probability and
the green bins report the miss probability. As shown by the orange lines
in Fig. 4(a), the energy consumption is constant since the total capacity
does not change. Moreover, the plot reveals that the delay reduction
not only depends strictly on the popularity, i.e., on parameter 𝛼, but
also depends on the cache distribution among BSs. Indeed, as reported
in Fig. 4(b), if 𝛼 is 0.56 and the micro cell BSs can store up to 5% of
the library, no more than 20% of the requests on a micro cell BSs can
be satisfied locally (on that BS), while this number grows to 76% if
𝛼 is 1.31. Similarly, when all the considered caching capacity is put
7

on the macro cell BS, that BS satisfies 43% and 88% of the requests,
respectively, as can be observed in the 4(b). Furthermore, even if the
hit with a single hop is less frequent due to the reduction of the cache
capacity installed on each micro cell BS (see Fig. 4(b)), from Fig. 4(a),
it is evident that putting more cache on each macro cell BS generates
the drop of the experienced delay. This is because the cache on each
macro is reachable by the users connected to it, as well as by users
connected to each corresponding micro cell BS. Therefore, the growth
of the capacity on macro cell BSs corresponds to the growth of the cache
capacity, which is reachable by all the users. For the same reason, the
miss probability decreases, when the capacity on each macro cell BS
increases (Fig. 4(b)). The resources on the macro cell are precious, but
it is convenient to install some capacity on micro cell BSs too to relieve
the effort on the macro cells and achieve some local hits(1 hop from
users), especially if 𝛼 is large. Indeed, when 𝛼 is equal to 1.31 and all
the cache capacity is located on the macro cell BSs, the average delay
is larger than the case where 15% and 1.25% of the library are stored
on the macro and on the micro cell BSs, respectively.

5.2. Impact of energy reduction strategy

In this section we first discuss the impact of the energy reducing
strategies, when the MEC technology is not used, i.e., when each MEC
server stores 0% of the library. In Figs. 5(a), 5(b), 5(c) and 5(d),
the network energy consumption, the amount of green and brown
energy, the number of active BSs and the user coverage are reported,
respectively, for each time slot of the simulation. The curves marked
by circles and triangles in the figures correspond to, respectively, No
Action and Deactivate all micro cell BSs, which deactivates each micro
cell BSs as soon as the renewable energy is not sufficient for the network
supply. The lines with stars and squares in Fig. 5 are the cases in which
Deactivate some micro cell BSs and Deactivate some macro cell BSs are
employed, so as to deactivate gradually the micro and the macro BSs,
respectively, in case the renewable energy is smaller than the network
consumption. From these figures, we notice that, while the energy
consumption and number of active BSs are almost the same during the
light hours for each used strategy, see Figs. 5(a) and 5(b), the situation
is different from 14:00 to 8:00. Indeed, in this time interval, since the
renewable energy results insufficient to power the network because of
lack of solar production, when Deactivate all micro cell BSs, Deactivate
some micro cell BSs and Deactivate some macro cell BSs are used, BSs are
deactivated, reducing the RAN energy consumption, see curves with
triangles, stars and squares in Figs. 5(a) and 5(b). Deactivate all micro
cell BSs and Deactivate some micro cell BSs behave very similarly in terms
of number of switched micro cell BSs and energy consumption. This
is because, even if the latter puts in sleep mode only the number of
micro cell BSs which makes the renewable energy sufficient for the
network supply, actually it often needs to deactivate all micro BSs (see
Fig. 5(b)). As a consequence, it switches only a slightly lower number
of BSs than the former strategy. This results in a very similar energy
consumption, which is, respectively for Deactivate all micro cell BSs and
Deactivate some micro cell BSs, 1900 and 1940 kWh, 40% lower than
No Action case, whose consumption accounts for 3148 kWh. Besides
the reduction of the network energy consumption, Deactivate all micro
cell BSs and Deactivate some micro cell BSs allow to buy from the grid
a lower amount of brown energy. Fig. 5(c) reports, for each hour of
the simulation, in green the amount of used renewable energy and in
brown the amount of brown energy, which is bought from the grid, for
each energy reducing strategy. The amount of green energy is almost
the same for each strategy, but with Deactivate all micro cell BSs and
Deactivate some micro cell BSs, between 46% and 55% less energy is
bought from the grid than when No Action is used, which needs to
buy from the grid 86% of its energy consumption. This shows that
making the RAN more sustainable through the usage of renewable
energy sources has to be coupled with the micro cell BS switching, in
order to be effective. Indeed, if this is the case, the energy consumption
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Fig. 5. Usage of the energy reducing strategies, when the MEC technology is not used: (a) Energy Consumption, (b) Number of active BSs, (c) Amount of Used Green and Brown
Energy and (d) User Coverage.
Fig. 6. Delay and energy consumption varying the size of each cache, for different values of the parameter 𝛼, when No action and Deactivate all micro cell BSs are used.
and the bought energy are strongly decreased, reducing the Opex
expenditure and improving the RAN self-sufficiency. The trend of the
energy consumption and of active BSs presented by Deactivate all micro
cell BSs and Deactivate some micro cell BSs strategies also occurs for the
user coverage, which results lower than when No Action is employed,
because of micro cell BSs deactivation, but rarely lower than 95%.
This drop of the user coverage underlines the key impact of the micro
cell BSs on the QoS: they are necessary in order to always provide an
optimal user coverage, i.e. 99%, which is provided when the micro cell
BSs are not deactivated, as when No Action strategy is used.

The situation is different for Deactivate some macro cell BSs. Indeed,
it often deactivates all BSs during the night, generating interruption of
8

the service, as shown by the curve marked by triangles of Fig. 5(b). As
a consequence, even if more than 64% of energy is saved, its nightly
user coverage falls to 0%, resulting in unacceptable (see green curve
in Fig. 5(d)) user coverage. This highlights the fundamental role of the
macro cell BSs in hierarchical RANs, in order to provide an adequate
QoS, revealing that the deactivation of the macro cell BSs to save
energy is not a feasible solution for our scenario. For this reason, this
strategy is not considered in the following discussions.

We now analyse the effect of the energy reduction strategy on the
caching paradigm and vice versa, when Deactivate all micro cell BSs and
Deactivate some micro cell BSs are used.
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Fig. 7. User Coverage varying the size of each cache, for different values of the
parameter 𝛼, when No action, Deactivate all micro cell BSs and Deactivate some micro
ell BSs are used.

In Fig. 6, the impact of the variation of the size of each cache
s shown, in terms of experienced delay (left y-axis) and of energy
onsumption (right y-axis) in blue, light blue, pink and in red, orange,
ellow, when No action, Deactivate all micro cell BSs and Deactivate some
icro cell BSs strategies are used, respectively. As already discussed,

he usage of Deactivate all micro cell BSs and Deactivate some micro cell
Ss significantly reduces the energy consumption of the network: when
hey are employed, the system drops its consumption by up to 41%
nd 40%, respectively. With Deactivate all micro cell BSs and Deactivate
ome micro cell BSs, the energy consumption does not grow as much
s in the case of No action, with the increase of the cache capacity.
ndeed, when each macro cell BS stores up to 25% of the library, the
etwork consumes 4% more than the case with no caching servers.
his is because with a larger cache, it is more likely that the available
enewable energy is insufficient to power the RAN. As a result the
witching of micro cell BSs occurs more often and above a given storage
ize (up to when 5% of the library is stored), the system stabilises:
icro cell BSs are deactivated in the same period, since the energy is
ot sufficient for the network supply in the same instant. Moreover,
ith Deactivate all micro cell BSs and Deactivate some micro cell BSs, the

experienced delay is slightly reduced. This is due to the fact that when
the micro cell BSs are deactivated, the users are closer to the content
provider, since they are always at 2 hops distance. This is more evident
for low values of 𝛼, since in these cases the content needs to be taken
from the content provider more often. Therefore, the impact of this
reduction of distance is higher. The employment of Deactivate all micro
cell BSs and Deactivate some micro cell BSs strategies reduce the user
coverage, as noticed above. As can be noticed in Fig. 7, by varying the
size of each cache, the user coverage drops from 99% given with No
action, in orange, to, respectively, 95.5% and 96%, in blue and green,
which is acceptable. When Deactivate all micro cell BSs and Deactivate
some micro cell BSs are used, the growth of the cache capacity does not
significantly impact the user coverage, since the number of time slots
during which micro cell BSs are deactivated slightly grows by 4%, if
25% of the library is cached on macro BSs, with respect to the scenario
that does not employ MEC server.

5.3. Impact of the association strategy

Now we analyse the effects of the user association policies which we
propose and present in Section 3. Figs. 8(a) and 8(b) show the delay
and the energy consumption with the different user association policies,
with 𝛼 equal to 0.56 and 1.31, respectively, increasing the cache
capacity from 0% to 25% of the library. First, since the characteristic
of the traffic demand, i.e. of the parameter 𝛼, has no impact on the
9

network energy consumption, when PC Opt is used, variations on the
Fig. 8. Energy consumption and delay achieved with the proposed users association
policies, with (a) 𝛼=0.56 and (b) 𝛼=1.31.

characteristic of the traffic do not impact the associations and, as a
consequence, the network energy consumption, as can be noticed by
the orange bars in the two figures. Moreover, when compared to the
case in which the experienced path loss is minimised, between 22% and
27% of network energy consumption reduction is achieved. Using this
users association procedure, users are typically associated with macro
BSs, meaning that having a few but heavily loaded macro BSs is more
efficient than having many active BSs under utilised. This also shortens
the time needed to reach the cloud and because of this, when retrieving
contents in the cloud occurs often, i.e. 𝛼 is lower than 1 and/or the
server size is small, a slight delay reduction, between 2.5% and 4%,
with respect to PL Opt policy, is achieved.

When users are associated while minimising the experienced delay,
i.e., Delay Opt is used, the delay drops up to 10% (see red bars in Fig. 8)
with respect to the case with the same cache capacity, but where PL Opt
is used as the association approach. This drop is more significant when
misses are more likely, i.e. for decreasing cache size and 𝛼 parameter,
because performance can be improved significantly. Moreover, in order
to make the access to the cloud faster, this policy forces users to be
associated with the macro BS, which maximises the local hit. This is
also because if a user is associated with a macro BS, the cloud is reached
with 2 hops, while if associated with a micro BS, 3 hops are necessary
to reach it. Thus, being associated with a macro makes the access to the
cloud faster. Because of this trend, to achieve a path loss low enough
to receive an acceptable quality of the signal, the output power of
a BS results higher than when PL Opt is used. This determines the
growth of the network energy consumption by 4%. When 𝛼 is larger
than 1, this policy is not particularly effective, as already mentioned,

making the energy consumption and the delay almost unchanged. In



Computer Networks 192 (2021) 108100G. Vallero et al.

e
c
t
M
a
a
6
i
b
w
e
a
S
f
e
b

Fig. 9. Effects of the dynamic MEC server switching: (a) Energy Consumption and Delay and (b) number of users who are associated to micro BSs, the cache capacity on each
macro is 10% of the library.
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case the association procedure aims at the joint minimisation of delay
and energy consumption, both of them are reduced by 5% and 20%,
respectively.

5.4. Effects of the MEC switching

We have observed that the proposed association procedures tend
to associate users to macro BSs, but this violates the load balancing.
Fig. 9(a) shows the number of users, that are associated with a micro
cell BS, in each time slot of the simulation. This value is shown for 𝛼
qual to 0.56, on the left and to 1.31, on the right, assuming that each
ache, which is installed on each macro cell BS, stores up to 10% of
he library. We consider all the association policies, with and without
EC switching variant. As can be observed from the figure, if users

re associated according to Delay Opt, in blue, Delay-PC Opt, in purple,
nd PC Opt, in red, users associated with micro cell BSs are 0, 1 and
, respectively, against 19, obtained when PL Opt is used. As shown
n [50], this increases the electromagnetic exposure of human beings,
esides worsening the QoS, as claimed in [58,59]. To solve this issue,
e introduce the MEC switching, which deactivates the MEC server of

ach macro BSs, between 5 a.m. and 11 p.m., distributing equally that
mount of capacity from each macro cell BSs to its 4 micro cell BSs (see
ection 3). Fig. 9(b) shows the delay, for each association policies and
or 𝛼 equal to 0.56, on the left and to 1.31, on the right, assuming that
ach cache on each macro stores up to 10% of the library, with the light
10

lue and blue bins, when MEC switching is used or not, respectively.
he network energy consumption is given by the red and orange lines,
espectively.

First, we focus our attention to the cases that associate users ac-
ording to Delay Opt or Delay-PC Opt policies. In these cases, users
end to be associated with micro cell BSs during the day (from 5.00
.m. to 11.00 p.m.). As a consequence, when 𝛼 is 0.56, the MEC
witching variant slightly increases the number of users served by the
icro BSs from 0 with Delay Opt to 11 with Delay Opt-MEC Switching

nd from 1 with Delay-PC Opt to 7 with Delay-PC Opt-MEC Switching.
ith 𝛼 equal to 1.31, this growth is more evident: from 4 to 22

nd from 3 to 9, if Delay Opt, Delay Opt-MEC Switching and Delay-PC
pt and Delay-PC Opt-MEC Switching are used, respectively. With low
alues of 𝛼 this improvement is less evident. This is because in these
ases the access to the cloud is frequently needed. For this reason,
sers continue to be associated to macro BSs to reduce the time to
etrieve contents, despite the MEC Switching employment. With large
alues of 𝛼, several local hits occur. Hence, the MEC switching variant
nduces the association of users with micro BSs and this increases the
etwork energy consumption, which grows up to 16% (see Fig. 9(b)).
oreover, since cache capacity is moved from each macro BS towards

ts micro cell BSs, less cache is reachable by users. This results in a
igher experienced delay, which grows by up to 68%. When PC Opt is
mployed as association policy, the usage of the MEC switching variant

does not improve the load-balancing issue, since it is independent of the
MEC server presence and capacity. As a consequence, the MEC switching
does not impact the energy consumption of the PL Opt, as well as of the

PC Opt. Nevertheless, the delay grows by up to 70%, in case the MEC
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switching is used. As already mentioned, removing cache capacity on
the macro and spreading it among its micro cell BSs, deteriorates the
delay, as less capacity is reachable from users.

6. Conclusion

In this paper, mechanisms to move towards two of the objectives of
5G networks, the delay reduction and the network energy efficiency,
are revised and proposed. A portion of a RAN, composed by 8 macro
cell BSs, each supported by 4 micro cell BSs is considered, where the
MEC technology is employed, to push the most popular contents closer
to users so as to reduce latency. The considered RAN is powered by a
PV panel system and an energy battery and is connected to the power
grid. Different users association policies are proposed in order to further
improve the experienced delay and the energy consumption of the
network. We notice that, even if strictly dependent on the characteristic
of the traffic and on the server capacity, the MEC technology reduces
the experienced delay up to 60%, without generating significant growth
of the network energy consumption, limited to 7%. In addition, the
employment of an energy reduction strategy, applied in case of renew-
able energy shortage, reduces the energy consumption but does not
impact the experienced delay. The proposed users association policies
effectively provide reductions of delay and power consumption.

Our results lead to three conclusions. First, caching at the edge and
dynamic activation of the BSs, can be very effective in reducing latency
and reducing the network power consumption, respectively, without
deteriorating their performances because of their coexistence. Second,
caching on the macro BSs is always needed to significantly reduce
delays, while caching also on the micro cells relieves the effort on the
macro cell. Finally, association procedures which minimise the delay
and/or the energy consumption tend to associate users with macro
BSs. In this way, when the network energy consumption is optimised,
also the experienced delay is slightly reduced. Meanwhile, in case the
association procedure is based on the minimisation of the delay, the
energy consumption increases, since users can be associated to BS
which are far, and the emitted power has to be increased so as to
receive the signal with the adequate quality.
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