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Abstract— Molecular Field-Coupled Nanocomputing (FCN)
represents one of the most promising solutions to overcome the
issues introduced by CMOS scaling. It encodes the information
in the molecule charge distribution and propagates it through
electrostatic intermolecular interaction. The need for charge
transport is overcome, hugely reducing power dissipation. At
the current state-of-the-art, the analysis of molecular FCN is
mostly based on quantum mechanics techniques, or ab initio
evaluated transcharacteristics. In all the cases, studies mainly
consider the position of charges/atoms to be fixed. In a realistic
situation, the position of atoms, thus the geometry, is subjected
to molecular vibrations. In this work, we analyse the impact
of molecular vibrations on the charge distribution of the 1,4-
diallyl butane. We employ Ab Initio Molecular Dynamics to
provide qualitative and quantitative results which describe the
effects of temperature and electric fields on molecule charge
distribution, taking into account the effects of molecular vibra-
tions. The molecules are studied at near-absolute zero, cryo-
genic and ambient temperature conditions, showing promising
results which proceed towards the assessment of the molecular
FCN technology as a possible candidate for future low-power
digital electronics. From a modelling perspective, the diallyl
butane demonstrates good robustness against molecular vibra-
tions, further confirming the possibility to use static transchar-
acteristics to analyse molecular circuits.

Index Terms— Field-Coupled Nanocomputing; Molecular
Dynamics; Charge Dynamics; Electrostatic Intermolecular In-
teraction; Beyond-CMOS.

I. INTRODUCTION

The improvement of digital electronics performance in the
last decades has been made possible by the well-known scal-
ing process of CMOS technology. At state of the art, the
size of single transistors is approaching the molecular scale,
posing serious concerns about the possibility of continuing
to cope with current research challenges by employing scal-
ing techniques only. For this reason, researchers and scien-
tists are proposing many technologies alternative to CMOS
which base the computing paradigm on novel physical phe-
nomena. This is well-known as the beyond-CMOS. Field-
Coupled Nanocomputing is one of the most promising so-
lutions: it propagates the information without current trans-
port, extremely reducing the power dissipation. Among the
possibilities, Molecular FCN encodes the information in the
charge configuration of molecules, see Fig. 1(a), and allows
the computation through electrostatic intermolecular interac-
tion [1].
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Fig. 1: Molecular FCN basics: (a) encoding of the binary information in a
molecular cell based on oxidised diallyl butane molecules. The red and blue
circles represent the position of the oxidation charges in the molecules en-
coding ‘0’ and ‘1’ respectively. (b) Molecular FCN wire. The first molecule
is driven by external metal electrodes which force the polarisation of the first
molecule, acting as molecular wire input. (c) Molecular FCN majority voter
in three possible configurations; not shown configurations are electrostati-
cally equivalent to reported ones. (d) Bis-ferrocene molecule. (e) Molecular
FCN wire subdivided into three clock regions (CKR1, CKR2, and CKR3).
When the clock is active, the information is encoded by active dots (red cir-
cles), making propagation possible. The charge is pushed in the reset dot
when the clock is de-activated.

At the current state-of-the-art, the molecular FCN liter-
ature often relies on the Quantum-dot Cellular Automata
(QCA) concept. It models the molecular cell as an ideal
element composed of four quantum dots with two mobile
charges. This system can be analysed through quantum
mechanics by using the so-called two-state approximation
[2, 3]. This method permits the analysis of the informa-
tion propagation [4], and the energy dissipation [5] in gen-
eral QCA circuits. In recent studies, we started analysing
the molecule considering its effective physical behaviour,
by exploiting the so-called MosQuiTo (Molecular Simulator
Quantum-dot cellular automata Torino) methodology [6, 7].
This methodology allows to formulate considerations that
link the physical characteristics of the molecule with the
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system-level circuit analysis [8, 9, 10]. In the literature,
molecules are generally considered static elements which
vary their charge distribution as a consequence of the inter-
action with external stimuli [7, 2]. In a realistic situation, the
position of atoms, thus the geometry, might be subjected to
an oscillating motion due to molecular vibrations. Moreover,
molecular FCN is often conceived as a possible FCN tech-
nology working at ambient temperature. As molecular vi-
brations are typically amplified by temperature, the study of
molecular vibration effects becomes essential to understand
whether computation is possible at ambient temperature.

This paper analyses the impact of molecular vibrations on
the charge distribution of possible FCN molecules. Sec. II.
summarises the basics of molecular FCN technology, then
in Sec. III., we propose a methodology embedded in the
MoSQuiTo method and based on Ab Initio Molecular Dy-
namics (AIMD) to study the effects of molecular vibrations.
In Sec. IV., we use the proposed methodology to study how
the molecular vibrations impact on the charge distribution
of molecules. We validate the methodology in the simplest
case of water. Then, we study the effects of temperature and
electric fields in a more realistic solution. We analyse the
1,4-diallyl butane, a molecule which is often used to charac-
terise the essential interaction in molecular FCN [1]. Finally,
in Sec. V. we discuss the qualitative and quantitative results.
The obtained results provide important feedback both from a
modelling and a practical perspective. We confirm the valid-
ity of static methodologies, and we proceed towards the as-
sessment of molecular FCN technology as a possible candi-
date for digital electronics working at ambient temperature.

II. BACKGROUND

A. Molecular Field-Coupled Nanocomputing paradigm

Among the beyond-CMOS possible paradigms proposed
to overcome the well-known scaling issues, Field-Coupled
Nanocomputing is one of the most interesting. Nanometric
objects encode the information in some physical quantities
such as charge or magnetization. Local-field interaction al-
lows the information to propagate element-by-element, with-
out the need for charge transport. The absence of electrical
current drastically decreases the power dissipation, whereas
the very small size of single elements permits a very high
density of devices on the single chip. These two benefits
make this technology very promising for low-power digital
electronics.

Many technologies have been proposed to implement the
FCN. For example, the magnetic FCN paradigm encodes the
information in the magnetization of nanometric magnets and
propagates it through magnetic interaction [11, 12]. This
work analyses molecular FCN technology: the charge dis-
tribution of molecules defines the logic information whereas
the electrostatic intermolecular interaction enables the infor-
mation to propagate. The information encoding of molecular
FCN is generally based on the so-called Quantum-dot Cel-
lular Automata paradigm. Two oxidized molecules are jux-
taposed to create a square-shaped molecular QCA cell. The
two oxidation charges tend to repel each other, thus creat-
ing two possible configurations used to encode the two logic
states, see Fig. 1(a). In a few cases, single molecules possess

all the four dots, creating a single-molecule molecular QCA
cell [13].

B. Molecular FCN devices

The electrostatic interaction among molecular cells allows
the information to propagate, enabling the conception of
molecular wires, see Fig. 1(b). The first molecule locates
between two electrodes that force its polarization. The first
molecule acts as a driver for the wire and imposes the propa-
gated binary information. The same electrostatic interaction
also enables computing. Fig. 1(c) shows a possible major-
ity voter. Three cells (top, left and bottom) define the inputs
of the 3-bit majority voter, the central cell allows the vot-
ing mechanism and, to achieve the electrostatic energy mini-
mization, copies the logic of the most recurrent logic. Even-
tually, the logic is copied to the output (right) cell. Inverter
and more complex FCN devices have been also proposed in
the literature [14, 15, 16].

C. Clocking mechanism

The electrostatic interactions among adjacent molecules
play a key role in enabling the elaboration and propagation
of digital information. Despite the electric fields generated
by molecules last after a few nanometers, all molecules inter-
act with each other, with different strength, independently on
their position. A clocking mechanism is typically employed
to introduce a pipelining mechanism that guides the inter-
molecular interaction. The clock activates or inhibits some
molecule regions (clock regions) so that the propagation can
be correctly achieved. The clock mechanism is made possi-
ble by using molecules with more than two dots (reset dot),
for instance, the bis-ferrocene molecule [17, 18], shown in
Fig. 1(d). Fig. 1(e) shows the propagation of the information
in a bis-ferrocene clocked molecular wire.

III. METHODOLOGY

A. MosQuiTo Methodology

In the field of FCN technology, devices are based on non-
conductive physical phenomena (e.g. electrostatic or mag-
netic interactions) which strongly impact on the propagation
and elaboration of the digital information. For these reasons,
FCN devices require vertical methodologies which allow de-
signers to evaluate the system-level implications of physi-
cal parameters correctly. This lead to the essential require-
ment of methodologies which are strongly linked with the
physical characteristics of devices, enabling the correct anal-
ysis and design of devices based on emerging technologies
[19, 20, 21].

In this paper, we focus on Molecular FCN. This technol-
ogy can be analysed using the so-called MosQuiTo method-
ology (Molecular Simulator Quantum-dot cellular automata
Torino) [7, 6]. It consists of a three-step procedure subdi-
vided into molecule characterisation, figures of merit extrac-
tion, and system-level analysis.

Molecule Characterisation: the molecule is firstly anal-
ysed to study its electrostatic behaviour. At this purpose,
complex ab initio calculation evaluates how the charge dis-
tribution of the molecule changes when subjected to external
stimuli. Typically, the atomic charges are obtained by fit-
ting the molecular electrostatic potential in order to model
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Fig. 2: Figures of merits for molecular FCN technology: (a) definition of
input voltage, the molecule is embedded in an electric field generated by two
electrodes, the input voltage is obtained by integrating the field between the
two active dots. (b) Definition of output voltage, the charge distribution of
the molecule generates an electric field. The output voltage is evaluated as
the input voltage of a fictitious molecule positioned with proper distance
d = w.

the molecule as a distribution of point charges, each centred
on molecule atoms.

Figures of merits extraction: many figures of merits
which have been proposed in the literature enable consider-
ing the molecule as an electronics device, with proper input
and output. Each molecule can be described, from an electro-
static standpoint, as a collection of atomic charges obtained
by fitting the molecular electrostatic potential. Then, the
atoms can be grouped into regions. The atomic charges into
each region can be summed obtaining the so-called aggre-
gated charge Qi. The aggregated charges locate on molecule
redox centres, in case of mixed-valence compounds, or on
interesting points of the molecule. The single aggregated
charge is named DOT. In particular, the DOTs associated
with the encoding of the information are named active dots.

The aggregated charge depends on the electric field influ-
encing the single-molecule. In fact, a molecule is polarised
when embedded in an electric field, which can be gener-
ated by an external electrode, i.e. a driver or clock system
[22, 23], or other molecule charge distributions, i.e. in the
information propagation mechanism. The effect of the elec-
tric field can be measured with the so-called Input Voltage
Vin, which can be obtained by integrating the electric field E
influencing the molecule on an arbitrary path (γ) connecting
the active dots of the molecule, see Fig. 2(a). The aggre-
gated charge enables computing the electric field generated
by the molecule, potentially influencing other molecules (i.e.
input voltage of other molecules). The output voltage Vout
of a specific molecule is defined as the input voltage of a
fictitious molecule juxtaposed to it with intermolecular dis-
tance (d) equal to the distance between active dots (w), see
Fig. 2(b). In the first step of the MosQuiTo methodology, the
atomic charges, thus the aggregated charge distribution, are
evaluated for different external electric fields (i.e. different
Vin). The aggregated charges Qi and the input voltage Vin
are linked together to obtain the so-called Vin-Aggregated
Charge Transcharacteristics (VACT). The aggregated charge
can be exploited to evaluate the output voltage of a molecule,
thus the Vin-Vout Transcharacteristics (VVT).

System-level analysis: once the molecule is described
with a proper VACT, each molecule can be treated as an
electronic device. In particular, each molecule receives,
as input voltage, a fraction of the output voltage of every
molecule in the molecular circuit. The input voltage in-
duces a precise charge on the molecule, computed with the

VACT, which, in turn, generates an electric field influenc-
ing all the other molecules of the circuit. An iterative al-
gorithm, named Self-Consistent Electrostatic Potential Al-
gorithm (SCERPA), evaluates the charge distribution of the
entire circuit by exploiting a self-consistent procedure [8].
The algorithm bases the evaluation on ab initio characterisa-
tion, thus the results are precise even if obtained in a short
time.

B. Ab Initio Molecular Dynamics

This work mainly focuses on the analysis of molecules
under the dynamic regime. For this reason, we exploit the
so-called Ab Initio Molecular Dynamics (AIMD). This tool
enables the study of geometry variation in molecules, with-
out the need for force field databases. Indeed, the atoms
are moved by exploiting gradients which are evaluated by
solving, in an approximate way, the Schröedinger equation
(Born–Oppenheimer Molecular Dynamics Simulation).

In this work, we make use of the ORCA free ab initio
package [24, 25]. Considering the structure of the studied
molecules, we perform DFT calculations using the Kohn-
Shann Scheme. According to the molecules analysed in this
work, CAM-B3LYP and TZVP are chosen as proper DFT
functional and basis set and D3 corrections are exploited
[26, 27]. The molecules are studied under the effect of differ-
ent temperatures, running Molecular Dynamics calculation
within the NVT ensemble (i.e. keeping the number of atoms,
the volume and the temperature constant). At this purpose,
a Berendsen thermostat with a time constant of 10.0 fs is
used to control the temperature, thus the coupling between
the molecule and the system.

IV. RESULTS

In this section, we report the analysis of two molecules.
At first, we analyse the water molecule as a mean of validat-
ing the methodology. Indeed, the water molecule is simple
to analyse with DFT calculation, and the results can be eas-
ily compared with experimental and literature results. Sec-
ondly, we analyse the 1,4-diallyl butane cation. Among all
the molecules proposed for FCN computation, this is the
simplest one, and it is a suitable candidate for modelling and
basic phenomena studies. Indeed, it permits the analysis of
the physical characteristics through ab initio tools in a rea-
sonable time.

A. Equilibrium analysis of the water molecule

The geometry of water is firstly obtained with a DFT opti-
misation procedure. Fig. 3(a) reports the geometry with cor-
responding atom names and atomic charges. In particular,
we evaluate the atomic charges of the molecules obtained by
fitting the electrostatic potential. The charge associated with
the oxygen atom is -0.782 a.u. whereas it is 0.391 a.u. for
hydrogen atoms. The two hydrogen atoms have the same
atomic charge. This result is consistent with expectations.
Indeed, the water molecule shows a C2v symmetry which
implies a net dipole moment can be present along the prin-
cipal molecular axis only, see Fig. 3(a). The charge of hy-
drogen atoms is positive; this can be justified by the high
electronegativity of the oxygen, which tends to attract elec-
trons more than hydrogen. Oxygen electronegativity is 3.44
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Fig. 3: Ab initio Molecular Dynamics (AIMD) analysis of the water
molecule: (a) Geometry of water molecule with obtained atomic charges.
(b) Infrared spectrum showing the three vibrational peaks of the molecule.
(c) Geometry representation of the three water vibrational modes.

(Pauling units), whereas hydrogen electronegativity is 2.20
(Pauling units) [28]. Notice that the sum of all the charges is
null. This result is also obvious, as the molecule is neutral.

B. The vibrational spectrum of water molecule

In this work, we want to evaluate the effects of vibrations
on the charge distribution of molecules. At first, we evaluate
the vibration modes of water. To be coherent with litera-
ture, we express the frequency in cm−1 (wavenumber), the
original frequency can be retrieved considering that 1 cm−1

corresponds to 0.03 THz.
Fig. 3(b) reports the infrared spectrum obtained for the

water molecule with the ORCA package. The figure shows
three significant peaks associated with the three vibrational
modes. The wavelength of the three modes is 1608 cm−1

(48.24 THz), 3796 cm−1 (113.88 THz) and 3917 cm−1

(117.51 THz). The obtained frequencies are comparable
with literature results [29] and corresponds to the modes as-
sociated with bending, symmetric stretch and asymmetric
stretch, respectively. Fig. 3(c) depicts the associated move-
ments.

C. Charge vibrations on water molecule

We now employ Ab Initio Molecular Dynamics to study
the effect of vibrations on water charge distribution at a
temperature of 350 K. Fig. 4(a) shows the trend of atomic
charges on a 500 fs time interval. The oxygen atom charge
oscillates about a 0.784 a.u. mean value with a standard
deviation of 0.025 a.u.. The hydrogen atoms oscillate with
a standard deviation of 0.012 a.u. about 0.392 a.u. aver-
age charge. The obtained mean values are very similar to
equilibrium charges obtained in Subsec. IV.A. These results
are consistent with the considerations mentioned above on
molecule symmetry and electronegativity. At a temperature
of 350 K, the water seems robust against molecular vibra-
tions.

To better analyse the dynamics of charge distribution, we
evaluate the Fast-Fourier Transform (FFT) of the oxygen
charge. Fig. 4(b) shows the obtained frequency analysis.
Three main peaks appear in the spectrum. It is interesting
to note that the peaks have frequencies comparable with the
vibration frequencies. This suggests vibrations are the cause
of oscillations in the molecular charge distribution. The most
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Fig. 4: Dynamics of water molecule: (a) Oxygen and hydrogen (H1) atomic
charges evaluated with Ab Initio Molecular Dynamics at 350 K. The H2
atom charge is not shown for the sake of clarity, it is equal to the H1 atom
charge. (b) Fast-Fourier Transform (FFT) evaluated for the oxygen atom
charge.

prominent peak is centred at 1611.72 cm−1 (48.35 THz),
that is very similar to the previously obtained peak associ-
ated with bending vibrations (1633.99 cm−1 - 48.24 THz).

Notice that the total charge is null and the two hydrogen
atoms have a similar charge. This justifies the choice of
evaluating the frequency content of the oxygen charge only.
We also estimated the frequency content of hydrogen atom
charges, yet it is very similar to the one shown. We do not re-
port it for the sake of brevity and because it is not considered
interesting for the scope of this work.

D. The vibration spectrum of the diallyl butane cation

Given the complexity of the oxidised 1,4-diallyl butane,
the geometry of the molecule is firstly optimised with
DFT analysis by exploiting a valence triple-zeta basis sets
with two sets of polarisation functions CAM-B3LYP/def2-
TZVPP [30]. Fig. 5(a) shows the geometry of the molecule.
The molecule is therefore analysed in following investiga-
tions with CAM-B3LYP/TZVP.

Compared to water, the diallyl butane has a larger number
of atoms. Therefore, an analysis of single atomic charges
would be difficult to examine. For this reason, we evaluate
the atomic charges of the molecule in each simulation, and
then we aggregate the values according to the definition re-
ported in Fig. 5(a) to define the so-called aggregated charge.
The use of the aggregated charge simplifies the study of the
molecule electrostatic behaviour. At the thermal equilib-
rium, the obtained aggregated charges QDOT1 and QDOT2

are both 0.500 a.u., demonstrating a uniformly distributed
molecular charge. Also for this molecule, we evaluate the
infrared spectrum, reported in Fig. 5(b). It shows several
peaks which might affect the final molecule dynamics. Ta-
ble I lists the most significant peaks: N is the vibrational
mode number (according to ORCA package output), k is the
wavenumber, whereas f is the vibrational frequency (evalu-
ated by considering 1 cm−1 equal to 0.03 THz).

E. Charge vibrations of diallyl butane

To understand how vibrations influence the charge distri-
bution of the diallyl butane, we analyse the molecule in a
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Table I. Vibrational modes of the 1,4-diallyl butane
N k f N k f

[cm−1] [THz] [cm−1] [THz]
9 78.55 2.3565 48 1386.29 41.5887
14 317.71 9.5313 50 1415.36 42.4608
17 416.20 12.4860 52 1428.78 42.8634
19 445.05 13.3515 55 1499.81 44.9943
24 628.03 18.8409 57 1524.16 45.7248
27 897.50 26.9250 59 1545.37 46.3611
29 922.45 27.6735 60 1570.72 47.1216
34 1003.16 30.0948 63 3050.97 91.5291
35 1010.29 30.3087 66 3080.81 92.4243
36 1037.92 31.1376 67 3090.68 92.7204
37 1056.60 31.6980 69 3126.66 93.7998
42 1160.02 34.8006 70 3181.40 95.4420
45 1334.70 40.0410 76 3286.39 98.5917

500 fs timeframe by exploiting the AIMD tool. At first, the
molecule is analysed at 350 K. Fig. 6(a) shows the obtained
aggregated charges in the time-domain. The atomic charges
are aggregated according to the definition of Fig. 5(a).

The mean values of DOT1 and DOT2 aggregated charges
are Q̄DOT1=0.513 a.u. and Q̄DOT2=0.4867 a.u. respec-
tively. Similarly to the case of the water molecule, the aver-
age charge values are very close to the ones obtained for the
molecule at the equilibrium. Notwithstanding this, the stan-
dard deviation is larger, σQ=0.1174 a.u. both for DOT1 and
DOT2. The diallyl butane appears more sensible to molecu-
lar vibration than water. By analysing the charge in the time-
domain, it is possible to see that charge variation is larger
than the previous case, as confirmed also by the peak val-
ues of the FFT shown in Fig. 6(b). Indeed, for the water
molecule, the variation of hydrogen and oxygen charges is
hardly noticeable in the time domain; in this case, the ampli-
tude of charge oscillations is larger.

F. Temperature effects on the diallyl butane

One of the physical quantities which might affect the in-
tensity of molecular vibrations, i.e. the dynamics of charge,
is the temperature. We employ the AIMD tool to analyse the
effects of temperature on the diallyl-butane. We study the
diallyl butane molecule at several temperatures, from near-
absolute zero to 350 K.

Fig. 7(a) shows the charge distribution resulting from the
AIMD simulation. Vibrations and consequent charge oscil-
lation reduce their intensity when the temperature is reduced.
Charge oscillations drastically drop at low temperature (i.e.
5 K).

Tab. II reports the average value of DOT1 (Q̄DOT1) and
DOT2 (Q̄DOT2) charges in the timeframe. The table also
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Fig. 5: Diallyl butane molecule: (a) Geometry obtained by the optimization
procedure with CAM-B3LYP/TZVP. The atoms are grouped according to
the definition of aggregated charge used in this article. (b) Infrared spec-
trum.

Table II. Temperature effects on diallyl butane charge distribution
T [K] Q̄DOT1 [a.u.] Q̄DOT2 [a.u.] σQ [a.u.]

5 0.4994 0.5006 0.0082
50 0.5046 0.4954 0.0317
100 0.5057 0.4943 0.0470
200 0.5285 0.4715 0.0877
300 0.4973 0.5027 0.1015
350 0.5133 0.4867 0.1174

reports the standard deviation of the charge (σQ), which in-
creases with temperature. This quantitative data confirm the
considerations mentioned above: the two average charges
are similar for all the temperatures, thus the temperature does
not influence the average charge distribution of molecules.
On the contrary, the temperature has a significant impact on
the oscillation amplitude. The higher is the temperature, and
the higher is the amplitude of charge oscillations

Fig. 7(b) shows the frequency content of the FFT of the
molecule charge. It is interesting to see that the peaks are just
rescaled from one temperature and the other. The position
and number of peaks measured in the considered frequency
span are kept fixed.

G. Effects of electric fields

So far, we considered the molecule to be influenced by the
temperature, yet we didn’t consider any electrostatic inter-
action, eventually responsible for the intermolecular interac-
tion and information propagation. To study a more realistic
case, we evaluate the molecule charge distribution under the
effects of two point charges emulating the presence of a pos-
sible driver molecule, see Fig. 8(a). The two driver point
charges are fixed to QD1 = 0.8 a.u. and QD2 = 0.2 a.u to
emulate the presence of a not fully polarised diallyl butane.

Fig. 8(b) shows the obtained atomic charge in a 500 fs
timeframe. It can be seen that point charges induce a net
charge separation of the two aggregated charges QDOT1 and
QDOT2, confirming the possible encoding of the binary in-
formation. Indeed, the charge configuration is opposite to
the one of the driver, correctly propagating the information.

The temperature is firstly considered constant to 5 K.
Fig. 8(c) shows the FFT of QDOT1 aggregated charge. Sim-
ilarly to previous results, the prominence of peaks at near-
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absolute zero temperature is low, and the oscillating com-
ponents of the charge are suppressed. This demonstrates
the robustness of information encoding at a low temperature
against molecule vibrations.

When the temperature increases to 300 K, the charge is
still well-separated, and the oscillations are limited. It is in-
teresting to see the values of the two-dot charges can become
closer, yet they never overlap. Notwithstanding the driver
molecule is not fully polarised (the driver molecule is con-
sidered fully polarised whenQD1 orQD2 is null), the charge
of the molecule is well-defined and oscillations do not invert
the information. This result represents a step toward the as-
sessment of molecular FCN as a possible candidate for future
digital electronics at ambient temperature.

To validate the use of current static transcharacteris-
tics [8], we also analyse the influence of the driver
molecule through a single-point calculation with equilib-
rium geometry, resulting in QDOT1 = 0.1840 a.u. and
QDOT2 = 0.8160 a.u.. This result is not far from the average
value of aggregated charges obtained in the AIMD calcu-
lation, further confirming the validity of static transcharac-
teristics for the analysis of molecular FCN devices. Notice
that the obtained charge separation in the dynamic case is
better than the one predicted with the single-point calcula-
tion. This implies that a device could encode the informa-
tion better than predicted with normal static methods. This
suggests the transcharacteristics approach naturally underes-
timates, at least in this particular case, the charge separation
of molecules. The robustness of the final molecular design
will show results better than expectations and design con-
straints.

V. CONCLUSION

Molecular Field-Coupled Nanocomputing (FCN) is one of
the most outstanding proposals in the context of Beyond-
CMOS technologies. It encodes the information in the
charge distribution of molecules and propagates it through

Table III. Effect of the electrostatic interaction on diallyl butane.
T [K] Q̄DOT1 [a.u.] Q̄DOT2 [a.u.] σQ [a.u.]

5 0.0610 0.9390 0.0496
300 0.1177 0.8823 0.0806
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Fig. 8: Effects of electric fields on a diallyl-butane molecule: (a) the point
charge system emulates the presence of a driver molecule influencing the
charge distribution of the diallyl butane. Charges are positioned at a dis-
tance d = w from the molecule under test. (b) Charge distribution of the
diallyl butane molecule evaluated under the effect of the driver system with
QD1 = 0.2 a.u. and QD2 = 0.8 a.u. at two different temperatures. (c) FFT
of the DOT1 charge QDOT1.

electrostatic interaction. The absence of charge transport
makes FCN paradigm very promising for very low-power
digital electronics. No electric current is present in the prop-
agation of the information, drastically reducing the power
dissipation.

At the current research state, the modelling and the theo-
retical analysis of this technology generally rely on the use
of geometrical static models which consider the molecule as
a set of charges fixed in the space. In a more realistic situa-
tion, molecules are affected by molecular vibrations, which
make the position of atoms oscillating and moving in the
space. This work proposes a methodology, based on Ab
Initio Molecular Dynamics, to study the effects of molec-
ular vibrations on the charge distribution of possible FCN
molecules. We validate the methodology through the water
molecule, then, we study the effects of temperature and elec-
tric fields on the 1,4-diallyl butane cation.

Qualitative and quantitative results provide important
feedback both from a modelling and a practical perspec-
tive. Indeed, the molecular vibrations make the charge of
the molecules oscillating about a mean value which is very
similar to the static charges obtained by static DFT compu-
tation. This results confirm that the use of ab initio evalu-
ated transcharacteristics gives predictions which are robust
against molecular vibrations.

The effects of molecular vibrations are studied at several
temperatures. The temperature has a direct impact on the
amplitude of molecular charge oscillations. The higher is
the temperature, the higher is the amplitude of charge oscilla-
tions. The diallyl butane has been studied under the influence
of a driver molecule to investigate the effects of molecular vi-
brations in a more realistic situation, thus considering the in-
termolecular interaction. The results show that the molecule
well encodes the binary information. Charge oscillations are
present either at near-absolute zero or room temperatures,
yet the encoded information never invert. This result makes
a step forward in the assessment of molecular FCN technol-
ogy as a possible candidate for digital electronics working at
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ambient temperature.
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