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Summary  

Manufacturing is currently facing the challenging development of novel 

processes, e.g., additive manufacturing, and advanced materials, e.g., innovative 

composites and coatings, to cope with the more stringent customer demands for 

enhanced performances and customization and more sustainable use of resources. 

This requires flexible and fast quality inspections that rely on thorough, accurate, 

and precise characterization methods to cope with big data and interconnected 

cyber-physical systems within Industry 4.0. 

Amongst several product properties, the characterization of technological 

surfaces is core to control the manufacturing process and engineer the product. In 

fact, it has long since it has been demonstrated processing conditions and process 

parameters induce a typical surface texture, i.e., the manufacturing signature. 

Therefore, characterizing the surface topography is essential to understand and 

qualify manufacturing processes and support process optimization and quality 

control. As the dependence of technological surface topographies on processing 

conditions has long been proved, also the fact that topographies can control a wide 

range of functional properties is well established. Consequently, the industry has 

targeted surface topographies’ design to engineer products’ functionality and 

increase their quality and performance. Thus, in the last decades, the increasing 

demand for enhanced performances pulled fundamental research in several fields, 

e.g., electronics, energy, IT, optics, tribology, to enable surface functionalization 

by surface technology. 

The characterization is core to ensure the achievement of the modification 

goal and enable quality control. A complex set of characterization techniques 

must be adopted to achieve thorough characterization, considering complex 

interactions between surface topography and properties. 

However, this set of complex characterization requires a continuous 

investigation and development to cope with new manufacturing challenges, such 



 

 

as miniaturization, nanotechnologies, innovative processes, and materials. It is 

core to have precise and accurate characterization methods, to provide process 

engineers to exploit them with confidence and enable reliable and robust 

statistical process control of geometrical and technological properties of surfaces. 

Thus, a rigorous metrological framework is necessary to guarantee the 

measurements’ traceability to enable their implementation for quality controls, 

results’ comparability, and adoption for design specification within a sound and 

rigorous framework to enable total quality management. Therefore, this work 

aims to develop advancements for surface topographical and mechanical 

characterization by instrumented indentation test, as far as the methodological and 

metrological aspects are concerned, and apply them to interesting practical case 

studies. 

Provided the massive attention received surface topography characterization 

in the last decades, this thesis will tackle two very specific aspects within this 

field. They are: (i) Assessing the effect of augmentation of conventional 

measurement techniques’ informativeness on topography characterization to 

provide SMEs with tools to improve old-fashioned characterization methods’ 

informativeness and increase their competitiveness in Industry 4.0; (ii) Evaluating 

measurement uncertainty of wear volume measurement methods based on 

topographical measurement, which is essential to enable comparability of results 

and improve the development of innovative material designed for wear reduction. 

Instrumented indentation test is one of the most flexible mechanical 

characterization methods, enabling thorough multiscale characterization. It is 

widely exploited in industry and academia, in several sectors spanning from 

technological to life science. This notwithstanding and quite surprisingly, little 

research has been conducted on its metrological performances. Additionally, 

related standard shows some shortcomings in prescribing calibration procedures, 

thus hindering traceability and the exploitation of this technique to specify 

product requirement and statistical process control. Accordingly, this thesis 

tackles two main aspects pertaining to the metrological assessment: (i) Reducing 

measurement uncertainty, and (ii) Improving calibration procedure for testing 

machines. These two are strictly intertwined and aim to establish traceability for 

this technique and highlight potential impact factors in the calibration and 

characterization operations.  
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Chapter 1 

Introduction 

Manufacturing is currently facing the challenging development of novel 

processes, e.g., additive manufacturing [1], and advanced materials, e.g., 

innovative composites [2] and coatings [3], to cope with the more stringent 

customer demands for enhanced performances, customization, and more 

sustainable use of resources. This requires flexible and fast quality inspections 

that rely on thorough, accurate, and precise characterization methods, to cope with 

big data and interconnected cyber-physical systems within the framework of 

Industry 4.0 [4–6]. 

Amongst several product properties, the characterization of technological 

surfaces is core to control the manufacturing process and engineer the product [7]. 

The surface topography, or simply surface, of an object is its geometrical feature 

that interacts with the surrounding environment [8]. The technological surfaces 

are a particular subset of surface topographies, including the surface topography 

of components manufactured by technological processes [9]. From a geometrical 

perspective, the topography includes both the form, i.e., the underlying shape, as 

the cylindrical geometry of a cylinder liner, and the texture, i.e., the residual 

geometrical features that remains once the form has been removed [8]. 

It has long since it has been demonstrated that the surface topography of a 

component is determined by the processing condition and the process parameters 

[10,11]. Therefore, the surface topography is intertwined with the manufacturing 

process and bears a typical signature, the manufacturing signature, i.e., a 

systematic pattern unique and distinctive of the process [12,13]. Typical examples 

of manufacturing signatures are shown in Figure 1 and Figure 2, where the 

dependence on the manufacturing process is clear: the honing and milling produce 

a “fuller” surface with some plateaus, depending on the shape of the cutting tool, 

turned surfaces are periodic and more “empty”, whilst EDM surfaces are 

characterized by very “empty” and stochastics profiles [14].  
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Figure 1 Example of manufacturing signature for (a) milling, (b) milling and grinding, (c) milling and 

honing (adapted from [15]) and (d) EDM (adapted from [16]). 

Thus, research in both academia and industry has largely focused on 

investigating the main influencing process parameters: Figure 2 shows an example 

of the impact of process parameters, for a given process, on the topography. Some 

examples of manufacturing signature analysis, limited to two of the most widely 

adopted manufacturing processes, i.e., machining and injection molding, are 

provided in the following for reference. 

 

Figure 2 Effect of dry turning process parameters (cutting speed and feed rate) on the surface 

topography of a CoCrMo shaft (adapted from [17]). 

Although a mature technology, machining still represents a significant share 

of manufacturing processes and is widely adopted for finishing, thus generating a 

significant market worldwide. Today, challenges are mostly associated with dry 

machining, aimed to reduce cooling agents’ use and cutting fluids for 

sustainability [18], and processing innovative composite material [19]. Innovative 

processes are conceived to cope with customer demand for enhanced 

performances and, in some cases, with certain attention towards reusability and 

recyclability, within the framework of circularity and TPLM [2,20]. 

Consequently, the identification of the main influence factors to surface 

topography characteristics is still of interest. Chen et al. reviewed them for multi-

axis ball-end milling [21], summarising the relevance of cutting parameters (feed 

rate, cutting speed, depth of cut, work inclination angle) and of boundary 
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conditions (the state of the raw material, of the lubricant, etc.). Gavalda Diaz et al. 

[19] reviewed critical machining conditions for Ceramic Matrix Composites, an 

innovative family of materials, appealing for their high-temperature and structural 

properties that find application in automotive, aerospace, and nuclear industries. 

Cheng et al. [22] analyzed the effect of cutting parameters in ultra-precision raster 

milling as Bordin et al. [17] investigated the effects of cutting speed and feed rate 

in dry turning. 

Injection molding is a relevant manufacturing process that, given its capability 

to accurately produce large volumes of plastic components, with various 

components size and material composition and, hence, of different properties, 

finds application in automotive, aerospace, optical sectors [23]. The great 

flexibility, both in terms of design dimension and shape and material composition, 

of injection molding makes it extremely appealing to cope with the customization 

and modularity demand that will characterize manufacturing in the forthcoming 

future, within the paradigm of Industry 4.0 [4].  Martinez-Mateo et al. [24] 

investigated the effect of the mold surface integrity on the final component’s 

quality. Rytka et al. [25] and Kuo et al. [26], respectively, addressed their 

attention to the effect of flow condition and holding phase parameters of injection 

molding and injection compression molding on surface topography and features 

repeatability for micro-structured surfaces. 

 

These few examples, far from being exhaustive, prove that measuring and 

characterizing the surface topography is core for understanding and qualifying 

manufacturing processes. Therefore, they may also support the process 

optimization and ultimately enable identifying deviations from the in-control 

state. This concept has been variously deployed in literature. 

Carbon Fibre Reinforced Plastic (CFRP) are composites materials that, thanks 

to their high specific strength, modulus, and fatigue resistance, find application in 

high-end automotive, aerospace, and military sectors. The fiber reinforcement 

makes them hard to machine without the generation of several defects, e.g., 

delamination, tearing, burr. Chen et al. [27] proposed optimizing the milling 

process for CFRP based on the benefits of component surface finish and tool 

durability when using a staggered polycrystalline diamond (PCD) cutter rather 

than a straight PCD cutter. Similarly, the need to control the topography 

depending on the type of cutting tool led Zhang and Liu to develop a prediction 

model of surface texture for finish turning [28]. 

As far as injection molding optimization is concerned, Martinez-Mateo et al. 

[24] and Bergstrom et al. [29] were able to determine the best set of processing 

parameters to achieve an adequate trade-off between the surface integrity of the 

manufactured component and the durability of the mold, respectively for glass-

fiber reinforced PTB and PC. Similarly, Loaldi et al. [30] optimized the 

compression and holding phase pressure and duration to achieve the best surface 

topography accuracy and minimize the component’s warpage for injection 

compression molding. 
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From a more general perspective, the analysis of surface topography has been 

exploited for statistical process control and tolerance verification. Polini et al. [31] 

exploited the manufacturing signature analysis to develop more robust and 

information-rich methods for geometrical tolerancing of components and 

assemblies; Colosimo et al. [32] investigated the presence of systematic errors in 

roundness profile through machine learning technique, i.e., principal component 

analysis (PCA) [33,34]. Pacella and Semeraro proved the adequacy of neural 

networks [35] to detect unnatural behavior in manufacturing processes for 

statistical process control [36,37] and employed them for geometrical tolerancing 

verification and control of profile roundness [38]. Further, the dependence of 

surface topography on processing parameters was exploited to design control 

strategies for quality control and statistical process control. As the pioneering 

work of Eppinger et al. [13] pointed out, the manufacturing signature first requires 

to be identified, then characterized on a set of dimensions (typically by synthetic 

indicators) and last analyzed and classified to establish whether the process is in 

control or not. 

Once an out-of-control state can be detected, the next step entails inferring 

which process variable has drifted from the optimality condition by relating the 

process parameters to a particular manufacturing signature. A practical example 

can be found in Henke et al. [39], who developed a model to infer the 

manufacturing process given the geometrical error for machining internal 

cylindrical features. Others focused on the design specification based on the 

relationship between signature and process; Qi et al. [40] drawn correlation of 

surface texture parameters depending on the manufacturing process to help the 

designers define the product specification. Some exploited artificial intelligence to 

achieve this aim. Colosimo et al. employed PCA to study the effect of process 

parameters on 3D profiles geometrical verification and tolerancing [41]. Pacella et 

al. exploited multilinear algebra techniques to model and to enable statistical 

process control of turned surface topographies [42] and subsequently analyze and 

optimize the related manufacturing process [43]. Similarly, gaussian process 

regression (GPR) has been exploited to model [44] and monitor the quality of 

turning operation on the resulting surface topography [45]. Also, machine vision 

techniques have been exploited for tolerance verification of freeform topographies 

[46,47] and feature recognition [48].     

 

As the dependence of technological surface topographies on processing 

conditions has long been proved, also the fact that topographies can control a wide 

range of functional properties is well established [49,50]. These, according to 

Bruzzone et al. [7], can be summarised according to the classification shown in 

Table 1. 
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Table 1 Main Functional properties of technological surfaces (adapted from [7]). 

 Physical phenomenon Functional property 

Physical 

Surface energy 
Capillarity; wetting; 

adhesion 

Optical 
Reflectivity; light 

absorption; diffraction 

Thermal  

Biological Adsorption  

Technological 

Mechanical Fatigue; hardness 

Hydrodynamical  

Tribological Friction; wear; stiction 

 

Consequently, the industry has targeted surface topographies’ design to 

engineer products’ functionality and increase their quality and performances. In 

fact, most relevant physical phenomena, which involve the exchange of energy 

and information, take place on the surfaces. Thus, in the last decades, the 

increasing demand for enhanced performances to enable surface functionalization 

pulled fundamental research in several fields, e.g., electronics, energy, IT, optics, 

tribology. The application of surface technology can achieve functionalization by 

modifying, structuring, i.e., optimizing the process parameters to obtain the 

functionalization, or depositing coatings [51]. When addressing surface 

modification, technological surfaces may result in being structured or engineered. 

According to Evans [50], the former have a deterministic pattern, and the latter 

are manufactured by a process optimized to generate a variation in the topography 

to guarantee a certain functionality; these definitions restrict the focus on surface 

textures. 

Moreover, as components’ dimension reduces (due to miniaturization and 

nanotechnologies development, this has been gaining increasing importance in the 

marketplace since the start of the millennium [52]), different surface phenomena 

can be exploited to achieve the same results in terms of functionalization. 

Conversely, at a given dimensional scale, the same result can be obtained by 

acting on different properties, e.g., the adhesion depends on both roughness and 

wettability; moreover, a given surface technology can modify a set of functional 

properties. 

Surface technology provides an almost infinite range of opportunities 

exploiting a wide range of technologies. According to Bruzzone et al. [7], these 

can be grouped into four main categories: 

• Adding material strategies, which either chemically or physically 

selectively deposit a coating on the substrate; 

• Removing material strategies, which achieve a texturing by 

subtraction either by high temperature, e.g., laser, EDM, EBT, IBT, or 

chemical etching, with or without masking, or mechanical machining; 
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• Material moving strategies, in which plastic deformations are 

promoted either mechanically, e.g., by shot-blasting, embossing, or 

chemically, via molecular migration or UV contraction; 

• Self-forming strategies, in which during the application matching 

components promote, either chemically, via localized diffusion, or 

mechanically, the creation of wear-resistant regions. 

Literature is rich of surface technology application. For example, 

Davoudinejad et al. [53] developed an additive manufacturing 

photopolymerization process to structure at the micro-scale the topography of 

parts, to engineer the wettability, corrosion resistance, self-cleansing, and 

antibacterial surfaces or improve grip. The latter has interesting potential 

applications for components handling by robots, within human-machine 

interaction environment [54], and wall-climbing robots. Digital microfluidics 

applications, i.e., the control of fluid micro-flow based on the trigger coming from 

a physical signal, are extremely appealing for the biological and biomedical field 

to control drug release in the organism. To these aims, for examples, surfaces 

have been engineered to control and restrain the flow based on electrostatic fields  

[55,56], or at a larger scale, Bataille et al. [57] engineered the surface of a pump 

plunger providing a suitably high roughness, by optimizing the grinding process, 

to guarantee sealing abilities. 

Regi et al. [58] optimized injection molding to engineer micro-structured 

surfaces for controlling optical properties with a high degree of repeatability. 

They patterned surfaces for electronic and information technology applications, 

e.g., enabling data storage and exchange based on computer vision through a 

patterning invisible to the naked eye. 

As far as technological properties are concerned, Goeke et al. showed the 

impact of the appropriate selection of the finishing process on reducing the 

friction coefficient, which has a non-negligible effect on wear and energy 

dissipation [15]. In this sense, the automotive sector is incredibly receptive. It is 

well known that cylinder liners have to be plateau-honed textured  [59–61] to 

improve cylinder lubrication, avoid wear and gripping, improve combustion 

efficiency and extend components life. Moreover, Etsion et al. [62–64] showed 

that a significant reduction in fuel consumption could be achieved by laser 

texturing piston pin and piston rings, collaterally reducing pollutant emissions. As 

far as coatings technology is concerned, Bewilogua et al. [51] conducted a review, 

though limited to the automotive sector, showing how effective and flexible the 

use of coatings can be, whose applications are summarised in Figure 3. 
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Figure 3 Examples of coating application in automotive sector (adapted from [51]). 

1.1 A case study: Selective Laser Melting1  

Additive manufacturing (AM) indicates a wide range of manufacturing 

technologies that, unlike traditional ones, rather than subtracting material, achieve 

final part geometry by adding it, usually layer-by-layer. This building strategy 

enables greater complexity and freedom in designing components allowing 

product optimization to the extent that would have been otherwise not feasible. 

The beginning of AM history can be set in 1985 when the first patent was released 

in USA. It was initially conceived to reduce prototypes’ manufacturing time with 

the eventual target of overall time to market decrement. Since the late 1980s, 

Rapid Prototyping was introduced in the market and became strategic for US 

automotive OEMs to cope with increasing Japanese firms’ competitiveness. In the 

1990s, several AM techniques applications were developed to stand by traditional 

manufacturing processes such as casting and metal forming. In particular, AM 

was exploited to manufacture cores and patterns for investment casting (Rapid 

Casting) and die inserts for metal forming (Rapid Tooling). The new millennium’s 

eve brought for AM the capability of processing final materials, which enabled 

this manufacturing process to be adopted in production lines for actual 

components and not only for prototypes. AM builds parts starting from a CAD 

model and manufacturing them by adding material layer-by-layer. Each of them is 

 
1 Part of this literature review was also previously published in: Galetto M., Genta G., 

Maculotti G., Verna E. (2020) Defect Probability Estimation for Hardness-Optimised Parts by 

Selective Laser Melting, International Journal of Precision Engineering and Manufacturing, 

21(9):1739-1753. 
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a cross-section of the CAD model orthogonal to the building direction. Provided 

the general process of AM [65], this manufacturing process enables the 

production of innovative, complex, quasi-free form geometries without the need 

for tools, with limited waste material, and with time and cost only dependent on 

dimensions and not on geometric complexity of the component [1,66,67]. 

Consequently, as long as production volumes are limited and the part design 

benefits from high customization, AM processes are an effective alternative to 

traditional processes. Provided those caveats, they are increasingly replacing 

traditional processes and wedging their role in actual production from the mere 

prototyping stage with non-negligible savings [1,68,69]. Therefore, according to 

Gelter et al. [70], today is considered one of the pillars of Industry 4.0. 

However, to allow for an actual introduction in production lines, process 

qualification and characterization are necessary to achieve control and eventually 

to define pipelines for total quality management of AM production chains. 

One of the most widespread metal AM process is selective laser melting 

(SLM) or direct metal laser sintering (DMLS). In this process, a high-density 

object is built up layer by layer through the consolidation of metal powder 

particles with a focused laser beam, with certain laser power and diameter, that 

selectively raster scans, at a certain scanning speed and with a certain hatching 

distance, the surface of the powder bed, according to the geometry of the cross-

section of the component [66,71–75]. Metal powders, also reactive materials like 

titanium and aluminium, e.g., Ti6Al4V or AlSi10Mg alloys, are melted without a 

binder’s aid, as in the case for indirect laser sintering [76–80]. Researchers have 

recently shown an increasing interest in this process’s potential, to build in one 

step full dense metallic parts with complex geometries used as final parts or 

functional prototypes [81,82]. Indeed, by choosing the proper input conditions, 

SLM components can achieve equivalent or very similar mechanical properties to 

those of parts produced by traditional manufacturing techniques [1,66]. However, 

despite the versatility of the materials and shapes that can be achieved, SLM 

features some criticalities requiring careful control of the process and the process 

variables used, which must be optimized to prevent defects from being generated. 

Defects may be classified into the following categories: residual stresses, porosity; 

cracking and delamination; balling; geometric defects and dimensional accuracy; 

surface defects, and microstructural inhomogeneity and impurities [83]. 

Geometrical defects depend on several complex phenomena related to melting and 

solidification phases, which, if uncontrolled, result in warpage, shrinkage, curling, 

and the so-called super elevated edges [84–87]. In particular, the latter, which 

consist of ridges of solidified material at the edges of the successive layer, may be 

critical as it deteriorates the surface topography and the overall dimensional 

accuracy, also by worsening the staircase effect and interacting, with the risk of 

damages, with the recoating system. SLM components surface topography 

depends on several factors, amongst whom we can quote a few: the staircase 

effect, powder particle size, orientation with respect to the growth direction, and 

other features that may happen to be generated during the process, e.g., super 

elevated edges and melt balls 
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The characterization of topographies of components by SLM has been 

addressed to control and understand defect generation. 

Thompson et al. [88] initiated to draw an atlas of surface features for SLM. 

He noted that weld tracks typically dominate SLM topography. These results from 

the fusion and subsequent solidification of a melt pool and impart a strong texture 

directionality indicative of the laser (or electron) beam path. At smaller scales, 

weld tracks are covered by chevron-shaped ripples, i.e., weld ripples, indicating 

the beam scanning direction, and may feature smaller-scale thermal cracks and 

areas of local oxidization. Throughout weld tracks, high aspect-ratio singularities 

are observable, typically consisting of deep recesses or sphere-like protrusions. 

Recesses may result from incomplete seams between weld tracks, or within the 

track itself, or at smaller scales open micro-porosity [89–91]. Sphere-like 

protrusions are formed either from un-melted or partially melted powder particles 

(appearing alone or in clusters) or balling and spatter particles, i.e., molten 

material ejected from the melt pool during beam traversal, that impact the nearby 

surface during solidification. Moreover, the re-melting, which involves the current 

layer and those underneath, results in multiple, larger-scale, wave-like 

components that affect the top surface’s final appearance. Figure 4 shows the 

main features of the SLM manufacturing signature. 

 

Figure 4 (a) Schematic diagram displaying the top view of features found on a typical SLM top surface. 

(b) SEM color map of the corresponding surface. Adapted from [88] 

Literature [66,92–94] provides an overview of the most relevant influencing 

factors and a systematic study, using ANOVA, DoE, and RSM, of their effect on 

material characterization, both from mechanical and topographical perspectives. 

Amongst those, process variables represent a subset the component manufacturer 

can act on to control and optimize the process. According to Gibson et al. [65], 

notwithstanding their effects are intertwined, process variables can be divided into 

four categories: (1) laser-related variables (e.g., laser power, spot size), (2) scan-

related variables (scan speed, scan spacing or hatching distance, and scan pattern), 

(3) powder-related variables (e.g., particle shape, size, and distribution, powder). 

Consequently, extensive research has been carried out to infer the relationship 

between process variables and surface properties and defects. Krishnan et al. [95] 

found that among the process variables, hatch spacing had the most significant 

effect on the part mechanical properties, being capable of controlling the surface 
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finish and the surface hardness, hence the wear and tribological behavior of the 

component. In another study, Yan et al. [96] investigated the effect of volume 

fraction on the compressive strength and hardness of the DMLS-fabricated lattice 

structures. They also achieved near fully dense struts of AlSi10Mg lattice 

structures due to the overlap of melt pools. Ghasri-Khouzani et al. [97] tried to 

distinguish the microstructure and mechanical properties of different AM part 

planes. 

Amongst the several process parameters, the laser power, P, the hatching 

distance, hd, and the scan speed, v, are three of the most studied, as they can be 

easily modified by the end-user. Due to its working principle, SLM can be 

compared for issues (warping, thermal gradient, residual stresses) to casting, even 

though with quite the opposite microstructure, due to re-melting, and definitively 

without casting design constraints [98]. The laser source must generate a laser 

with a power sufficient to melt the layer and part of the layer underneath to 

guarantee adequate adhesion: the greater the laser power, the larger the re-melt 

zone. Because of the cyclic melting of layers, a fine microstructure results, which 

sometimes requires devoted heat treatments to be performed. Moreover, since the 

laser power controls the severity of the temperature gradient, it has a significant 

effect on the surface properties. Indeed, thermal gradient and resulting shrinkage 

may generate residual stresses leading to an increase in the probability of warping 

and cracks onset, which, though, can be relieved by slight oversizing the part 

[99,100] and devoted scanning strategies. The laser locally melts the cross-section 

with a pattern, i.e., scanning strategy, aimed at minimizing the thermal gradient 

and the residual stresses in the component, e.g., by means of the offset island 

strategy [101,102]; laser scans at a certain speed, v, which is critical to be 

appropriately set as it determines the amount of energy introduced during melting, 

hence influencing material properties and structure. Indeed, as Childs et al. (2005) 

noted [103], excessively high speed may hinder melting to occur or may yield to 

balling, whereas low speed entails high energy adsorption, EA. Furthermore, 

complex interactions between P, v, and scanning strategy increase the complexity 

of the setup of this parameter [103]. Laser scans lines according to the scanning 

strategy to fill the cross-section. The distance between the center of two adjacent 

lines is the hatching distance or scan spacing, hd, which is, therefore, a measure of 

the overlap of lines. In particular, multiple overlapping lines entails several passes 

of the laser on the same point, thus enabling higher v to be adopted [103,104]. 

Moreover, if the distance between two adjacent scan lines is larger than the 

laserbeam’s diameter, the metal powders do not bind together well. Consequently, 

high hatch density entails greater energy adsorption and yields higher mechanical 

strength [105], hardness, and generally improved tribological behavior, thus 

decreasing defects generation probability. 

Adhesion between layers is core to be achieved to avoid delamination and 

high part density and hardness. In particular, devoted scanning strategies have 

been developed to improve the layers’ bonding, e.g., the alternate xy and the 

rotated hatch pattern [101,106]. Furthermore, layer thickness t has been 

demonstrated to affect adhesion, depending on energy absorption [101]. 
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Therefore, these four process parameters, i.e., P, v, hd and t, are strictly related to 

the degree of consolidation of the powder particles and surface topography 

properties. Hence, they may increase the probability of defect generation. 

Consequently, they are often adopted in literature as reference parameters for the 

setup of ANOVA, DoE, and RSM analysis of influencing factors on material 

properties [107]. 

 

1.2 Characterization technologies 

Therefore, provided the complex interaction standing amongst the functional 

properties, the engineering technologies, and the application, the design of an 

application that exploits surface functionalization is definitively nontrivial. Thus, 

it requires thorough knowledge of the system, as summarised in Figure 5. 

 

Figure 5 Workflow of a surface-based application (adapted from [7]). 

 Moreover, a core step to ensure the achievement of the goal and enable 

quality control is the characterization. It requires identifying the measurand in 

terms of properties that influence the functionality, the measurement scale, and, 

consequently, the most appropriate measurement method. Several properties may 

concur in defining certain functionality, which may also depend on the regions 

towards the bulk of the material [108], as outlined in Table 2. 
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Table 2 Surface regions and their functionality (adapted from [108]). 

Depth regime 
 

Depth 
Examples of 

functionality 

Upper Monolayer ~0.1 nm 

Heterogeneous catalysis; 

surface tension; selective 

adsorption; chemical 

bonding 

Thin Film ~0.1 nm – 100 nm 

Emulsion; friction 

control; anti-reflective 

coatings; interference 

filters; corrosion 

protection; stiction; 

thermal conductivity 

Near Surface ~0.1 µm – 10 µm 

Semiconductor devices; 

surface hardening; 

membranes; photographic 

films; aerosols; grain 

structure 

Thick Film >10 µm 
Anti-corrosion layers; 

surface cladding; painting 

 

Provided the previous discussion, several characterization methods and 

properties are of interest. Lonardo et al. [108] and De Chiffre et al. [109] offered a 

thorough review of the several available characterization technologies. Rutherford 

Backscattering Spectrometry (RBS) achieves atomic composition and crystalline 

structure qualified through the elastic backscatter of colliding high energy ions; 

thus, RBS can detect impurities in composition and subsurface damages. 

Electrical properties can be probed by a broad set of scanning probe systems, e.g., 

scanning capacitance microscopes, scanning surface potential microscopes, and 

scanning spreading resistance microscopes. Electrical characterization allows 

detecting defects as they introduce changes in local atomic bonds, affecting the 

electrical properties. Chemical compositions can be effectively addressed by 

scanning electron microscopes (SEM), transmission electron microscopes (TEM), 

scanning tunnelling microscopes (STM), and energy-dispersive x-ray (EDX) 

systems. Surfaces’ mechanical properties, e.g., hardness, elasticity, creep, residual 

stresses, can be effectively characterized through conventional tests, e.g., 

tribological tests, conventional hardness tests, and unconventional and non-

destructive tests, e.g., nanoindentation. Last, undoubtfully, for a structured 

surface, the measurement of surface texture is necessary [7,108,109]. Provided the 

multi-objective nature of the characterization, multi-sensors characterization is 

necessary to describe the properties thoroughly. Therefore, multi-sensor data 

fusion is often resorted to augment the informativeness of individual 

characterization techniques [110–112].  
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1.3 Scope of this work 

The former literature review, by some non-exhaustive examples, aimed to 

show the relevance of technological surface characterization for quality control of 

manufacturing processes. As mentioned, the characterization of technological 

surfaces entails several multi-objective methods. This set of complex 

characterization requires a continuous investigation and development to be 

capable of coping with new challenges of manufacturing, such as miniaturization, 

nanotechnologies, innovative processes, and materials. It is core to have precise 

and accurate characterization methods, to provide process engineers to exploit 

them with confidence and enable reliable and robust statistical process control of 

geometrical and technological properties of surfaces. Thus, a rigorous 

metrological framework is necessary to guarantee the measurements’ traceability 

to enable their implementation for quality controls ultimately. In fact, without 

traceability and measurement uncertainty specification of the characterized value, 

it is impossible to ensure results comparability and design specification, 

tolerances and inspection strategies, and statistical process control, i.e., define 

control limits, within a sound and rigorous framework to enable total quality 

management. Furthermore, the evaluation of uncertainty allows identifying the 

most impacting influence factors and, thus, indicate the most effective actions to 

improve characterization techniques. Therefore, this work aims to develop 

advancements for surface topographical and mechanical characterization as far as 

the methodological and metrological aspects are concerned and apply them to 

interesting practical case studies. Figure 6 depicts the workflow of the research 

conducted, which is briefly outlined in the following. 

 

Figure 6 Workflow of the research conducted during the PhD. 

Given the mentioned relevance, topographical characterization was largely 

investigated and exploited in both academy and industry; Section 2 will review 

the relevant literature limited to some characterization aspects. Provided the 

massive attention received by this topic in the last decades, this thesis will tackle 

very specific aspects within this field. In particular, it will focus on two main 

challenges, which will be succinctly motivated in the following: 
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• Assessing the effect of augmentation of conventional measurement 

techniques’ informativeness on topography characterization, 

• Evaluating measurement uncertainty of wear volume measurement 

methods based on topographical measurement.  

Topography geometrical analysis has been performed since the beginning of 

the last century, and measurement techniques developed according to the industry 

requirements [113]. Nowadays, information-rich measurements are necessary to 

cope with manufactured products’ complexity and enable characterization within 

interconnected cyber-physical systems [114,115]. However, surface topography 

measuring instruments can be expensive and require specific knowledge for their 

operation, which hinders their diffusion in Small and Medium Enterprises 

(SMEs). SMEs represent 10% of current European enterprises, in the 

technological and manufacturing sector, with an employment of about 7% (figures 

slightly higher for Italy) [116]. However, these often rely upon conventional 

measurement techniques, which, though, are less informative and, hence, might 

limit SMEs’ competitiveness within the current industrial framework.  

Consequently, it is of interest to investigate enabling technologies to increase 

conventional measurement methods’, e.g., contact probes, informativeness to 

make them compatible with more innovative and expensive ones. Although 

literature proposes methods to achieve the aim, see for example Senin et al. [110], 

the effect on surface topography characterization of these methods is unreported. 

Accordingly, this work investigates the effect of point set augmentation on the 

estimation of surface topography parameters to prove the representativeness 

consistency and provide users with confidence in their adoption. 

The other main research question, related to surface topography 

characterization, is associated with wear measurement. Friction is responsible for 

a significant amount of worldwide energy consumptions and liable for generating 

wear, which often results in component failures and replacements [7]. Thus, 

within Industry 4.0 and sustainable industry, innovative materials, as hard metals, 

ceramic, and metal matrix composites coatings, have been studied to reduce 

friction and wear of components. As a result, the assessment of the wear of 

material is still of primary concern. However, because of the great complexity of 

wear processes, several testing methods are available, some of whom, e.g., pin-

on-disc, are highly conventional and intended to enable comparison and 

repeatability of results. These tests rely upon methods that exploit surface 

topography measurements. However, the metrological performances and 

uncertainty of these methods are unreported. This thesis tries to fill this literature 

void within a metrological framework by developing a framework to evaluate 

related measurement uncertainty. In fact, lacking this, comparing conventional 

test results has limited statistical significance, and the identification of a set of 

parameters, hereby including materials, to enable the calibration and performance 

comparison of testing equipment is hindered. 

The second focus of this thesis is the mechanical characterization of 

technological surfaces. Amongst several available mechanical characterization 
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methods, instrumented indentation test is one of the most flexible, enabling 

thorough multiscale characterization. Consequently, it is largely exploited in 

industry and academia, in several sectors spanning from the technological to life 

sciences [117]. This notwithstanding and quite surprisingly, little research has 

been conducted on its metrological performances, and related standard shows 

some shortcomings in prescribing calibration procedures. This may hinder 

traceability and comparability of characterization results obtained by instrumented 

indentation testing. In turn, this limits the exploitation of this technique to specify 

product requirements and statistical process control. Accordingly, Section 3 will 

review the technique and tackle two main aspects pertaining to the metrological 

assessment: 

• Reducing measurement uncertainty, 

• Improving calibration procedure for testing machines. 

These two are strictly intertwined and aim to establish traceability for this 

technique and highlight potential impact factors in the calibration and 

characterization operations. As it will be discussed, due to the current literature 

and the state-of-the-art, advancements that are proposed in the present work for 

mechanical characterization are, in the author’s opinion, more substantial than the 

one achieved for topographical characterization. 

This thesis is structured as follows: Chapter 2 deals with surface topography 

characterization, Chapter 3 with mechanical characterization. Each chapter 

reviews the related characterization state-of-the-art, and presents individual 

subsections addressing the research objectives. Each of these subsections includes 

first a specific literature review to highlight the addressed shortcomings and then 

propose a methodology to overcome them; experiments to test the methods are 

then introduced, and results discussed. Each subsection includes a summary, when 

relevant, to highlight the main obtained results. Chapter 4 concludes on the 

findings and the limits of the present work, outlining future research perspectives. 
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Chapter 2 

Advanced Methods for Surface 

Topography Characterization 

As discussed in the introduction, the surface is the interface at which physical 

interaction between the component and the surrounding environment occurs. 

Moreover, technological surface topographies feature signatures, i.e., a texture, 

which can be determinant in qualifying the manufacturing process. According to 

Leach [113], 10% of components failure can be ascribed to a topographical 

specification’s poor realization. Thus, the topography’s geometrical 

characterization is core to understand, control, and engineer product and 

processes. 

Texture characterization has long been exploited by conventional means, i.e., 

contact stylus instruments (or profilometers), since the late ‘40s of the past 

century. It entails measuring profiles extracted from the surface, i.e., surface 

heights as a function of the lateral displacement z(x). The characterization relies 

on evaluating synthetic indexes, e.g., Ra or Rq, describing the profile heights’ main 

statistical properties. The profile-based characterization of texture has been 

standardized by ISO 4287-1 [118], first released in 1987, latest updated in 1998, 

and currently under review. No major breakthroughs have been made in this field 

until 2000, with the completion of the European project CALISURF, which set 

the ground for the calibration standard (ISO 5436) by identifying a set of four type 

artifacts. 

However, conventional measurements based on profiles are not adequate 

when dealing with contemporary surface technology and topographically complex 

surfaces, e.g., additive manufacturing surfaces, engineered structured surfaces for 

optical, surface energy, and biomedical application. In fact, despite profiles can 

yield some information about a component’s functionality cannot be thorough; 

additionally, the extraction of profiles is inherently less robust, representative, and 

statistically significant than an extended areal measurement, as depicted by Figure 

7 [119]. 
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Figure 7 Representativeness of profile versus areal measurement. 

The publication of the Blue Book [120] can be considered the first step 

towards areal surface texture measurement since it included the original set of 

fourteen parameters, the Birmingham-14, conceived to describe topographies. 

Later on, another European project, SURFSTAND, yielded the so-called Green 

Book [119], which is the basis of the development of the current standard 

framework of ISO 25178. 

In the following, the main characterization and measurement methods and 

techniques will be reviewed before addressing some proposed developments for 

the characterization of surface topographies. In particular, as mentioned in the 

Introduction, two aims are pursued: assessing the effect of augmentation of 

conventional measurement techniques’ informativeness on topography 

characterization and evaluating measurement uncertainty of wear volume 

measurement methods based on topographical measurement. Provided the long 

and extended research in this field, the objectives aim to incrementally contribute 

to the relevant literature within specific application areas concerning surface 

topography characterization. 

2.1 Characterization standard 

The current standard characterization framework is the ISO 25178 

Geometrical Product Specification (GPS). The GPS model is defined in ISO 

14638:2015 [121] and aims to define the geometrical properties of components. 

As far as the topography is concerned, the GPS model contains profile and areal 

surface texture. The series ISO 25178 is currently limited to the areal surface 

texture but will include the current profile characterization standards to provide 

the users a more general and uniform framework. 

Areal surface texture characterization involves several steps. The topography 

can be thought of as the result of the superimposition of several structures at 

different length scales or different wavelengths. These include roughness at low 

scales, form at large scales, and waviness, i.e., a periodic structure typically at 
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large scales. The interaction between the surface and the measuring instruments 

further contribute to these topographical features. Consequently, preliminary 

filtering is required to isolate the scales that shall be the objective of the 

characterization. Filters are standardized; consequently, this operation is referred 

to as the application of standard operators. ISO 25178-2:2012 describes the 

sequence of standard operations and identifies two possible outcomes, i.e., two 

possible scale-limited surfaces: the S-F and the S-L surface. S-F surface results 

from applying an S-filter with a nesting index λs, i.e., a low-pass filter in the 

frequency domain with a cut-off wavelength λs, and of an F-operation, i.e., a 

least-square fitting to remove the known a-priori form of the surface. S-L surface 

results from the further application to the S-F surface of an L-filter, i.e., a high-

pass filter in the frequency domain with a cut-off wavelength λc. Figure 8 

summarises the sequence of filter operations and highlights the removed scales. 

ISO 25178-3:2012 defines standard nesting indexes and operators that can be 

applied depending on the instrument type. 

 

Figure 8 Sequence of standard operators to obtain scale-limited surfaces. 

Due to this multi-scale structure, textures’ characterization requires 

identifying the amplitude and the wavelength, or equivalently the frequency, of 

the main (periodic) scales are required. To this extent, the Fourier transform of 

z(x,y) allows computing the spectrum of the surface heights, i.e., the frequency-

dependent amplitudes of z(x,y), whose most typical representation makes use of 

the Power Spectrum Density (PSD). The analysis of amplitude peaks of the 

spectrum enables identifying the main harmonics, i.e., the periodic pattern’s main 

frequency. Real surfaces typically show one of the main peaks at very low 

wavelengths: the amplitude of this peak estimates the random variation of z(x,y) 
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superimposed to the measurement noise, according to signal theory [8,122], which 

justify the application of the S-filter. 

On the scale-limited surface, characterization can be carried out. It can either 

target the evaluation of surface texture parameters, which can describe the whole 

sampling area (these are the areal field parameters) or individual features (feature 

parameters), or the topographical feature characterization. Any of these is 

standardized in ISO 25178-2:2012 [123] 

Areal field parameters 

Field parameters aim to describe the whole sampling area, catering for 

different geometrical characteristics, e.g., height, slopes, complexity, anisotropy. 

The main parameters and the ones adopted in this work will be introduced and 

briefly discussed in the following. 

• Height parameters 

o Arithmetic mean height,  𝑆𝑎 =
1

𝐴
∬ |𝑧(𝑥,𝑦)| 𝑑𝑥 𝑑𝑦𝐴

 

o Root mean square height, 𝑆𝑞 = √
1

𝐴
∬ 𝑧(𝑥,𝑦)

2 𝑑𝑥 𝑑𝑦
𝐴

  

o Skewness, 𝑆𝑠𝑘 =
1

𝑆𝑞
3

1

𝐴
∬ 𝑧(𝑥,𝑦)

3 𝑑𝑥 𝑑𝑦
𝐴

 

o Kurtosis, 𝑆𝑘𝑢 =
1

𝑆𝑞
4

1

𝐴
∬ 𝑧(𝑥,𝑦)

4 𝑑𝑥 𝑑𝑦
𝐴

 

o Maximum peak height, Sp 

o Maximum pit height, Sv 

o Maximum height, 𝑆𝑧 = 𝑆𝑝 + |𝑆𝑣|. 

Sa, Sq, Ssk and Sku are the first four statistical moments of the empirical 

statistical distribution of surface heights z(x,y); these are defined on the domain 

individuated by the sampling area A. However, statistical moments cannot suffice; 

thus, Sp, Sv and Sz describing the height range are introduced. 

• Function and related parameters: 

o Areal material ratio function of the scale-limited surface, Smr 

o Areal material ratio of the scale-limited surface, Smr(c) 

o Inverse areal material ratio of the scale-limited surface, Smc(mr) 

When describing the topography’s statistical properties, it can be useful to 

rely upon the Smr, also known as the Abbott-Firestone curve. It is the sample 

cumulative probability function of the measured heights within the evaluation 

area. This curve describes the material ratio mr = Smr(c), i.e., the cumulative 

probability of finding a point of the topography whose height is at most c = 

Smc(mr); Figure 9 depicts this relationship. 
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Figure 9 Areal material ratio curve and the relationship between Smr(c) and Smc(mr) (adapted from [8]). 

• Spatial parameters: 

o Autocorrelation function, 𝑓𝐴𝐶𝑇(𝜏𝑥, 𝜏𝑦) =
∬ 𝑧(𝑥,𝑦)𝑧(𝑥−𝜏𝑥,𝑦−𝜏𝑦) 𝑑𝑥 𝑑𝑦𝐴

∬ 𝑧(𝑥,𝑦)𝑧(𝑥,𝑦) 𝑑𝑥 𝑑𝑦𝐴

 

o Autocorrelation length, 𝑆𝑎𝑙 = min{√𝜏𝑥2 + 𝜏𝑦2}, 𝜏𝑥, 𝜏𝑦 ∈ 𝑅 =

{(𝜏𝑥, 𝜏𝑦): 𝑓ACF(𝜏𝑥, 𝜏𝑦) ≤ 𝑠} 

o Texture aspect ratio, 𝑆𝑡𝑟 =
𝑅𝑚𝑖𝑛

𝑅𝑚𝑎𝑥
 

o Surface texture direction, Std 

where, 𝑅𝑚𝑖𝑛 = 𝑆𝑎𝑙 and 𝑅𝑚𝑎𝑥 = max{√τ𝑥
2 + τ𝑦

2}. When measuring 

technological surfaces, textures can be structured and anisotropic. The 

quantification of these characteristics is core for components functionality 

assessment and process quality control. In fact, these geometrical characteristics 

can be either due to a product functionalization or to unwanted manufacturing 

signatures. Spatial parameters are the best-suited set of areal field parameters for 

this purpose. Being the fACT the autocovariance of z(x,y) normalized by Sq
2, fACF ∈

[−1,1], it is maximized at the value 1 at the center of its domain, and it is apt to 

detect periodicities. Sal and Str, whose definitions exploit the fACT, are designed to 

characterize the isotropy of the surface synthetically. The former estimates the 

severity of the surface anisotropy, as it is the distance at which a portion of the 

surface is significantly different from the original location. The latter quantifies 

the significance of the anisotropy: provided that 𝑆𝑡𝑟 ∈ [0,1], if Str > s, the surface 

can be considered isotropic. The threshold s is conventionally set to 0.2 [123]. In 

the case of anisotropy, the direction of the anisotropy, i.e., the main pattern, is 

orthogonal to the direction of Sal and quantified, as an angle, by the surface texture 

direction, Std. 

• Volume parameters: 

o Material volume, 𝑉𝑚(𝑚𝑟) =  𝐾 ∫ 𝑆𝑚𝑐(𝑝) − 𝑆𝑚𝑐(𝑚𝑟) 𝑑𝑝
𝑚𝑟

0%
  

o Void volume, 𝑉𝑣(𝑚𝑟) =  𝐾 ∫ 𝑆𝑚𝑐(𝑚𝑟) − 𝑆𝑚𝑐(𝑝) 𝑑𝑝
100%

𝑚𝑟
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 K is a factor converting the relative volume into the most appropriate unit 

and is the surface topography horizontal development area. Given a specific 

section plane at height h = Smc(mr), the Vm represents the volume of material 

enclosed below the surface and above this plane, whilst Vv the volume of missing 

material above the surface and below this plane, see Figure 10. Volume 

parameters are largely used for functional requirements, as a load-bearing surface 

for bearings or to characterize wear [124]. 

 

Figure 10 Void and Material volume parameters (adapted from [8]). 

2.2 Main measurement techniques 

Over the last four decades, several surface texture measurement techniques 

have been developed. In this section, a brief overview of the most industrially 

widespread technologies is provided. The focus will be limited to already 

standardized technologies. According to ISO 25178-6:2010 [125], the different 

measurement approaches can be classified into three main groups, as depicted in 

Figure 11: 

• Line-profiling methods, which scan a profile, i.e., a 2D graph, of 

surfaces height, z, that can be mathematically represented as a function 

of the scanning direction, z(x); 

• Areal topography methods, which achieve a representation of the 

topography as 2.5D height function, z(x,y), or by the juxtaposition 

along y of profiles z(x); these methods are thoroughly reviewed by 

Leach [113]; 

• Area-integrating methods, which obtain the topography’s 

characterization by measuring a representative area and then 

evaluating results dependent on area-integrated properties of the 

texture. 
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Figure 11 Standardized methods for areal surface texture measurement, according to ISO 25178-6:2010. 

In addition to the more widespread and standardized approaches, which can 

achieve either a 2D or a 2.5D measurement of the topography, as the 

measurement instrument cannot measure what is beneath the surface but still 

provide a set of cartesian triplets, i.e., (x,y,z(x,y)), it is worth to point out the 

attention to techniques currently under development in academia based on X-ray 

Computed Tomography (XCT) which are capable of yielding true 3D 

topographical measurements [126,127]. These find application in the non-

destructive qualification of topographies of hard to reach features, e.g., typical in 

additive manufacturing [128]. 

Contact stylus instruments 

Contact stylus (CS) instruments are the first developed to measure 

topographies. These consist of a diamond tip, typically conispherical, mounted on 

a pickup, operated by a drive unit, and translating the tip across the surface at a 

constant speed. A transducer measures the lateral and vertical movement of the 

stylus. Figure 12 shows an example of a CS with its main elements. Areal 

measurement is achieved by raster scanning the surface, impractical and time-

consuming in some applications. 

Contact stylus instruments are robust and yield, as a measurement result, a 

mechanical surface, i.e., the surface resulting from the physical interaction 

between the probe and the actual surface. Therefore, they are largely used as 

primary instrumentations to characterize calibration samples, material measures 

and etalons for areal surface texture measurements [129] (application in which 

usability is not the primary concern), because it is simple to deconvolute the tip 

effect from the mechanical surface, correcting the error that may arise when 
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measuring valleys and peaks. Contact stylus is standardised in ISO 3274:1998 

[130], ISO 25178-601:2010 [131], and best practices can be found in NPL Good 

Practice Guide 37 [132].  

 

Figure 12 Contact Stylus instrument commercial system (MS RTP-80) and scheme with main 

components (adapted from [132]). 

Surface topography measuring instruments based on 

interferometry 

Coherence Scanning Interferometers (CSI) and Phase Shift Interferometers 

(PSI) are the two areal surface measuring instruments based on interferometry. 

CSIs have been more recently introduced in the market than PSI. They both are 

optical areal-topography microscopes that rely on interferometry to measure the 

surface topography. In these systems, the light is split by a splitting mirror in two 

paths, one impinging on a reference mirror and the second on the measurand 

surface. Their reflections are recombined and sensed by a camera (see Figure 13 

for a schematic). Considering that destructive interferences decrease the intensity 

of the sensed signal, it is possible to deconvolute the interference fringes and 

reconstruct the path differences of the light from the reference mirror and the 

measurand surface, to measure the topographical difference of the latter with 

respect to the former. PSIs deconvolute fringes on the base of phase shift; CSIs 

additionally cater for intensity shift. This is achieved by additionally scanning on 

a vertical range, making CSI capable of dealing better with rougher and 

unpolished surfaces than PSI [133,134]. 

PSI and CSI are standardized, respectively, in ISO 25178-603 and -604:2013 

[135,136], best practices can be found in NPL good practice guide 108 and 116 

[137,138]. 
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Figure 13 Coherence Scanning Interferometer commercial system (Zygo NewView9000) and 

working principle schematic (adapted from [134]). 

Confocal surface topography measuring instruments  

Imaging Confocal microscopes (ICM or CM) achieve surface topography 

measurement by producing optically sectioned images of the measurand surface. 

The working principle relies on illuminating the sample by a restricted, structured 

illumination pattern (through a pin-hole, set of pin-holes, slits, etc.) and observing 

the reflected light by a second identical pattern. This solution blocks the light 

from the region outside the focal plane and ultimately identifies points in focus 

[139]; see the schematic of the working principle in Figure 14. The addition of 

vertical scans allows achieving a topographical measurement. Confocal 

microscopes are standardized by ISO 25178-607:2019 [140]. 

 

Figure 14 Confocal Microscope commercial system (Sensofar S-Neox 3D Profiler) and working 

principle schematic (adapted from [113]). 
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Focus variation instruments 

Focus Variation (FV) microscopy is one of the most recent areal-topography 

optical methods to measure topographies. It relies upon searching for the best 

focus position of an objective with a limited depth of field (DOF) directed to the 

sample. Rays of white light pass through the objective to impinge the surface and 

are reflected back to a charge-coupled device (CCD) sensor, which generates 

images of the measured field of view (FOV). A drive unit onsets a relative vertical 

motion between the sample and the objective. Different images are measured at 

different positions of the scanned range [141]. Figure 15 shows the main 

components of a FV microscope. 

The different images have, per each lateral position of the CCD sensor (i.e., 

pixels), a different contrast; the topography, i.e., the z(x,y), is obtained seeking, 

per each pixel, the maximum contrast with respect to the neighboring pixels. 

Different approaches are available to locate the maximum contrast, and they may 

result in a lateral resolution smaller than the pixel size of the CCD sensor [141]. 

FV instruments are standardized in ISO 25178-606:2015 [142] and belong to 

the broader category of optical measuring systems. As the ones presented in the 

following, FVs achieve the measurement based on interactions between the 

optical system and the actual surface. This results in the measurement of the 

electromagnetic surface, which may not differ from the mechanical surface; 

however, because determining exact interaction, and hence the presence of 

systematic error with respect to the actual surface, is more difficult in this case, 

optical systems are not exploited for primary instrumentations [129].  

 

Figure 15 Focus Variation commercial system (Alicona Infinite Focus) and working principle 

schematic: 1) CCD sensor, 2) lenses, 3) white light source, 4) mirror, 5) objective lens, 6) sample, 7) vertical 

scan range, 8) contrast curve from a set of images at different positions, 9) light rays (adapted from [141]). 
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Point Autofocus Instruments 

Point Autofocus Instrument (PAI) is a non-contact, optical areal topography 

measuring instrument consisting of a laser source, a microscope objective, an 

autofocus mechanism, and a precision moving stage. The laser beam is focused 

onto the surface so that the focal spot defines a height of a single point on the 

surface. Different strategies, e.g., beam-offset method, knife-edge method, 

astigmatic method, focus detection by critical total angle reflection [143], can 

achieve autofocus. The schematic working principle is shown in Figure 16. 

PAIs are optical probes, typically equipped with five motion axes and obtain 

the surface topography measurement by raster scanning the surface; this can entail 

significant measurement time to complete the measurement. Thus, their main 

applications relate to measuring profiles and surfaces of hard to reach features as 

the flanks of gears [144] and cutting tools [145]. 

 

 

Figure 16 Point Autofocus Instrument commercial system (Mitaka-Kohki MLP-3SP) and working 

principle schematic (adapted from [143]) 

2.2.1 Metrological characteristics 

When dealing with surface texture characterization for inspection, quality 

control, and process development, set-up and optimization, it is core to have 

confidence in the measurement accuracy and traceability, necessary to compare 

characterization results and performances of different instruments [129]. 

Traceability is obtained by calibrating the measurement axes and the 

instrument’s spatial frequency response, exploiting material measures, i.e., 

calibrated artifacts. Primary instruments axes traceability is obtained by realizing 

axes directly traceable to the meter, i.e., based on interferometric scales. The 

traceability of frequency response and of software filtering and correction of 

systematic errors, e.g., contact stylus probe convolution, is more complex. Thus, 

there is not yet an adequate infrastructure for areal surface topography measuring 

instruments. The calibration of secondary instruments, i.e., industrial and 
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commercial instruments, is more complex as they cannot rely upon 

interferometric axes; their calibration is entirely based on the measurement of 

material measures, which must be calibrated by primary instruments [129]. 

Comparability of results requires the evaluation of measurement uncertainty, 

which, according to the International Vocabulary of Metrology (VIM) [146], is a 

(non-negative) parameter, associated with the result of a measurement, that 

characterizes the dispersion of the values that could reasonably be attributed to 

the measurand. 

In surface texture characterization, uncertainty is rarely stated, probably 

because of the evaluation task’s extreme complexity. Measurement uncertainty of 

surface texture characterization is due to several influence factors, the most 

relevant of which are summarised in Figure 17, which can be split into two main 

sources: instrument-based and characterization-based. The latter are particularly 

difficult to manage and assess. If the surface is not homogeneous, both in terms of 

topography and properties that interact with the instrument working principle, the 

specification area on which the measurement is carried out is highly impacting the 

result. 

 

Figure 17 Main influence factors to surface texture characterization. 

As far as instruments influence factors are concerned, only for the National 

Physics Laboratory primary areal surface topography measuring instrument, e.g., 

a contact stylus, a thorough uncertainty evaluation based on a Monte Carlo 

approach has been proposed [147]. Differently, for optical instruments, little and 

focused research on some selected part of the measurement apparatus has been 

carried out [148,149]. Even less is available, as far as parameter evaluation is 

concerned. A rigorous assessment for profile parameters is available in a NPL’s 

report by Harris et al. [150], and Haitjema [151] attempted rigorous evaluation for 

few areal parameters, showing the practical difficulties of comprehensive 

analytical management. 
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Provided these practical limitations and still the need to enable metrological 

performances comparison amongst different measurement technologies, a 

simplified calibration routine was conceived in the community. The measurement 

uncertainty of an optical measuring instrument is influenced by several factors, 

such as environmental, mechanical and electrical noise, optical aberrations and 

mathematical algorithms. To assess each individual factor’s contribution would be 

time-consuming, as formerly discussed, and often unnecessary for the end-user. 

Thus, an input-output model has been introduced to account for the influence 

factors based on these few synthetic indicators [113]. This calibration framework 

is based on the definition of the metrological characteristics (MCs), introduced by 

the ISO technical committee 213 working group 16. The MCs are defined, in the 

ISO 25178-600:2019 [152], as characteristics of the measuring equipment, which 

may influence the result of measurement, may require calibration and have an 

immediate contribution to measurement uncertainty. ISO 25178-600:2019 defines 

the MCs and the ISO 25178-6xx series provides their description and the nominal 

characteristics for the different surface topography measuring instruments. The 

MCs’ calibration has to be carried out on material measures, and ISO/WD 25178-

700 [153] specifies material measures and methods to perform this operation. 

Material measures are measurement standards designated for the calibration of 

other measurements standards. The set of material measures currently employed 

for calibrating MCs is defined in ISO 25178-70:2014 [153]; the calibration 

methods are further deployed per each measuring instrument type in the series 

ISO 28178-7xx, currently under development. Table 3 lists the MCs, specifying 

the main direction of the error they describe and the type of material measure to 

be used for calibration. 

Table 3 Metrological characteristics. 

Metrological 

characteristic 
 

Symbol 
Main potential 

error direction 

Type material 

measure 

Amplification coefficient αx, αy, αz, x, y, z 
ACG – 

Areal Cross Grid 

Linearity deviation lx, ly, lz, x, y, z 
ACG – 

Areal Cross Grid 

Flatness deviation zFLT z 
AFL – 

Areal Flat plane 

Measurement noise NM z 
AFL – 

Areal Flat plane 

Topographic spatial 

resolution 
WR z 

ASG – 

Areal Star-shape 

Grooves 

x-y mapping deviation 
∆x(x,y), 

∆x(x,y) 
x, y 

ACG – 

Area Cross Grid 

Topography fidelity TFI x, y, z 
AIR – 

Areal Irregular 
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Amplification coefficient and linearity deviation  

The amplification coefficient α and the linearity deviation l are MCs that 

quantify the difference between an ideal response curve and the actual system 

response for the moving stage axes. The former is the slope of the line obtained 

from the response function, whilst the latter is the maximum local difference 

between the line from which the amplification coefficient is derived and the 

response function [152]; Figure 17 gives graphical representation to these 

definitions. The mapping deviations are a gridded image of x- and y-deviation of 

actual coordinate positions on a surface from their nominal position. They can be 

exploited to calculate αx, αy, lx, and ly [152]. According to these definitions, 

mapping deviations are only ultimately exploited to evaluate α and l. According to 

Giusca et al. [154], the mapping deviations are computed measuring the centers of 

the squared step features arranged in a grid, i.e., measuring a calibrated type ACG. 

The deviations from the measured (relative) location with respect to the calibrated 

values allow estimating α and l. Once evaluated, α describes a systematic error 

that requires an adjustment whilst l the random error, residual from this 

adjustment. The availability of a grid allows the evaluation of the in-plane 

repeatability. The reproducibility is computed by repeating the procedure at 

different positions of the vertical axis. Contribution to uncertainty also includes 

the calibration traceability, as described in Table 4. The evaluation αz and lz 

considers the step height measurements of the type ACG, rather than the ACG 

feature centres coordinates. 

 

Figure 18 Definition of amplification coefficient and linearity deviation [152]. 
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Flatness deviation 

The flatness deviation zFLT is the deviation of the measured topography of an 

ideally flat object from a plane [152]. Thus, it describes the quality of the areal 

reference of an instrument. For optical instruments based on wide-field imaging, 

are mostly due to optical aberrations and for optical probes, e.g., PAIs, to lateral 

stage motion errors [155]. Giusca et al. [156] and Evans [157] proposed to 

compute it by assessing the Sz of averaged topographies measured in different 

locations of a type AFL. 

Measurement noise 

The measurement noise NM is the noise added to the output signal occurring 

during the normal use of the instrument. Thus, it is a dynamic phenomenon 

including both the internal instrument noise and the environment noise. According 

to Giusca et al. [156], it can be calibrated computing the Sq subtracted or averaged 

replicated measurements of a type AFL. de Groot [158] offered interesting 

insights on the meaning and the specification of the NM as a performance indicator 

along with the indication of data acquisition speed, to cater for the dynamic nature 

of this MC and the different bandwidth specification of the instruments, which are 

relevant to surface texture characterization, as noted by Leach and Haitjema 

[159]. 

Topographic spatial resolution 

Topographic spatial resolution WR describes the ability of a surface 

topography measuring instrument to distinguish closely spaced surface features. 

Although it describes an error on the z-axis, it is specified a distance in the x-y 

plane. The evaluation method of WR is strictly dependent on the measuring 

principle and on the influence factors that can be considered for its definition. 

Therefore, several methods are available in the standard to cater for this 

requirement, and, as reviewed by de Groot [160], they can refer to: 

• optical limits, as Sparrow or Rayleigh criterion, which consider as 

measurement constraints the optical lateral resolution properties of the 

system, dependent on, for example, the wavelength and the numerical 

aperture; 

• sampling limits, as the lateral resolution Rl which consider as 

measurement constraint the sampling resolution of the CCD sensor, 

i.e., the pixel size (in a properly designed system, this should be far 

smaller that optical lateral resolution); 

• spatial frequency response, as the lateral period limit DLIM, based on 

the instrument transfer function, i.e., a curve describing an 

instrument’s height response as a function of the spatial frequency of 

the surface topography [152]. 
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As the adoption of DLIM allows to cater for the capability of the instrument of 

measuring complex features [129] and for optical system is dependent on the 

Rayleigh criterion, it is largely adopted to calibrate the WR. Leach et al. [161] 

outlined the calibration method and computed DLIM exploiting the measurement of 

a type ASG.  

Topography fidelity 

The topography fidelity TFI is the closeness of agreement between a measured 

surface profile or measured topography and one whose uncertainties are 

insignificant by comparison. According to the definition, it describes the trueness 

of the measurement system. It can be computed as the surface topography 

repeatability of a set of replicated measurements, e.g., the average of the Sq of the 

topographies computed as deviations from the measured and the average 

topography [135,136]. 

Contribution to measurement uncertainty 

According to their definition, MCs have a direct contribution to the 

measurement uncertainty; and the resultant standard uncertainties are summarised 

in Table 4, and are combined as standard uncertainties of the axes as in Eq.(2.1). 

Here is worth stressing that, because metrological characteristics are 

computed on average properties of the measured surface, i.e., exploiting surface 

topography parameters, these uncertainties represent the average of each 

measured element (pixel) uncertainty. Literature reports some attempts to describe 

the pixel-per-pixel variability, but these are extremely computationally heavy and 

hard to manage from an industrial point of view [162]. Though, some relevant 

effects were proven, as the correlation of noise by Venditti et al. [163], or yielded 

the development of virtual instruments model to numerically estimate uncertainty, 

as by Mohammed et al. [164] and Sims-Waterhouse et al. [165] for 

photogrammetry and by Su et al. [166] and Thomas et al. for CSI [167]. 

 

 𝑢(𝑧) = √𝑢𝑁𝑀
2 + 𝑢𝑧𝐹𝐿𝑇

2 + 𝑢𝑇𝐹𝐼
2 + 𝑢𝑧2 (2.1.1) 

 𝑢(𝑥) = √𝑢𝑊𝑅

2 + 𝑢𝑥2 (2.1.2) 

 𝑢(𝑦) = √𝑢𝑊𝑅

2 + 𝑢𝑦2 (2.1.3) 
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Table 4 Contribution to measurement uncertainties of the metrological characteristics. 

Metrological 

characteristic 
 

Distribution 

of the MC 
Contribution to uncertainty 

NM Normal 𝑢𝑁𝑀 = 𝑁𝑀 

zFLT Uniform 𝑢𝑧𝐹𝐿𝑇 =
𝑧𝐹𝐿𝑇

√12
 

lx, y, z Normal 𝑢𝑥,𝑦,𝑧 = √
𝑙𝑥,𝑦,𝑧

3

2

 + 𝑢𝑟𝑒𝑝𝑟𝑜𝑑𝑢𝑐𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑖
2  + 𝑢𝑟𝑒𝑝𝑒𝑎𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑖

2  +  𝑢𝑡𝑖
2 

WR Uniform 𝑢𝑊𝑅
=
𝑊𝑅

√3
 

TFI Normal 𝑢𝑇𝐹𝐼 = 𝑇𝐹𝐼 

 

2.2.2 Performances comparison 

When characterizing technological surfaces’ topography to qualify products 

and processes for quality inspection aimed at defects identification, it is core to 

choose the most suitable instrument. This choice requires the knowledge of the 

instruments’ metrological performances and identifying the specific features to be 

characterized, e.g., features’ scale, features’ properties that may interact with the 

measurement principle. 

As far as metrological performances are concerned, the current literature 

suggests adopting the metrological characteristics. Examples of performance 

evaluation for different measurement technologies can be found in the literature. 

Giusca et al. [154,156] evaluated MCs for CS, CSI and CM instruments; as far as 

FV instruments are concerned, Giusca et al. [168] addressed NM and ZFLT and 

Alburayt et al. [169] the lateral scale characteristics; Maculotti et al. [155,170] 

applied the methods for PAIs, pointing out the relevance of the characterization 

pipeline in the calibration of MCs. Application of the evaluation of the WR, based 

on the lateral period limit, can be found in Weckenmann et al. [171] for CSI and 

by Giusca and Leach [172] to PSI. 

However, the interaction between the measurand and the instrument working 

principle is as much as relevant. They might result in significant limitations in the 

characterization and accurate measurement of topographical features. 

As far as to contact and optical probes, it has already been noted their long 

measurement time. 

CSIs have difficulties measuring too rough surfaces, even though some 

manufacturers today provide hardware and software approaches to overcome 

these limits. The working principle is inherently limited in measuring multi-

materials on the same surface, possibly resulting in biased results. However, the 

correction does not represent a major criticality, as long as materials location and 
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optical properties are known [134]. Conversely, interferometry is particularly 

suitable in measuring semi-transparent films structure. 

CM instruments may suffer from highly reflective or translucent materials. On 

the other hand, their measurements are not affected by several materials and 

layers (if they have adequate reflective and refractive properties, and the layer 

thickness is greater than the depth of focus). 

FV instruments, requiring the identification of a contrast variation, cannot 

measure highly translucent or reflective samples and need the presence of 

nanoscale roughness (Ra = 15 nm at λc = 2 µm). 

All these technologies allow getting 2.5D images, since surfaces’ inner face 

cannot be imaged due to their working principle [113]. However, it may be useful 

to achieve its insights to reach a thorough understanding of surface topography. 

XCT has been demonstrated to be effective in obtaining actual 3D images of 

components surfaces and enabling non-destructive inspection to the inner part of 

the component [173]. 

Performance comparison is a relevant and challenging task for topography 

characterization and surface defects identification. Thus, literature has extensively 

addressed it. Most recent applications regard the measurement of complex 

topographies as the one resulting from additive manufacturing processes. In fact, 

AM surfaces topography is a challenging areal surface topography measurement. 

High slopes, variable aspect-ratios, an alternation between dark and overly bright 

regions (e.g., deep recesses and the tops of smoother regions of particles and weld 

tracks), as well as non-uniform optical properties as a result of local oxidization or 

micro-roughness effects, cause the main issues faced by optical measurement 

technologies [113]. XCT measurement is subject to an equally complex series of 

non-optical challenges that affect the spatial resolution of the measurement and to 

the procedure used to determine a surface from XCT data [173]. 

However, a significant part of the problem of assessing the measurement error 

associated with the different technologies is the lack of a traceable reference 

measurement. The only technology that can be relatively easily employed as a 

reference is the profile measurement via contact stylus for a complex topography. 

Unfortunately, how to reliably relocate profile data measured by a stylus onto 

areal topography data remains a challenge. Even in the case of a successful 

relocation, it only allows the comparison with the cross-section of the areal 

topography dataset. Consequently, Thompson et al. [174] proposed considering 

the interaction with a known set of features characterizing the AM surface, 

focusing mainly on SLM process manufacturing signature’s distinctive features 

[88]. To compel with surface texture metrology requirements, they defined a 

benchmark internal to the measurement and a rigorous pipeline to analyze and 

compare resulting measurements [123]. The comparison was firstly carried out 

qualitatively by Senin et al. [175].  

The attached particles measured by different technologies are shown in Figure 

19. As it can be seen, the greatest differences occur in the region characterized by 

high local slope, which is in general critical for optical surface topography 

measuring instruments. Moreover, because these particles are very reflective, they 
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force FV to severely interpolate between better contrasted neighboring points, 

resulting in a plateau-like form [113,175]. 

 

Figure 19 Surface topography measuring instrument performance comparison for a protruding attached 

particle (adapted from [175]). 

Surface recesses measured by different technologies are shown in Figure 20. 

High slopes, lack of reflectivity, multiple reflections, and agglomerated particles 

at the ridges are the most severe criticality. These hinder CM and FV from 

obtaining high-fidelity measurements and leading CSI to return many non-

measured points, whilst XCT low resolution hampers recognition of smaller 

scales recess. 

 

Figure 20 Surface topography measuring instrument performance comparison for a recess (adapted from 

[175]). 

 Weld tracks ripples measured by different technologies are shown in Figure 

21. The measurements reflect different technologies’ capability to cope with 

spatial frequencies. XCT loses most of the information due to its resolution; CM 

and CSI can measure low scale features, but CM is noisier than the latter; FV 

smooths out ripples at smaller scales. 
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Figure 21 Surface topography measuring instrument performance comparison for weld ripples (adapted 

from [175]). 

Those differences are reflected in the estimation of surface topography 

parameters. Therefore, quantitative evaluation based on parameters was addressed 

by Thompson et al. [174]. It was noted that there is little compatibility amongst 

different measurement technologies when statistical moments of the first, second, 

third, and fourth-order are evaluated over the considered field. In particular, XCT 

is characterized by a larger spread of results due to the lower lateral resolution.  

FV provides estimation systematically and severely different from the others, 

mostly for its working principle. Moreover, systems set up and characterization 

pipeline can significantly impact the results mentioned above [88,174]. 

2.3 Kriging-based approach for surface topography 

characterization2 

The study of the manufacturing signature and the characterization of 

topographies modified by surface technologies is necessary to detect and infer 

errors. The measurement of surfaces requires dense sampling by appropriate 

technology [113]. In the last decades, new optical technologies have been 

developed to overcome the limitations of conventional inspection technologies 

based on contact probes, e.g., Coordinate Measuring Machines (CMM) and 

contact stylus instruments [176,177]. They may require extremely long times, and 

hence high costs, to achieve an adequate sampling density, limited in some cases 

by the physical dimension of the probe, to ensure that the measurement is 

statistically representative of the surface [177,178]. This is a base requirement to 

cope with the challenges of surface characterization in the modern manufacturing 

of Industry 4.0 [179], e.g., free form surfaces [180], additive manufacturing 

surfaces [181,182], born from the constant increase in the demand for flexibility 

and customization of products. 

Conventional, i.e., contact, measurement methods would require an extremely 

long time, and hence high costs, to achieve an adequate and representative 

 
2 Part of this section was also previously published in: Maculotti G., Pistone G., Vicario G. 

(2021) Inference on errors in industrial parts: Kriging and variogram versus geometrical product 

specifications standard Applied Stochastic Models in Business and Industry in press    
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measurement. Small and Medium Enterprises would have to purchase expensive 

new equipment (typically optical instruments) or invest a consistent amount of 

time for quality assessments using the traditional ones to cope with technological 

challenges enforced by the current industrial framework. 

The problem of point set augmentation is well known in literature and coped 

with on different complexity scales. In fact, when dealing with optical 

measurements of surface topography, sometimes measurement voids (or non-

measured points) can be sourced by the complex interactions between the 

measurement system and the measurand. This may hinder proper characterization, 

i.e., estimation of surface topography parameters, and, in general, reduces the 

information content of the measure [183]. These are typically dealt with by 

interpolation strategies as smooth spline interpolation of filling with some 

particular value related to the neighboring points, e.g., the average, median [184]. 

A more complex situation relates to the case at hand, aimed at augmenting sparser 

measurement methods. This problem has often been addressed within the 

challenge of homogeneous multi-sensor data fusion for coordinate metrology 

[110,185]. In fact, when combining information coming from several sensors, 

depending on how the measurements are performed, often measurements are 

characterized by different data coverage. This affects the data fusion performance, 

which typically requires a registration step in the considered situation. Senin et al. 

[110] compared some methods available in the literature to augment the data 

coverage, i.e., linear interpolation, locally weighted scatterplot smoothing 

(LOESS or LOWESS) [186], and gaussian process regression (also known as 

Kriging) [187]. They showed that, at the cost of higher implementation 

complexity, LOESS and gaussian process regression metrologically performed 

best. 

Kriging is a spatial interpolation method based on the correlation structure 

between the observations. Therefore, Kriging methods can accurately predict a 

surface response exploiting a limited set of spatial data and the reasonable 

assumptions that response values spatially close are much more alike than values 

that are more distant [110,187]. Consequently, this section’s focus is limited to 

this method because of its capability of including spatial covariance in the 

prediction, which in the case of technological surfaces is often present and 

sourced by the manufacturing process itself [188]. 

This section investigates the effect on the estimation of surface texture 

parameters of the Kriging method applied to inspect surface texture by 

augmenting the characterization capabilities of cheaper measurement methods. 

2.3.1 Kriging method for geometrical error detection 

This subsection briefly reviews the literature that has addressed the 

development of statistical modeling based on Kriging methods to aid inspection 

designers to overcome these constraints and to enhance the informativeness of 

both the component geometry and the surface form measurement without 

increasing costs. 
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A first attempt at using Kriging modelling for the online design of inspection 

plans operated by CMMs was performed by Pedone et al. [189]. The approach 

proved to be useful in accurately estimating deviations from nominal dimensions 

and shape by probing only a few points, with benefits on the inspection process’s 

economy. In that paper, the inspection plan as a sequential experiment to be 

designed online shown to be the best accuracy/cost trade-off, updating the Kriging 

models iteratively according to the new incoming data, and using the predictions 

from the updated model for selecting the next point to inspect. The methodology 

was applied to case studies for checking two form tolerances: straightness and 

roundness. 

Subsequently, other practical situations have been addressed by Vicario et al. 

[190], who focused on flatness tolerance verification, and by Pistone and Vicario 

[191], who discussed wafer inspection strategies improvements. 

Later on, Ruffa et al. [192] addressed a comparison between conventional and 

Kriging-based inspection strategies from the perspective of measurement 

uncertainty. Ascione et al. outlined adaptive inspection methods for coordinate 

measurement systems based on Kriging modeling [193]. 

The capability of Kriging models to detect geometrical and dimensional error 

was exploited by Kolios et al. [194] to develop predictive models for the 

reliability of cutting tools, by Song et al. [195] to detect a geometrical deviation in 

additive manufacturing processes for polymers and by Wang et al. [196] to 

provide corrective models to this building strategy. 

Within statistical process control and geometrical tolerancing, Colosimo and 

Pacella contributed significantly to the field [188]. They first addressed the case 

of modeling topographies based on data collected on a regular inspection grid 

[45,197] by Spatial AutoRegressive models with eXogeneous variables (SARX). 

Then they generalized the analysis for non-uniform sampling strategies, adopting 

Gaussian Process Regressions [45] and Geodesic Gaussian Processes [198], which 

are relevant when the correlation structure is dependent on geodesic distances and 

not Euclidean ones. Moreover, they deployed these to improve and perform multi-

sensor data fusion with the ultimate goal of carrying out dimensional and 

geometrical verification [199] and applied them to complex industrially relevant 

case studies, e.g., freeform surfaces [199]. Within this application filed, Wang et 

al. [200] and Wells et al. [201] exploited these very same ideas to develop an ad-

hoc control chart to monitor surface topographical properties. The idea was then 

exploited to conceive a hybrid approach for topography classification by 

Dastoorian et al. [202], which currently is one of the most challenging issues 

[114,203]. 

Kriging models aroused interest also in assembling, where they were 

exploited to detect, and later correct, non-linear assembling errors for compliant 

[204] and composite materials [205]. 

The Kriging modeling is based, and hence, requires the detection, and 

consequently the modeling, of the correlation between observation. However, 

choosing the most suitable class of models for correlation amongst several 

available options is not trivial. Though mostly geo-statisticians, several 
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researchers favor using the variogram, or semi-variance diagram, in choosing the 

correlation function. This is very informative about spatial dependence, showing 

the averaged square difference in the response values between a pair of 

measurement points separated by a given distance. Moreover, the variogram is 

equivalent to the correlation function for stationary processes, which are the most 

frequently investigated [187]. 

This suggested further investigations on the relationship between variogram 

and correlation, which Pistone and Vicario addressed. First, they considered 

Gaussian vectors with constant variance. They showed how to parametrise the 

distribution as a variogram function and characterize all the Gaussian distribution 

with a given variogram [206]. Then, they discussed the constraints imposed on the 

set of parameters defining the variogram [207]. 

Recently, the effectiveness of using the variogram has been proved in other 

practical situations. Vicario et al. exploited variograms and kriging models to 

predict responses for computational fluid dynamic experiments to reduce 

computational time [208] and predict elongation and error in sheet metal forming 

[209]. 

Kriging and variograms were, thus, largely exploited for form and macro 

geometrical errors detection. Conversely, few applications, if any, can be found 

for surface texture characterization. One of the first works in this field was by 

Ruffa et al. [210], who noticed the sensitivity of the variogram of surface 

topography measurement by CMM to different manufacturing processes. Vicario 

and Pistone [211] took advantage of computer experiments and simulation to 

analyze the changes in the variogram due to stimuli of a noticeable trend in the 

model and to anisotropy. In fact, if the manufacturing process yields an 

anisotropic topography (as for many manufacturing signatures and in several 

applications of surface technology), the variogram is a function of both the 

distances between any pair of locations and the direction. Moreover, even in the 

most refined surface, and contrary to some common beliefs, the assumption of 

isotropy is disproved. Therefore, these features may be interpreted as 

technological signatures or probing system systematic errors. 

 

2.3.2 Kriging method and variograms 

As formerly stated, Kriging methods are a set of spatial interpolation based on 

the correlation structure between the observations. They rely on an optimality 

criterion that minimizes the mean squared prediction error (MPSE) of the linear 

combination of observations under unbiasedness constraints. 

The ordinary Kriging model assumes that the observed values Y(x) are the 

realization of a Gaussian random field Z(x) plus an unknown constant term β: 

 

 𝑌(𝒙) = β + 𝑍(𝒙) (2.2), 
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where Z(x) denotes the value of the spatial field in the point 𝒙 = (𝒙𝟏, … , 𝒙𝒏)
𝑻 of 

the design space 𝜒𝑑 ⊂ ℝ
𝑑. When analyzing topography, d = 2, and Z(x) is the 

height function, i.e., z(x,y), obtained by measuring points of a surface with respect 

to a horizontal position. Moreover, the Gaussian random field is assumed to have 

zero mean and stationary covariance over the design space 𝜒𝑑, i.e., 𝔼[𝑍(𝒙)] = 0 

and 𝐶𝑜𝑣[𝑍(𝒙𝒊)𝑍(𝒙𝒋)] = σ𝑍
2𝑅(ℎ; θ), where 𝜎𝑍

2 is the process variance and R is the 

spatial correlation function depending only on the displacement vector h between 

any pair of points in 𝜒𝑑 and on a vector parameter 𝜽. If the value of the auto-

covariance function C(h) depends only on the length ‖𝒉‖ of the vector 𝒉, then the 

stochastic process is isotropic; opposite, the process is anisotropic. 

Let now 𝒀n = (Y(𝒙𝟏), … , Y(𝒙𝒏))
T
 the vector of the observed values of the 

spatial field in the n sampled points 𝑥𝑖 , 𝑖 = 1,… , 𝑛 and 𝑌0 = 𝑌(𝒙𝟎) the value in a 

new unsampled point 𝒙𝟎. The most exploited prediction criterion is based on the 

minimization of the Mean Squared Prediction Error (MSPE), where the MSPE of 

Y0̂ = Y0̂(Y
n) is: 

 MSPE(𝑌0̂, 𝐹) = 𝔼𝐹 [(𝑌0̂ − 𝑌0)
2
] (2.3), 

 

where F is the joint distribution of (Y0, Y
n). The predictor in Eq.(2.3) is unique, 

linear unbiased and the best one (BLUP) of Y(𝒙0). If the joint distribution F of the 

observed values 𝒀n and of the unobserved value 𝑌0 of the field is multivariate 

normal, the MSPE in Eq.(2.3) is equal to the conditional expectation of 𝑌(𝐱𝟎) 

given 𝒀𝑛: 

 �̂�0 = 𝛽 + 𝒓0
𝑇𝑹−1(𝐘𝒏 − 𝛽𝟏) (2.4), 

 

with 𝟏 = [1, 1, … , 1]𝑇. The predictor in Eq.(2.4), i.e., the ordinary Kriging 

model, minimizes the MSPE in Eq.(2.3). Given of the interpolator property of 

Kriging, MSPE is zero at the sampled points and perfectly reflects the Kriging 

principle: it is large when 𝒙𝟎 is far from the sampled points, small when it is close 

to them, thus expressing a measure of uncertainty of predictions and it can provide 

confidence intervals of the predictions. It follows that: 

 

 MSPE(𝑌0̂) = 𝜎𝑍
2(1 − 𝒓0

𝑇𝑹−1𝒓0 + 𝒄0
𝑇(𝟏𝑇𝑹

−1𝟏)−1𝒄0
𝑇) (2.5), 

 

with 𝒄0
𝑇 = 𝟏 − 𝟏𝑇𝑹

−1𝒓0. The expression of Eq.(2.5) takes into account that β 

parameter is replaced by its generalized least squares estimator �̂�. Moreover, the 

unknown parameter vector 𝜽 in 𝑅(𝒉;𝜽) can be estimated by maximum likelihood. 

It has to be highlighted that Eq.(2.5) underestimates prediction variance as it does 

not account for the extra variability transmitted to 𝒓0, R and β by 𝜽. 

Concerning the correlation modeling in predicting the values of Y in 

unsampled points and in evaluating the MSPE in the predicted points, there are 

two approaches: the first one uses a spatial correlation function chosen within 

some parametric function families, driving this choice by some underlying 

phenomenon to model, choosing the parameter(s) in order to fit best the model 
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[212]; the second approach, proposed by Matheron [213] exploits the variogram, 

defined as: 

 𝛾(𝐱𝒊, 𝐱𝒋) =
1

2
𝔼 [(𝑍(𝒙𝒊) − 𝑍(𝒙𝒋))

2

]   (2.6). 

 

The variogram may also be expressed in terms of the model covariance [206]: 

 

𝛾(𝒙𝒊, 𝒙𝒋) = 𝐶𝑜𝑣[𝑍(𝒙𝒊)𝑍(𝒙𝒊)] + 𝐶𝑜𝑣[𝑍(𝒙𝒋)𝑍(𝒙𝒋)] − 2𝐶𝑜𝑣[𝑍(𝒙𝒊)𝑍(𝒙𝒋)] (2.7). 

 

The definition of the variogram and of R, allows to highlight the dependence 

of the prediction on the variogram itself, by clarifying the terms in the right-hand 

side of Eq.(2.4): 

 𝑹 = [

𝟎 𝛾(𝒙𝟏, 𝒙𝟐) . . . 𝛾(𝒙𝟏, 𝒙𝒏) 𝟏

𝛾(𝒙2, 𝒙𝟏) 𝟎 . . . 𝛾(𝒙𝟐, 𝒙𝒏) 𝟏
𝛾(𝒙𝒏, 𝒙𝟏) 𝛾(𝒙𝒏, 𝒙2) . . . 𝟎 𝟏

𝟏 𝟏 . . . 𝟏 𝟎

] (2.8.1) 

 𝒓𝟎 = [𝛾(𝒙𝟏, 𝒙𝟎) . . . 𝛾(𝒙𝒏, 𝒙𝟎) 𝟏]𝑻 (2.8.2) 

Achieving kriging estimate requires computing the empirical variogram 

between sampled points according to Eq.(2.6), exploiting Matheron’s estimate; 

still,  𝒓𝟎, i.e., the variogram between the unsampled location and the sampled 

points, still has to be determined. This can be achieved by interpolating the 

empirical variogram of Eq.(2.6). 

Literature reports several interpolation models, but their choice is not trivial, 

and, in general, it is suggested to adopt a model linked to the physics of the 

system [187]. Given a certain mathematical model of the response function 

Z(x)=f(x), only few closed-form solutions of the variogram are available, as their 

analytical determination is highly demanding. It is simple to demonstrate that a 

quadratic variogram characterizes a linear relationship; it is more complex to deal 

with different, non-linear functions [214]. 

Once the most suitable interpolation model for the empirical variogram has 

been chosen, the prediction in untried locations is straightforward, according to 

Eq.(2.4). 

Within this framework, the Kriging approach can thus be seen as a method to 

augment the density of sparse, i.e., not densely sampled, measurement. The other 

way around, by evaluating the empirical variogram, an indication of the 

mathematical model Z(x)=f(x) can be obtained, enabling error detection or the 

deviation of a certain variable, e.g., a geometry, from the expected trend. Last, it 

is worth mentioning that the Kriging method was initially intended as a model, to 

be used in Geostatistics, of the physical randomness of the quantity of interest. 

Later a different interpretation of the same method has been devised to treat 

Computer Experiments, where the traditional notion of randomness is not 

applicable [215]. In such a case, for each given covariance, the method produces 

an interpolation of the given values even if the covariance lack any physical 

interpretation. Within this framework, the Kriging approach can thus be seen as a 

method to augment the density of sparse, that is, not densely sampled, 
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measurement (under the hypothesis that measurement noise is negligible with 

respect to the measured quantity [216]). The elicitation of a given covariance, 

together with the corresponding Gaussian distribution, corresponds then to the 

choice of a Bayes prior. Such a choice is made according to the qualitative type of 

the surface of interest. 

2.3.3 Kriging-supported characterization of surface texture 

Consequently, variogram and Kriging appear suitable for texture 

characterization, to detect anisotropies and predict surfaces to enrich sparse 

measurements. 

Here, these tools are applied to augment characterization capabilities of 

cheaper measurement methods, e.g., CMM, CS. A comparison between a 

measured surface by means of a dense sampling method and a surface predicted 

by kriging is carried out, To test the capabilities of Kriging method to achieve 

these purposes. The comparison will rely upon the characterization of both 

surfaces according to ISO 25178-2:2012 to assess the accordance of surface 

texture parameters. 

Materials and methods 

Within the paradigm of Industry 4.0, the modern industry experiences a 

constant increase in the demand for flexibility and customization of products 

[217]. This has led to the development of innovative manufacturing strategies to 

satisfy the customers’ requirements, for actual production processes. As discussed 

in Section 1.1, AM outstands other solutions for its capability to optimize the 

design of components and material and energy consumption [218]. Due to its 

flexibility and wide range of applications, we focus on the Fused Deposition 

Modelling (FDM), i.e., an additive process for polymeric material. The 

component is manufactured by fusing a wire of material deposited layer-by-layer 

raster scanning the layer cross-section of the part. Figure 22 represents a 

schematic view of the process and the manufactured specimen with a benchmark 

geometry. 
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Figure 22 Scheme of a Fused Deposition Modelling process. 

The specimen’s top surface topography has been measured by a Coherence 

Scanning Interferometer (CSI), a Zygo NewView 9000 equipped with a 20× 

objective and a 0.5× digital zoom, shown in Figure 13, hosted in the 

Technological Surface Metrology Laboratory of Politecnico di Torino, Italy. 

Measurement of CSI will be the reference for the comparison, being the denser 

measurement methods; the sparse measurement is obtained simulating a CMM 

sampling. 

The FDM features a characteristic manufacturing signature due to the raster 

scanning approach according to which the layers are built. The signature unfolds 

in a periodic pattern resembling the adjacent deposition of the molten wires of 

material. Prior knowledge of the manufacturing signature should be known to 

correctly reconstruct such pattern by setting up the simulated measurement with 

the CMM: a regular grid sampling with a pitch of one-third of the pattern’s 

wavelength was chosen to respect Nyquist’s theorem [122]. Here, to further test 

the robustness and the validity of the method proposed, this assumption is 

neglected, and a random sampling of the surface is performed to set-up the 

Kriging model. The approach here described, regardless of the sampling strategy, 

may be relevant in situations where, after a process optimization based on 

expensive characterization (e.g., optical surface topography instruments) yielded 

reference information about the surface, subsequent cheaper on-line quality 

controls are performed by probes. In this work, the CSI measurements are 

considered the reference to set-up the CMM measurements and qualify the 

effectiveness of the Kriging method in the prediction. 

The characterization of the surfaces has been performed through the 

commercial software Mountains Map v7.4. As the characterization object is the 

surface texture, the waviness surface, i.e., the S-F surface, is considered. The 

standard operators’ sequence involved an S-filter with a cut-off of 80 µm and an 

F-operator for leveling. 
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Results discussion 

The surface measured by the CSI instrument allowed a dense sampling of the 

surface, with a lateral resolution of 3.56 µm, resulting in one million measured 

points. The measurement is shown in Figure 23. The manufacturing signature is 

clearly noticeable as a pattern along the x-axis; also, a deviation from planarity 

can be highlighted, even though to a minor extent. 

 

Figure 23 Surface topography measured by CSI. 

Main parameters for the characterization of the surface texture according to 

ISO 25178-2:2012 are reported in Table 5; the PSD is shown in Figure 24. 

Table 5 Surface texture parameters (ISO 25178-2:2012) for the CSI dataset. 

Parameter 
 

Value 

Sa / µm 36.1 

Sq / µm 45.5 

Sz / µm 326 

Sal / mm 0.149 

Str 9.5% 

Std 178.0° 

 

Figure 24 Power Spectrum Density of the surface topography measured by the CSI. 
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The anisotropy of the surface is correctly detected: the isotropy parameter Str 

is 9.5%, definitely less than the conventional threshold of 20%. The texture 

pattern direction, measured by the parameter Std, is at 178° (or -2°) with respect to 

the x-axis. The principal harmonic exhibited by the PSD, i.e., the base 

wavelength, is at 0.39 mm. This wavelength is coherent with the surface 

topography in Figure 23, indicating the manufacturing signature and its entity. A 

second relevant harmonic is in the proximity of zero at 0.027 mm: this is the noise 

content of the surface, due to measurement noise and local random variability of 

the surface. 

A set of 4,000 points was randomly selected from the large initial set of points 

(1e+6 points) measured using the CSI, to perform the planned comparison 

between the two approaches, i.e., Kriging with variogram methodology and the 

conventional protocol. The small number of points (the 0.4% of the measured 

ones) is due to contain computational times and make the comparison more 

persuasive. Before modeling the surface, the empirical variogram was computed. 

Figure 25 represents the variogram cloud and the (omnidirectional) variogram, 

based on the Euclidean distance and according to Matheron’s estimator. 

 

Figure 25 Omni-directional variogram cloud (in black) and estimated variogram (in red). 

The variogram exhibits a structured correlation; the sampled points’ behavior 

significantly and systematically differs from that of a set of points measured on a 

planar surface, without any trend. In particular, two deviations from planarity can 

be appreciated: a periodic pattern superimposed to a polynomial trend, at least of 

second order. This behavior suggests the presence of a sinusoidal texture and of a 

systematic deviation from planarity that can be generally described by a 

polynomial of at least first order (recall that a quadratic variogram characterizes a 

linear relationship between responses). The variograms along the x- and y-axis 

have been evaluated to investigate the possible presence of anisotropy. A severe 

anisotropy was detected as a waviness along the x-axis, as Figure 26(a) highlights; 
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whereas, Figure 26(b) does not detect departure from the surface’s planarity 

because the empirical variogram does not give evidence of a correlation. 

 

Figure 26 Variogram clouds along the (a) x-axis and (b) y-axis. In red the correspondent empirical 

variograms. 

The measured surface height was predicted on 62,500 points (the 6.25% of 

the measured points dataset), relying on these findings. The code was written in 

MATLAB 2019b and exploited the DACE toolbox. It should be noted that 

computational constraints limited the size of the Kriging prediction set. However, 

it is not so small when compared with the starting data set (4,000 points), resulting 

in about 6.4% the percentage of predictor points to predicted ones.  

A spline was chosen as the necessary spatial correlation function fitting model 

[187]. 

The prediction of the surface topography obtained with Kriging is represented 

in Figure 27. The manufacturing signature due to waviness can still be appreciated 

along the x-axis direction, despite the low sampling density. The interpolated 

surface has been characterized, exploiting the same set of surface texture 

parameters formerly defined, to provide a quantitative comparison. The 

procedure, i.e., sampling and related Kriging estimation, has been repeated 1,000 

times to provide statistical meaningfulness to the evaluated parameters: average 

and standard deviation of the estimated parameters are reported in Table 6, and by 

the PDS, shown in Figure 28. 
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Figure 27 Surface topography obtained through the application of Kriging. 

Table 6 Surface texture parameters (ISO 25178-2:2012) of Kriging-interpolated surface. 

Parameter 
 

Average value Standard deviation 

Sa / µm 35.6 0.3 

Sq / µm 45.0 0.4 

Sz / µm 322.1 35.9 

Sal / mm 0.1655 0.0034 

Str 10.4% 0.5% 

Std 178.7° 1.2° 

 

Figure 28 Power Spectrum Density of the Kriging-interpolated surface. 

Comparing the results in Table 5, based on 106 measured points with the CSI, 

with the results in Table 6, computed on the predictions based on 0.4% of the 

mentioned measured points, it can be stated that the surface is still correctly 

characterized as anisotropic with the parameter Str significantly smaller than 20%. 

The texture pattern is directed at 178.7° (i.e., -1.3°) with respect to the x-axis. The 

main harmonic representing the base wavelength is evaluated correctly at 

0.39 mm. 

The interpolation is not affected by systematic errors, as the residuals’ NPP 

showed a hyper-normality. Although leading to the rejection of the null 
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hypothesis of normality, it is not considered critical in this situation [219]. In fact, 

It can be mainly ascribed to spikes, isolated deviation from the regular pattern, 

and predicted values at the edge of the investigated field. The correctness of the 

trend interpolation can also be seen in terms of wavelength. Figure 29 shows the 

residuals’ PSD, which is characterized by only one harmonic at 0.021 mm, not 

significantly far from the noise content of the original dataset, i.e., 0.027 mm. 

 

Figure 29 Power Spectrum Density of the residuals of the Kriging interpolation. 

Due to the interpolation inherent in the Kriging, very low scale variation can 

only be partially captured. In fact, the PSD of the interpolated surface shows a 

peak at 0.1 mm (see Figure 28). This harmonic is near to the upper bound of the 

noise frequency of the CSI measured surface (0.027 mm), and shows that the 

procedure based on the Kriging acted as a high-pass filter. Despite these 

differences, the surface parameters evaluated on the Kriging-interpolated surface, 

with a 2-sigma confidence interval, are not significantly different from those 

computed on the dense measurement (comparing results in Table 5 and Table 6).  

Section summary 

The issue addressed in this section is the surface texture measurement and 

verification based on sparse and cheap measurements. The ordinary Kriging 

model, which proved to be effective in predicting geometrical errors in 

manufacturing, and the variograms for modeling a possible correlation between 

the sampled points of the measured surface, according to geostatistical practices 

for very noisy data, were exploited to enable this characterization. 

A comparison between a conventional dense measurement approach and the 

Kriging method was based both on theoretical insights about using the variogram 

in case of random sampling and on a case-study based on real measurements 

where random sampling and Kriging predictions are used. 

The Kriging methodology proved useful in predicting textured surface 

patterns, even if it was based on sparse economic measurements. The result of 

Kriging interpolation, once characterized according to the standard procedure, 

yielded information coherent with denser and more expensive measurement 

approaches. The current challenges of Industry 4.0 for surface texture 

characterization, herein including freeform surfaces and additive surface, require 

an extremely long time, and hence high costs, to achieve an adequate and 

representative measurement by traditional devices. The SMEs would have to 
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purchase extremely expensive new equipment (typically optical instruments) or to 

invest a consistent amount of time for quality assessments using the traditional 

one to cope with technological challenges enforced by the current industrial 

framework. Thus, the empirical variogram’s adoption for detecting correlation 

structure and Kriging prediction can be considered adequate tools to achieve 

informativeness from a sparse and cheap set of measurements statistically. 

Moreover, these findings can be considered an encouraging preliminary step 

to guide further developments in detecting anomalies, obtaining definitive 

practical advantages for SMEs.  

Future work shall address the application of these tools for process control. A 

typical scenario may be applying the Kriging method for in-line process control 

with contact probes based on control limits set based on reference surface 

topography measurements performed by optical devices. 

The software implementing the Kriging prediction can be straightforwardly 

incorporated into the CMM computer control, and it can run in real-time. It is 

possible to predict the surface texture over a tight grid, also providing a 

quantification of the uncertainty based on the MSPE, being the automation of the 

Kriging predictions relatively inexpensive. 

2.4 Uncertainty-based comparison of conventional and 

surface topography-based methods for wear volume 

evaluation in pin-on-disc tribological test 

Wear is a general term that indicates the natural and unavoidable surface 

damage occurring at the operating surfaces of mechanical bodies interacting under 

relative motion. Wear induces a loss of material from at least one of the bodies in 

contact. 

A variety of wear processes may arise depending on the nature and the 

geometry of the materials in contact and the type of interaction, e.g., sliding wear, 

rolling wear, fretting, erosion, lubricated or dry wear, corrosive wear, impact 

wear, [220], even though they results from the combination of fundamental wear 

mechanisms. A commonly accepted classification distinguishes between 

adhesion, abrasion, tribo-chemical reaction and surface fatigue [221]. 

Wear is experienced by all mechanical components in machines and is one of 

the primary reasons for engineering systems malfunctions, reduced operational 

efficiency and components replacement, together with corrosion and fatigue 

failure. Moreover, the grand majority of machines lose their durability and 

reliability due to wear [222]. 

Wear is ultimately the effect of friction, which makes it responsible for both 

energetic and economic losses. Huge efforts have been made to broaden the 

understanding of tribological problems because the costs related to friction and 

wear are significant [221]. However, wear and friction impact go far beyond a 

mere cost reduction; in fact, definitive improvement in both energy efficiency and 

environmental footprint could be obtained. Moreover, the study of wear 

phenomena and the quantification of the amount of wear play a crucial role in 

applying the modern principles of Industry 4.0 and circular economy, potentially 
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to any industrial process. Therefore, wear control has become an urgent need for 

the advanced and reliable technology of the future. The precise evaluation of wear 

damage will likely become even more crucial in the next decades since it 

constitutes the basis to develop prediction models to be applied in the design stage 

of components and systems to support the design and process optimization. 

Tribological phenomena are extremely complex. All mechanical, physical, 

chemical, and geometrical properties of the surface and the surrounding 

atmosphere affect the surface interactions and the system’s tribological 

characteristics [223,224]. Therefore, the experimental practice often moves 

towards simplification, as identifying and quantifying each possible influence 

factor’s effect is extremely demanding. Literature classifies six categories of 

tribo-tests (i.e., either friction or wear tests): Field Tests; Bench Tests; Subsystem 

Tests; Component Tests; Simplified Component Tests; Model Tests [220,223]. 

Testing results are further and further away from specific applications, going 

from the former to the latter. The complexity reduces, and the replicability and the 

ease of running the tests increase dramatically as some factors are suppressed 

[221]. Complex and expensive field and bench tests are necessary for tribological 

assessments of mechanical systems and are carried out over long periods and 

under conditions representative of actual working conditions; component tests 

help in-depth investigations of specific issues linked to applications. Model tests 

are the most widely used in laboratory studies and research on materials, where 

comparative analysis of results in standard conditions are relevant. Model tests are 

advantageous for scientific investigations because of the high reproducibility of 

test parameters and the results. 

The test methods’ variety expresses the need for researchers to devise an 

experimental procedure representative of the phenomenon, simple and not prone 

to arbitrary setup choices [225]. 

Amongst the model tests, pin-on-disc is a well-established and widespread 

wear test for research purposes. The test consists of applying, by means of a pin, a 

known force orthogonally to the surface of the tested material, which is rotated 

around an axis parallel to the force direction and at a certain radius R from the pin 

contact point, see Figure 30 for a test schematic. The sample is kept in rotation for 

a certain number of cycles; a wear track is generated, and wear can be assessed in 

terms of the track’s volume. 
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Figure 30 Scheme of pin-on-disc. F is the applied force, on a rotating disc at speed ω, at a distance R 

from the rotation axis. 

A vast amount of experimental data from pin-on-disc tests have been made 

available in the scientific literature for the last fifty years. This method is still 

extensively used today in many leading research fields thanks to its flexibility, 

simple setup tests, and test parameters control. 

Pin-on-disc tests are applied both at the environment and at high temperature 

to support the development for applications in aerospace [226,227], automotive, 

aeronautical sectors of new low-density and high strength alloys, e.g., Mg-Al-Si-

Zn alloys [228], composite materials, e.g., Al-Metal Matrix Composites [229], 

and coating, e.g., cermet coatings as Ti[Nb,V]N [230], Mg-TiO2/Al2O3 [231]. 

They also find applications in oil and gas industry to develop innovative materials 

capable of undergoing innovative processes, e.g., Manesmann process to avoid 

seams in tube junctions [232]. The exploration of tribological properties of 

innovative 2D-coatings, e.g., graphene and graphite-based coatings [233–237]. 

Literature shows a consistent adoption of this test also for the characterization and 

development of manufacturing processes, e.g., to analyze the wear of tools with 

innovative coatings [238–240], the wear behavior of components by additive 

manufacturing processes [241–245], the characterization of pioneering materials 

for additive manufacturing [246,247], and to support the development of cleaner 

processes as dry machining [248]. Also, pin-on-disc method is widely exploited to 

investigate lubricants and lubrication-related issues, e.g., the mutual influence of 

wear and the lubrication regimes for engineered surfaces [249–252] or the 

tribological properties of bio-lubricants for green industry [253–256]. 

Wear tests rely on the quantification of wear, i.e., the measurement of the 

damage brought by wear, in terms of volume. Two standard techniques to 

measure wear in pin-on-disc tests are available: precision weighting (gravimetric 

method) of samples and stylus-profilometry of the wear tracks cross-sections 

(volumetric method), as per ASTM G99-17 [257]. However, today’s technology 

offers much more advanced and high-resolution, and information-rich inspection 
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techniques based on the measurement of surface topography. Nowadays, these 

methods are resorted to by increasing laboratories because their cost has become 

affordable [258,259,268,260–267]. Nonetheless, tribological standards have not 

incorporated them yet. Moreover, a rigorous metrological characterization is 

necessary to enable a performance comparison between standard and surface 

topography-based methods but is still lacking in the scientific literature. 

This section aims at developing a computation of measurement uncertainty 

for surface-topography based methods to enable a performance comparison with 

respect to standardized approaches to quantify the wear in pin-on-disc test. The 

comparison will be carried out, considering cases of industrial interest. 

2.4.1 Methods for wear quantification in pin-on-disc tribological 

test 

In order to measure wear, it is first necessary to define it. Several definitions 

are available in literature as: 

• DIN 50320 defined wear as the progressive loss of material from the 

surface of a solid body due to mechanical action, i.e., the contact and 

relative motion against a solid, liquid or gaseous counter body [269]; 

• According to ASTM G40, wear is damage to a solid surface, 

generally involving progressive loss of material, due to relative 

motion between that surface and a contacting substance or substances 

[270]; 

• The Organisation for Economic Co-operation and Development 

(OECD) research group on wear of engineering materials defined wear 

as the progressive loss of substance from the operating surface of a 

body occurring as a result of relative motion at the surface [271]. 

These definitions suggest that wear involves two key features: the contact 

between a solid surface and another substance with a relative motion [272] and 

damage by loss of material from the solid surfaces. However, from the viewpoint 

of design and quality, the surface damage is not necessarily limited to the loss of 

material from a surface. Other ways to cause surface damage is by the movement 

of material without loss of mass, i.e., plastic flow, or growth of deposited third 

layers [273]. Therefore, wear can be alternatively addressed as a progressive 

change to a part that adversely affects its performance caused by relative motion 

with respect to another substance [273]. The latter definition fits best the 

engineering use. It focuses on any surface modifications resulting from 

mechanical interactions, not necessarily the loss of material, implied in the former 

material-science-oriented definitions of wear. This last definition shifts the focus 

towards topography modification that may alter the proper functioning of the 

components. 

This more inclusive definition of wear requires rigorously defining the 

measurand, which may impact the appropriateness of the choice of the 

measurement method. To this aim, it is worth to recall some terminology from the 

ASTM G40-17 [270] and consider the outcome of a pin-on-disc test to outline 

some practical aspects related to the measurand identification in wear 

measurements: 
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• damage, n = any effect on a solid body resulting from its exposure to 

these phenomena. This may include loss of material, surface 

deformation, or any other changes in microstructure, properties, or 

appearance. 

• galling, n = a form of surface damage arising between sliding solids, 

distinguished by macroscopic, usually localized, roughening, and the 

creation of protrusions above the original surface; it is characterized by 

plastic flow and may involve material transfer. 

• wear, n = alteration of a solid surface by progressive loss or 

progressive displacement of material due to relative motion between 

that surface and a contacting substance or substances 

 

Figure 31 Typical pin-on-disc wear track profile. In red volume due to wear, in green volume due to 

galling. The blue line is the reference to distinguish wear and galling; it is computed fitting profile in the 

yellow zones. 

Figure 31 shows the cross-section appearance of typical wear tracks on the 

disc of a pin-on-disc layout. It is straightforward to infer that the green part of the 

section, above the reference line, represents the volume by plastic flow or debris 

deposition, i.e., galling. On the other hand, the red region under the reference line 

is mainly material loss, i.e., wear. Moreover, it is impossible to exclude, a-priori, 

that the displaced or transferred material does not affect the track. From this 

discussion, Eq.(2.9) follows: 

 𝑉𝑑𝑎𝑚𝑎𝑔𝑒 = 𝑉𝑤𝑒𝑎𝑟 + 𝑉𝑔𝑎𝑙𝑙𝑖𝑛𝑔 (2.9). 

As anticipated, two standardized approaches are available to measure wear: 

the gravimetric and the volumetric approaches; they both achieve a 

characterization of wear in terms of volume of material loss [257]. The 

gravimetric approach relies upon a definition of wear by measuring the mass loss 

due to wear phenomenon and is frequently used to measure wear, because of the 

relative ease of performing a gravimetric measurement [273]. However, it is 

insensible to damages related to plastic effects and its result is altered by 

transferred material, which binds to the surface and cannot be removed by 

cleaning the surfaces. Moreover, the gravimetric method is sensitive enough only 

if the wear is relatively large with respect to the body’s mass; thus, it is 

inappropriate for fretting or low-wear phenomenon analysis. Furthermore, to 

comply with the definition of wear, the knowledge of the measurand density is 

necessary, which limits the application of this method, with confidence, to 

homogeneous materials, as multi-phase and layered, e.g., coated, materials, may 

yield some substantial error in the estimation of wear [274,275]. 
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The volumetric approach directly considers the volume of the surface damage 

as a measure of wear. The measurand is the amount of material that has 

undergone modifications during the interaction (removed or displaced). Although 

the measurement of a volume may be affected by transfer or debris accumulation, 

this method often allows distinguishing between the contribution coming from 

material displacement and material loss, and sometimes even between material 

loss and transfer phenomena. Additionally, it is unaffected by the inhomogeneity 

of materials and can provide an accurate indication of wear on different phases. 

Therefore, the volumetric method is more flexible, allowing to characterize only 

the wear, i.e., the removed material, e.g., when testing materials for brake pads or 

clutches, or the total damage, i.e., the overall effect of wear and galling. The latter 

scenario is preferable if the shape and tolerances of the profile are of paramount 

importance, e.g., in gears, couplings, in the study of alteration of lubrication 

regimes by wear effects. 

Therefore, in the following, the gravimetric method will be disregarded. 

Also, only the assessment of wear on the disc will be discussed. 

Standardized volumetric methods 

According to ISO 18535:2016 [276] and ASTM G99-17 [257] wear of the 

disc, resulting from a pin-on-disc test can be evaluated as: 

 𝑉𝐼𝑆𝑂 =
2𝜋

𝑁
𝑅∑𝑆𝑗

𝑁≥4

𝑗=1

 (2.10.1), 

where R is the radius of the wear track and Sj the area of the wear track cross-

section profile at the j-th location, see Figure 32 for reference. 

 

Figure 32 Scheme of volumetric wear measurement according to ISO 18535:2015. 

The wear track radius can be chosen either as the nominal track radius, Rnom, 

or as the average radius of the extracted profiles, �̅� =
∑ 𝑅𝑗
𝑁≥4
𝑗=1

𝑁
. The standard 

volumetric method requires to extract N profiles from the cross-section. Recalling 

that profiles are heights z as a function of the lateral displacement, i.e., lateral 

scanning along x-axis, z(x) (as shown in Figure 33a), one way to compute the 

cross-section area, Sj, is the rectangle method, depicted in Figure 33b: 

 𝑆𝑗 = 𝑑𝑥∑|𝑧𝑖|

𝑀

𝑖=1

 (2.11), 
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where M is the number of sampled points in the profile and dx is the lateral 

sampling step, i.e., the lateral resolution, along the x-axis. 

 

Figure 33 (a) profile heights z as function of lateral scanning step x. (b) rectangle method for area 

evaluation. (adapted from [176]). 

Eq.(2.10.1) can also be rewritten to explicit the dependence on the average 

value: 

 𝑉𝐼𝑆𝑂 =
2𝜋

𝑁
𝑅∑𝑆𝑗

𝑁≥4

𝑗=1

= 2𝜋𝑅𝑆̅ = 𝑉𝐼𝑆𝑂̅̅ ̅̅ ̅ (2.10.2), 

which points out that standard volumetric methods evaluate the average wear 

volume of the track, by considering the average cross-section. This is inherent 

with the limited representativeness of the approach. When extracting few profiles, 

N ≥ 4, if the track is highly irregular, regardless of whether it is circumferentially 

or along to the depth. In this regard, Colbert et al. [277] showed that, for 

reasonably regular tracks, a suggested threshold to reduce approximation errors is 

N = 8. 

An alternative to this method, hereby proposed, consists of considering 

averages of the volumes that would result when considering N cross-sections, 

rather than the mean volume evaluated from the average cross-section, as: 

 𝑉𝑝𝑟𝑜𝑓,𝑎𝑙𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
2𝜋

𝑁
∑𝑅𝑗𝑆𝑗

𝑁≥4

𝑗=1

 (2.12.1). 

All equations thus far introduced are general and refer to the evaluation of the 

𝑉𝑑𝑎𝑚𝑎𝑔𝑒. It is necessary to evaluate a reference line with respect to which 

compute the heights and, most importantly, separate contributions for the 

computations to distinguish between volumes due to wear and galling. Typically, 

the reference line is computed by linearly least-square fitting the profile heights 

outside a specific region of interest of the profile, e.g., the yellow regions in 

Figure 31. 
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Even though standards are conceived for applying the volumetric methods 

through contact profilometers, e.g., CS instruments, literature reports 

implementations of standard volumetric methods based on areal-topography 

methods e.g., CSI, CM. After the areal surface topography measurement, these 

measurement approaches extract, through software, profiles on which 

computations required by Eq.(2.10) and (2.12) are carried out. 

Volumetric methods based on surface topography measurements 

The adoption of areal-topography measurement methods to extract profiles 

generates a significant data loss and yields no significant practical advantages, in 

terms of representativeness [278]. More in general, as pointed out in the former 

subsection, volumetric methods based on profiles yield the mean wear volume 

evaluation due to the inherently limited representativeness. 

Therefore, recently, literature reports the introduction and adoption of wear 

volume characterization methods that exploit in full the measured topography. 

Two approaches can be distinguished: a numerical one that still relies upon 

profile extraction and the second based on surface texture parameters. 

In both cases some preliminary operations are necessary. The first, standard 

operators to get the S-F surface must be applied; then the wear track identification 

should be carried out to extract a region of interest (ROI). The track identification 

can either be done manually or exploiting segmentation methods [275]. The 

extraction of the ROI is necessary to exclude the effect of roughness and 

topographical features that are not due to tribological test from following 

computations. Even if extremely computationally demanding, an effective mean 

consists of measuring the tested surface both before and after the test and 

evaluating the worn surface by subtraction of the two, provided a preliminary 

registration step [265,279–281]. 

Then topographical methods can be applied. The former is completely 

automatic and implemented in several commercial software for surface 

topography characterization. It requires extracting the complete series of N 

profiles z(x) across the orthogonal direction of profile scanning, i.e., the y-axis, 

and computing the (total) damage volume as: 

 𝑉𝑎𝑢𝑡 = 𝑑𝑦∑𝑆𝑗

𝑁−1

𝑗=2

+
𝑑𝑦

2
(𝑆1 + 𝑆𝑁) (2.13), 

where dy is the sampling distance along the y-axis [282–284]. The evaluation of a 

reference surface height, again by plane-lest square fitting the topography outside 

the ROI allows distinguishing between wear and galling contribution to the 

damage. 

The second approach is based on volume areal field parameters [124,176,285] 

and allows computing total damage as: 

 𝑉𝑉𝑃 = 𝑉𝑚(𝑚𝑟) + 𝑉𝑣(𝑚𝑟) (2.14). 

Here, the relevance of appropriately choosing the reference height, i.e., 𝑚𝑟, is 

even clearer. the Abbott-Firestone curve is an effective tool to identify 𝑚𝑟, as it 
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can be chosen as the flex of the material ratio curve. For a nominally flat plane 

with Gaussian distributed heights, i.e., without a structured texture, this point 

would correspond to the average height. The introduction of a topographical 

feature, as a wear track, modify the average height and the shape of the material 

ratio curve. Because points on hills and dales correspond to the two opposite tails 

of this curve, and the track has a height range significantly greater from the 

original surface Sz, these tails are separated by a plateau that contains one flex. 

i.e., the threshold to distinguish hills and dales. Therefore, the following 

relationship between Eq.(2.9) and Eq.(2.14) can be written as: 

 {
𝑉𝑔𝑎𝑙𝑙𝑖𝑛𝑔 = 𝑉𝑚(𝑚𝑟)

𝑉𝑤𝑒𝑎𝑟 = 𝑉𝑣(𝑚𝑟)
 (2.15). 

2.4.2 Uncertainty evaluation of volumetric wear measurements 

It is necessary to have available the evaluation of their measurement 

uncertainty, to enable performance comparison of the different volumetric wear 

measurement methods. The Guide to the expression of uncertainty in 

measurement (GUM) [286] establishes methods for computing the measurement 

uncertainty. In the case a known mathematical model can be explicitly written 

between the measurand (dependent) quantity y and the independent quantity x can 

be written as: 

 𝑌 = 𝑓(𝑿) = 𝑓(𝑿), 𝑦 ∈ ℝ1, 𝑿 ∈ ℝ𝑛,1 (2.16). 

If this model is linearisable, the variance of the dependent quantity u2(Y) can 

be computed according to: 

 𝑢2(𝑌) = 𝒄𝑇𝑽𝑪𝑽𝒄 =∑∑𝑐𝑎𝑐𝑏𝑉𝐶𝑉𝑎𝑏

𝑛

𝑏=1

𝑛

𝑎=1

 (2.17), 

where 𝒄 ∈ ℝ𝑛,1 is the vector of sensitivity coefficients, i.e., the partial derivatives, 

so that 𝑐𝑎 =
𝜕𝑓

𝜕𝑥𝑎
 and 𝑽𝑪𝑽 ∈ ℝ𝑛 is the variance-covariance matrix of the 

independent quantities so that 𝑉𝐶𝑉𝑎𝑏 = 𝐶𝑜𝑣(𝑋𝑎, 𝑋𝑏). Eq.(2.17) is the law of 

uncertainty propagation, which is a particular case of the law of variance 

propagation. In the case of uncorrelated independent quantities, Eq.(2.17) can be 

rewritten as: 

 𝑢2(𝑌) = ∑(
𝜕𝑓

𝜕𝑥𝑎
)
2

𝑢2(𝑋𝑎) = ∑𝑢𝑎
2(𝑦)

𝑛

𝑎=1

𝑛

𝑎=1

 (2.18), 

where 𝑢2(𝑋𝑎) is the variance of the a-th influence factor and can be either 

statistically, i.e., being a type A contribution, or non-statistically, i.e., being a type 

B contribution, evaluated. 

Under the non-trivial, but reasonable in most of practical cases, assumption 

that Y distributes normally, i.e., 𝑌~𝑁(𝔼[𝑌], 𝕍𝑎𝑟[𝑌]), its (expanded) uncertainty 

U(y) is:  

 𝑈(𝑌) = 𝑘 ∙ 𝑢(𝑦) (2.19.1) 

 𝑘 = 𝑇𝜈, 𝑃
−1  (2.19.2) 
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 𝜈 = ⌊
𝑢4(𝑦)

∑
𝑢𝑎4(𝑦)
𝜈𝑎

⌋ (2.19.3), 

where k is the coverage factor computed as the quantile of a t-Student distribution 

with ν degrees of freedom at a specific confidence interval P. Degrees of freedom 

are computed according to the Welch-Satterthwaite formula in Eq.(2.19.3) as a 

function of the degrees of freedom with whom each contribution is estimated. 

In the following results will be provided in terms of variances for the sake of 

compactness. 

Standardized method 

Colbert et al. [277] developed the computation for the wear volume 

measurements according to the standard. However, in that paper, metrological 

characteristics of measuring instruments were not considered. According to the 

current standard framework of ISO 25178, they are supposed to support and 

simplify measurement uncertainty propagation. In this section, his computation 

will be revised to be compliant with the ISO 25178-600:2019, with the hypothesis 

of uncorrelated independent variables. 

Recombining Eq.(2.10.1) and (2.12), it follows: 

 𝑉𝐼𝑆𝑂̅̅ ̅̅ ̅ =
2𝜋

𝑁
𝑑𝑥𝑅∑∑|𝑧𝑗𝑖|

𝑀

𝑖=1

𝑁≥4

𝑗=1

 (2.20), 

that highlights the measured independent quantities, which are summarised with 

their variability contribution, i.e., their measurement uncertainties evaluated 

according to Eq.(2.1) to cater for metrological characteristics, inTable 7. 

Table 7 Influence factor to standardized wear volume evaluation. 

Influence factor 
 

Measured quantity Standard uncertainty 

Sj 
𝑑𝑥 𝑢(𝑑) 

zij u(z) 

R R u(R) 

 

The variance due to the pixel size d, according to Giusca and Leach [172], can be 

associated with a triangular distribution having half-range d, so that 𝑢2(𝑑) =
𝑑2

6
 

More convenient management of uncertainty propagation exploits, though, 

Eq.(2.10). 

The first, the variance u2(Sj) can be evaluated according to Eq.(2.18) and to its 

definition in Eq.(2.11): 

 𝑿 = [

𝑑𝑥

∑|𝑧𝑖|

𝑀

𝑖

] (2.21.1) 
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 𝒄 = [
∑|𝑧𝑖|

𝑀

𝑖

𝑑𝑥

] (2.21.2) 

 𝑽𝑪𝑽 = [

𝑢2(𝑑) 0

0 𝑢2(∑|𝑧𝑖|

𝑀

𝑖

)
] , 𝑢2 (∑|𝑧𝑖|

𝑀

𝑖

) =  𝑀𝑢2(𝑧) (2.21.3) 

 

𝑢2(𝑆𝑗) = (∑|𝑧𝑖|

𝑀

𝑖

)

2

𝑢2(𝑑) + (𝑑𝑥)
2𝑢2 (∑|𝑧𝑖|

𝑀

𝑖

) = 

(
𝑆𝑗

𝑑𝑥
)
2

𝑢2(𝑑) + 𝑑𝑥
2𝑀𝑢2(𝑧) 

(2.21.4), 

from which the variance of the average cross-section follows: 

 𝑆̅ =
∑ 𝑆𝑗
𝑁≥4
𝑗=1

𝑁
 (2.22.1) 

 𝑢2(𝑆̅) =
∑ 𝑢2(𝑆𝑗)
𝑁≥4
𝑗=1

𝑁2
=
𝔼[𝑢2(𝑆𝑗)]

𝑁
 

 

(2.22.2), 

which is different from the variance of the sample mean, despite the definition of 

𝑆̅, because 𝑢2(𝑆𝑗) depends on 𝑆𝑗 (as shown in Eq.(2.21.4)). 

Then the contribution u(R) due to the track radius R is assessed. It depends on 

the choice of R between Rnom and �̅�. In the first case, u(Rnom) can be estimated 

according to the P.U.Ma. method as two units of the least significant digit of the 

mean value, 2∙LSD, and associating to this half range a uniform distribution [286], 

so that its equivalent variance results: 

 𝑢2(𝑅𝑛𝑜𝑚) =
2 ∙ 𝐿𝑆𝐷

3
 (2.23). 

In the second case, the law of variance propagation is required, proceeding 

from the definition of �̅� =
∑ 𝑅𝑗
𝑁≥4
𝑗

𝑁
. As shown in Figure 32, typically, profiles are 

extracted in pairs along a radial direction 𝑟. In this case, on each measured pair, an 

external diameter 𝐷𝑒𝑥𝑡 and an internal diameter 𝐷𝑖𝑛 can be identified, so that: 

 𝑅𝑗 = 
1

2
(
𝐷𝑒𝑥𝑡,𝑗 + 𝐷𝑖𝑛,𝑗

2
) (2.24). 

Therefore, it is necessary to express the coordinate change from cartesian 

coordinates O(x,y) to polar coordinates O(r, θ): 
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 {
𝑟 = 𝑥 cos 𝜗 + 𝑦 sin 𝜗

𝜗 =  tan−1 (
𝑦

𝑥
)

 (2.25.1) 

 𝑥 = 𝑟 cos 𝜗 (2.25.2) 

 𝑦 = 𝑟 sin 𝜗 (2.25.3). 

Because diameters are extracted along 𝑟, the variance of the length r, due to 

the change of coordinates must be computed following the law of uncertainty 

propagation: 

 𝑿 = [
𝑥
𝑦
𝜗
] (2.26.1) 

 𝒄 = [
cos 𝜗
sin 𝜗

−𝑥 sin 𝜗 + 𝑦 cos 𝜗
] = [

cos 𝜗
sin 𝜗

−𝑟 cos 𝜗 sin 𝜗 + 𝑟 sin 𝜗 cos 𝜗
] = [

cos 𝜗
sin 𝜗
0

] (2.26.2) 

 𝑽𝑪𝑽 = [

𝑢2(𝑥) 0 0

0 𝑢2(𝑦) 0

0 0 𝑢2(𝜗)

] (2.26.3) 

 𝑢2(𝑟) = 𝑢2(𝑥) cos 𝜗2 + 𝑢2(𝑦) sin 𝜗2 (2.26.4). 

Eq.(2.26.4) shows that the uncertainty of the length r along the direction ϑ 

depends only on ϑ; therefore, because 𝐷𝑒𝑥𝑡 and  𝐷𝑖𝑛 are measured in the same 

direction, 𝑢2(𝐷𝑒𝑥𝑡) = 𝑢2(𝐷𝑖𝑛) = 𝑢2(𝐷). It is hence possible to evaluate the 

variance of 𝑅𝑗, following the definition in Eq.(2.24): 

 𝑿 = [
𝐷𝑒𝑥𝑡
𝐷𝑖𝑛

] (2.27.1) 

 𝒄 = [
1
4⁄

1
4⁄
] (2.27.2) 

 𝑽𝑪𝑽 = [
𝑢2(𝐷𝑒𝑥𝑡) 0

0 𝑢2(𝐷𝑖𝑛)
] = [

𝑢2(𝐷) 0

0 𝑢2(𝐷)
] (2.27.3) 

 
𝑢2(𝑅𝑗) = 

2

16
(𝑢2(𝑥) cos 𝜗2  + 𝑢2(𝑦) sin 𝜗2) =

1

8
(𝑢2(𝑥) cos 𝜗2  + 𝑢2(𝑦) sin 𝜗2) 

(2.27.4), 

from which the evaluation of the variance of the average radius is computed as: 

 �̅� =
∑ 𝑅𝑗
𝑁≥4
𝑗=1

𝑁
 (2.28.1) 

 𝑢2(�̅�) =
∑ 𝑢2(𝑅𝑗)
𝑁≥4
𝑗=1

𝑁2
=
𝔼[𝑢2(𝑅𝑗)]

𝑁
 (2.28.2), 

which is different from the variance of a sample mean, because 𝑢2(𝑅𝑗) depends 

on the extraction direction ϑ. 

Finally, the variance of the standardized volumetric method for mean wear 

volume measurement can be computed exploiting its definition in Eq.(2.10.2) and 
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the contribution from the area of the average cross-section, Eq.(2.22), and from 

the track radius, for which two alternatives are possible: 

 𝑿 = [
𝑅
𝑆̅
] (2.29.1) 

 𝒄 = [2𝜋𝑆
̅

2𝜋𝑅
] (2.29.2) 

 𝑽𝑪𝑽 = [
𝑢2(𝑅) 0

0 𝑢2(𝑆̅)
] (2.29.3) 

 𝑢2(𝑉𝐼𝑆𝑂̅̅ ̅̅ ̅) = 4𝜋2(𝑆̅2𝑢2(𝑅) + 𝑅2𝑢2(𝑆̅)) (2.29.4). 

The latter can be re-written expliciting the two choices of R: 

 𝑢2(𝑉𝐼𝑆𝑂,𝑅𝑛𝑜𝑚
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) = 4𝜋2 (𝑆̅2𝑢2(𝑅𝑛𝑜𝑚) + 𝑅𝑛𝑜𝑚

2 𝔼[𝑢
2(𝑆𝑗)]

𝑁
) (2.30) 

 𝑢2(𝑉𝐼𝑆𝑂,�̅�̅̅ ̅̅ ̅̅ ̅) =
4𝜋2

𝑁
(𝑆̅2𝔼[𝑢2(𝑅𝑗)] + �̅�

2𝔼[𝑢2(𝑆𝑗)]) (2.31). 

Alternative method based on profile extraction 

As discussed in Section 2.4.1, a possible alternative to the computation of the 

mean wear volume evaluated from the average cross-section, consists in 

considering averages of the volumes that would result when considering N cross-

sections, i.e., 𝑉𝑝𝑟𝑜𝑓,𝑎𝑙𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅  as per Eq.(2.12.1), that, to simplify computations, can be 

rewritten as: 

𝑉𝑝𝑟𝑜𝑓,𝑎𝑙𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
2𝜋

𝑁
∑𝑅𝑗𝑆𝑗

𝑁≥4

𝑗

= 2𝜋𝑅𝑆̅̅̅̅  (2.12.2) 

The evaluation of the variance of the mean volume evaluated in this case 

exploits previous computations, being the influence factors 𝑅𝑗 and 𝑆𝑗. It first 

estimates 𝑢2(𝑅𝑗𝑆𝑗): 

 𝑿 = [
𝑅𝑗
𝑆𝑗
] (2.32.1) 

 𝒄 = [
𝑆𝑗
𝑅𝑗
] (2.32.2) 

 𝑽𝑪𝑽 = [
𝑢2(𝑅𝑗) 0

0 𝑢2(𝑆𝑗)
] (2.32.3) 

 𝑢2(𝑅𝑗𝑆𝑗) = 𝑆𝑗
2𝑢2(𝑅𝑗) + 𝑅𝑗

2𝑢2(𝑆𝑗) (2.32.4), 

from which 𝑢2(𝑅𝑆̅̅̅̅ ) can be written as: 
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 𝑢2(𝑅𝑆̅̅̅̅ ) =
∑ 𝑢2(𝑅𝑗𝑆𝑗)
𝑁≥4
𝑗=1

𝑁2
=
𝔼[𝑢2(𝑅𝑗𝑆𝑗)]

𝑁
 (2.33), 

that allows to write the wanted result: 

 

 𝑢2(𝑉𝑝𝑟𝑜𝑓,𝑎𝑙𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) = 4𝜋2𝑢2(𝑅𝑆̅̅̅̅ ) = 4𝜋2
𝔼[𝑢2(𝑅𝑗𝑆𝑗)]

𝑁
 (2.34). 

Automatic surface topography-based method 

Although literature recently reports several applications of this method, to the 

author’s best knowledge, methods for estimating measurement uncertainty are not 

available. 

The definition in Eq.(2.13) highlights the influence factors, which are 

summarised in Table 8: 

 

Table 8 Influence factor to automatic wear volume evaluation based on surface topography. 

Influence factor 
 

Measured quantity Standard uncertainty 

Sj 
𝑑𝑥 u(d) 

zij u(z) 

𝒅𝒚 𝑑𝑦 u(d) 

 

Thus, the variance computation can be carried out as follows, according to the 

law of uncertainty propagation and relying on the evaluation of 𝑢2(𝑆𝑗) in 

Eq.(2.21.4): 

 𝑿 =

[
 
 
 
𝑆1
𝑆𝑁
𝑆𝑗
𝑑𝑦]
 
 
 
 (2.35.1) 

 𝒄 =

[
 
 
 
 
 
 
 

𝑑𝑦
2
⁄

𝑑𝑦
2
⁄

𝑑𝑦

∑𝑆𝑗

𝑁−1

𝑗=2

+
𝑆1 + 𝑆𝑁
2

]
 
 
 
 
 
 
 

 (2.35.2) 

 𝑽𝑪𝑽 =

[
 
 
 
 
𝑢2(𝑆1) 0 0 0

0 𝑢2(𝑆2) 0 0

0 0 𝑢2(𝑆𝑗) 0

0 0 0 𝑢2(𝑑)]
 
 
 
 

 (2.35.3) 
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𝑢2(𝑉𝑎𝑢𝑡) = 

𝑑𝑦
2

4
(𝑢2(𝑆1) + 𝑢

2(𝑆𝑁)) + 𝑑𝑦
2 ∑𝑢2(𝑆𝑗)

𝑁−1

𝑗=2

 + (∑ 𝑆𝑗

𝑁−1

𝑗=2

+
𝑆1 + 𝑆𝑁
2

)

2

𝑢2(𝑑) 
(2.35.4). 

It is necessary to express the mean volume’s uncertainty, to enable a 

comparison with standardized methods based on the extraction of a few profiles, 

which leads to the evaluation of a mean wear volume. The comparison is enabled 

by considering the variance of the sample mean, provided that the sample includes 

N-1 extracted profiles: 

𝑢2(𝑉𝑎𝑢𝑡̅̅ ̅̅ ̅̅ ) =
𝑢2(𝑉𝑎𝑢𝑡)

𝑁 − 1
 (2.36). 

Volume areal field-based method 

Measurement uncertainty for volume areal field parameters are unreported in 

the literature to the author’s best knowledge. It is first necessary to pass from the 

continuous definition, as in Section 2.1, to the discrete, to enable this evaluation: 

𝑉𝑚(𝑚𝑟) =  𝐾∫ 𝑆𝑚𝑐(𝑝) − 𝑆𝑚𝑐(𝑚𝑟) 𝑑𝑝
𝑚𝑟

0%

≈ 𝐾∑∆𝑧𝑗𝑚𝑟𝑗

𝐵

𝑗=1

 (2.37.1). 

𝑉𝑣(𝑚𝑟) =  𝐾∫ 𝑆𝑚𝑐(𝑚𝑟) − 𝑆𝑚𝑐(𝑝) 𝑑𝑝
100%

𝑚𝑟

≈ 𝐾(100%(𝑧𝑚𝑎𝑥 − ℎ) − ∑ ∆𝑧𝑗𝑚𝑟𝑗

𝑁𝑏𝑖𝑛

𝑗=𝐵+1

) 

(2.37.2) 

𝐾 = 𝑛𝑥𝑛𝑦𝑑
2 (2.37.3) 

with h = Smc(mr), nx and ny respectively the number of measured pixels along the 

x- and y-axis, d the pixel dimension, with the hypothesis that 𝑑𝑥 = 𝑑𝑦 = 𝑑. It is 

necessary to approximate the material ratio curve by a histogram, to pass to the 

discrete domain. The histogram has Nbin bins, so that h belongs to the B-th bin; the 

j-th bin is wide ∆𝑧𝑗 and is associated with a material ratio of 𝑚𝑟𝑗
. 

Under the assumption that the material ratio curve is computed exactly, i.e., 

the histogram is built exactly, 𝑚𝑟𝑗
 does not contribute to measurement uncertainty 

and the only influence factors are the height and the pixel width as summarised in 

Table 9. 

Table 9 Influence factor to wear volume evaluation based on volume areal field parameters. 

Influence factor 
 

Measured quantity Standard uncertainty 

∆𝒛𝒋 zi-zj √2 ∙ 𝑢(𝑧) 
h h u(z) 

𝑲 𝑑 𝑢(𝑑) 

 

The first, the variance of K can be computed as: 
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 𝑿 = [𝑑] (2.38.1) 

 𝒄 = [2𝑑𝑛𝑥𝑛𝑦] (2.38.2) 

 𝑽𝑪𝑽 = [𝑢2(𝑑)] (2.38.3) 

 𝑢2(𝐾) = 4 ∙ (𝑛𝑥𝑛𝑦)
2
∙ 𝑑2 ∙ 𝑢2(𝑑) = 4𝐾𝑛𝑥𝑛𝑦𝑢

2(𝑑) (2.38.4). 

Then, the variance of Vm, i.e., the Vgallling, is computed: 

 𝑿 = [
𝐾
∆𝑧𝑗
] (2.39.1) 

 𝒄 =

[
 
 
 
∑∆𝑧𝑗𝑚𝑟𝑗

𝐵

𝑗=1

𝐾𝑚𝑟𝑗 ]
 
 
 

 (2.39.2) 

 𝑽𝑪𝑽 = [
𝑢2(𝐾) 0

0 2𝑢2(𝑧)
] (2.39.3) 

 𝑢2(𝑉𝑚(𝑚𝑟)) = (∑∆𝑧𝑗𝑚𝑟𝑗

𝐵

𝑗=1

)

2

𝑢2(𝐾) + 2𝐾2∑𝑚𝑟𝑗
2

𝐵

𝑗=1

𝑢2(𝑧) (2.39.4). 

Similarly, the variance of Vv, i.e., the Vwear, results from: 

 𝑿 = [

𝐾
𝑧𝑚𝑎𝑥 − ℎ
∆𝑧𝑗

] (2.40.1) 

 𝒄 =

[
 
 
 
 
 
((𝑧𝑚𝑎𝑥 − ℎ) − ∑ ∆𝑧𝑗𝑚𝑟𝑗

𝑁𝑏𝑖𝑛

𝑗=𝐵+1

)

𝐾
−𝐾𝑚𝑟𝑗 ]

 
 
 
 
 

 (2.40.2) 

 𝑽𝑪𝑽 = [

𝑢2(𝐾) 0 0

0 2𝑢2(𝑧) 0

0 0 2𝑢2(𝑧)

] (2.40.3) 

 

𝑢2(𝑉𝑣(𝑚𝑟)) = 

((𝑧𝑚𝑎𝑥 − ℎ) − ∑ ∆𝑧𝑗𝑚𝑟𝑗

𝑁𝑏𝑖𝑛

𝑗=𝐵+1

)

2

𝑢2(𝐾) + 2𝐾2 (1 + ∑ 𝑚𝑟𝑗
2

𝑁𝑏𝑖𝑛

𝑗=𝐵+1

)𝑢2(𝑧) 
(2.40.4). 

Last, if the total damage is of interest, and consequently its variance, the last 

two results can be combined so that it results: 

𝑢2(𝑉𝑉𝑃) = 𝑢
2(𝑉𝑚(𝑚𝑟)) + 𝑢

2(𝑉𝑣(𝑚𝑟)) (2.41.1) 
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𝑢2(𝑉𝑉𝑃) = 

[
 
 
 
(∑∆𝑧𝑗𝑚𝑟𝑗

𝐵

𝑗=1

)

2

+ ((𝑧𝑚𝑎𝑥 − ℎ) − ∑ ∆𝑧𝑗𝑚𝑟𝑗

𝑁𝑏𝑖𝑛

𝑗=𝐵+1

)

2

]
 
 
 

𝑢2(𝐾)

+ 2𝐾2 [1 + ∑ 𝑚𝑟𝑗
2

𝑁𝑏𝑖𝑛

𝑗=1

] 𝑢2(𝑧) 

(2.41.2) 

𝑢2(𝑉𝑉𝑃) = 

[(
𝑉𝑚(𝑚𝑟)

𝐾
)

2

+ (
𝑉𝑣(𝑚𝑟)

𝐾
)

2

] 𝑢2(𝐾) + 2𝐾2 [1 + ∑ 𝑚𝑟𝑗
2

𝑁𝑏𝑖𝑛

𝑗=1

] 𝑢2(𝑧) 
(2.41.3) 

Variances of mean volumes can be computed as follows, to perform a 

comparison with standard methods: 

𝑢2(𝑉𝑔𝑎𝑙𝑙𝑖𝑛𝑔̅̅ ̅̅ ̅̅ ̅̅ ̅) =
𝑢2(𝑉𝑚(𝑚𝑟))

𝑛𝑥𝑛𝑦
 (2.42.1) 

𝑢2(𝑉𝑤𝑒𝑎𝑟̅̅ ̅̅ ̅̅ ̅) =
𝑢2(𝑉𝑣(𝑚𝑟))

𝑛𝑥𝑛𝑦
 (2.42.1) 

𝑢2(𝑉𝑑𝑎𝑚𝑎𝑔𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) =
𝑢2(𝑉𝑉𝑃)

𝑛𝑥𝑛𝑦
 (2.42.1) 

2.4.3 Materials and Methods 

The theoretical framework, formerly developed, is then applied to a case 

study to assess the available methods’ performances to estimate wear volumes in a 

pin-on-disc tribological test. Tribological tests were performed using an Anton 

Paar TRB pin-on-disc tribometer. An aluminium sample and a PTFE sample were 

tested against a 100Cr6 6 mm diameter steel ball to generate wear tracks with 

different features and shape in similar testing conditions. One test was performed 

with a duration of 40 m run on each sample under 5 N load, and linear speed of 

0.05 m/s. The wear track radius was kept the same to ensure that the observed 

tribological phenomena are fully comparable, Rnom = 5 mm. Figure 34 shows the 

tribometer used to run the test, the schematic of the pin-on-disc layout and the 

appearance of the surface damage on the two samples at the end of the tests. The 

two material were chosen to provide different wear situations as Aluminium is 

known to generate debris, attached particles, and is characterized by a highly 

irregular track, whilst PTFE features a regular track, with limited galling. 
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Figure 34 (a) Anton Paar TRB pin-on-disc tribometer at DIMEAS Laboratory; (b) pin-on-disc testing 

layout; (c) wear track on the aluminium sample; (d) wear track appearance on the PTFE sample. 

Both samples were grinded and polished before the test in order to improve 

the surface finish. Table 10 summarises the main topographical and mechanical 

properties of the samples and ball material. 

Table 10 Mechanical and topographical properties of tested samples. For the samples, λs is 1 µm and F-

operator is a 2nd order polynomial, to eliminate shape introduced by manual polishing; for the ball, λs is 

2.5 µm and the F-operator a least-square fitted sphere. Vickers scales were chosen to test the same scale of 

the worn material during the pin-on-disc test; ball hardness specified by the manufacturer. 

Material 
 

Sa / µm Sq / µm Hardness 

100Cr6 (ball) 0.13 0.22 60 HRC 

Aluminium  0.31 0.40 76.89 HV 0.2 

PTFE 0.34 0.48 2.95 HV 0.025 

 

At the end of the test, the samples were accurately cleaned with acetone to 

remove wear debris and wear tracks were analyzed to calculate the volume of the 

surface damage. 

Wear, galling and total damage volumes are measured exploiting the formerly 

introduced methods and considering, for the methods based on profile 

measurements, four and eight profiles (to test the consistency of these results with 

the literature [277]). Moreover, profile measurements were considered both 

directly measured by a CS, an MS RTP-80, and extracted by a surface topography 

measurement performed by a CSI, a Zygo NewView 9000. This instrument was 

also employed to enable the application of methods based on surface topography. 

In the latter case, to consider the possible effect of the lateral resolution, two 

different measurement objectives were used: a Michelson 5.5×, with numerical 
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aperture 0.15 and pixel size d of 1.56 µm and a Mirau 20× with digital zoom at 

0.5× with a numerical aperture of 0.4 and d of 0.87 µm. In both cases, the 

stitching of several field-of-views was necessary. In real practice, the lower 

magnification would be chosen to limit the measurement time (about 15’ and 30’ 

respectively). The experimental setup and the volume measurement methods are 

summarised in Table 11 and Table 12. 

Table 11 Measurement setup for the comparison of wear volume measurement method based on profile. 

Profile-based method 
 

Standard Alternative 

R measurement Rnom �̅� - 

Number of profiles (N) 4 8 4 8 4 8 

Instrument setup CS, CSI 5.5×, CSI 20× 
 

Table 12 Measurement setup for the comparison of wear volume measurement method based on surface 

topography. 

Surface topography-

based method 
 

Automatic Volume parameters 

Instrument setup CSI 5.5×, CSI 20× 

  

Both instruments are hosted in the Technological Surface Metrology 

Laboratory of Politecnico di Torino, Italy. The contributions to measurement 

uncertainty of their metrological characteristics are summarised in Table 13 and 

estimated as type B contribution from the literature [154,156,171]. They are 

combined according to Eq.(2.1), yielding results in Table 14. 

Table 13 Contribution to measurement uncertainties of metrological characteristics of considered 

instruments. 

 CS CSI 

𝒖𝑵𝑭 / nm 35 1 

𝒖𝒙 / nm 400 100 

𝒖𝒚 / nm 400 100 

𝒖𝒛 / nm 5 10 

𝒖𝑾𝑹 / nm 3608 
902 (5.5×) 

600 (20×) 
 

Table 14 Measurement uncertainty along the measuring axes of the considered instruments. 

 CS 
CSI 

5.5× 20× 

𝒖(𝒙) / nm 3630 908 608 

𝒖(𝒚) / nm 3630 908 608 

𝒖(𝒛) / nm 35 10 10 
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Systematic differences amongst the methods in terms of their capability to 

estimate the average volume will be assessed by performing a hypothesis t-test at 

a confidence level of 95% on the difference of the estimated average volumes. 

Qualitatively same results can be obtained by comparing the uncertainty bars: a 

systematic difference can be highlighted if they do not overlap. The surface 

topography-based methods are considered the benchmark to compare results: 

although they are nonstandard methods, the measuring methods’ greater 

representativeness provide the necessary confidence to support this choice. For 

the topography-based methods’ application, ROIs were extracted manually as the 

measured region hindered automatic identification methods because of 

computational limits. 

2.4.4 Results discussion 

Figure 35 shows the surface topographies of the two inspected samples. As 

intended, PTFE is characterized by a smooth and regular wear track, whilst 

aluminium’s depth is highly irregular and additionally shows attached particles 

inside the track and severe galling at the edges. The black lines represent the 

profile extraction direction from the CSI. Figure 36 shows examples of measured 

profiles on both samples. 

 

Figure 35 Wear tracks of (a) PTFE and (b) Aluminium. 
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Figure 36 Examples of measured profiles of (a) PTFE and (b) Aluminium. In red wear, in green galling 

volume contributions. 

The comparison of the performances of the method for total damage is 

reported in Figure 37 and Figure 38, which respectively shows the results for 

PTFE and Aluminium. Error bars represent expanded uncertainty at a confidence 

level of 95% and 30 degrees of freedom, i.e., k = 2. 

 

Figure 37 Volume of damage for PTFE sample. 
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Figure 38 Volume of damage for Aluminium sample 

Total damage volume shows that for regular tracks, i.e., in the case of PTFE, 

no significant differences in accuracy performances are present (differences of the 

average values are within 5%). Profile methods for increasing profiles, 

consistently with the average volume computation and literature [277], improve 

their precision. Surface topography-based methods are inherently the best for 

precision (expanded uncertainty smaller than 1%). Considering the aluminium, 

which is characterized by a highly irregular track, the adoption of profilometric 

methods based on extracted profiles, e.g., the standard method applied on CSI 

measurements, with few profiles show poor accuracy (in some cases with 

differences between average values up to 60%). It improves by increasing the 

number of sampled profiles (again following [277]). The actual measurement of 

profiles, i.e., by a CS, significantly improves the accuracy; however, this is an 

effect that can be ascribed to the worst lateral resolution, which tends to 

overestimate areas, see a graphical depiction in Figure 39. 

 

Figure 39 Effect of lateral sampling resolution on the estimation of area. Coarser resolution (blue) 

overestimates areas. 
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Insights on the performances can be obtained by analyzing the wear and 

galling volumes. Wear volume measurement results are shown in Figure 40 and 

Figure 41, and galling volumes in Figure 42 and Figure 43. For a regular wear 

track, in which wear is the dominant phenomenon (Vwear is the 95% of Vdamage), 

accuracy amongst the methods is still acceptable (differences are within 5%). 

However, profiles methods tend to overestimate the wear slightly and 

significantly and systematically underestimate the contribution due to galling. 

This effect is due to the lower representativeness of the profile methods, limiting 

its capability to measure a small and localized phenomenon, as is galling in PTFE 

case. Conversely, a severe underestimation of wear volume results for an irregular 

track in which galling is not negligible (Vwear is the 88% of Vdamage). In this 

situation, methods based on profile extraction from topographical measurement 

can result in differences up to 10%, partially compensated when a CS instrument 

is used, due to the resolution effect. This affects the estimation of galling volume. 

Annex A report detailed results for relative accuracies between the methods 

and t-test. 

The lateral resolution also affects the uncertainty, with larger uncertainties 

associated with coarser measurement methods. 

 

Figure 40 Volume of wear for PTFE sample. 
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Figure 41 Volume of wear for Aluminium sample. 

 

Figure 42 Volume of galling for PTFE sample. 
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Figure 43 Volume of galling for Aluminium sample. 

2.4.5 Section summary 

This section dealt with the challenge of measuring wear phenomenon in the 

pin-on-disc tribological test. The standards propose methods based on the 

measurement or the extraction of profiles; in literature, methods based on surface 

topography measurements are available. However, their performances are 

unreported in terms of measurement uncertainties, which hinders a proper 

comparison of the methods. In this section, measurement uncertainties evaluation 

based on the current standardized framework of metrological characteristics of 

surface topography measuring instruments was developed. The theoretical 

framework was then exploited to compare performances of available methods and 

instruments to measure wear volumes. 

Surface topography-based methods provide a thorough description of the 

phenomenon and are the most precise. Profile methods are affected by two 

phenomena. On the one hand, the lateral resolution of the measuring instrument 

introduces systematic differences in the accuracy. Additionally, in the case of a 

CS, it provides a systematic relative overestimation of the measured volume. On 

the other hand, the sampling associated with the measurement, or the extraction, 

of few profiles generates representativeness criticalities limiting the capability of 

dealing with irregular tracks and localized galling phenomena. Therefore, also in 

terms of accuracy and robustness, surface topography-based methods were 

demonstrated to perform better. The relative high uncertainty, i.e., the low 

precision, that characterizes standard methods questions their suitability in the 

case of very low volumes, which nowadays are more and more common, e.g., 
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innovative hard coatings, composites with ceramic reinforcements, lubricated 

wear. 

Future works will exploit these results to improve understanding of the pin-

on-disc’s main influence parameters, to support the development of calibration 

standards and procedure, and to establish traceability of the method. 
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Chapter 3 

Advanced methods for surface 

mechanical characterization 

As diffusely discussed in the introduction, surface technologies aim at 

engineering surfaces to optimize and enhance the performances of components. 

This is achieved by modifying the surface to induce a change of a set of material 

properties. Amongst the several properties that can be modified, technological 

properties are particularly interesting and relevant as they ultimately control the 

performances of functional components in mechanical assemblies. Within 

technological properties, mechanical properties are of the utmost importance. 

They include the elasto-plastic behavior, fully described by the stress-strain curve 

(hence by the Young’s modulus E, the Poisson’s coefficient 𝜈, the yield stress Y, 

and the ultimate tensile stress UTS), the creep and relaxation behavior, the fatigue 

behavior, hardness, etc.  

The assessment of mechanical properties for the bulk material is necessary to 

design components. However, when considering surface interactions, they are 

equally relevant because they influence several phenomena as tribological 

performances, e.g., wear, and crack’s onset and propagation. Thus, it is core to 

control and measure them. However, conventional tests, e.g., tensile test for 

evaluating the stress-strain curve, creep test, conventional hardness test, i.e., 

Brinell, Rockwell, Vickers tests, cannot be exploited to characterize surface 

properties. In fact, they operate on larger scales, i.e., millimeters or more. 

Moreover, conventional tests require ad-hoc shaped specimens, e.g., dog-bone 

samples for the tensile test. This requirement limits their application on and 

representativeness of final components for challenging applications, as free-form 

components [287], biomedical implants, or newborn bone tissues on implants 

[288–290]. These limitations hamper their application to characterize surface 

phenomena, thin- and nano-films, and nanostructures, these being of the utmost 

relevance in contemporary manufacturing. Therefore, industry and academia have 

developed alternative methods to cope with these challenges. 
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Sonic resonance method, also known as frequency resonance method, has 

been developed since the 1960s to couple resonance frequencies of materials of 

known geometry and density to elastic properties, i.e., E, G and 𝜈 [291,292]. 

Today, it is exploited to characterize these properties by a non-destructive 

procedure and has been further developed to cope with damping properties. 

Recently, nano-tensile and nano-compression tests have been developed to 

scale the conventional test at nanoscales. However, the former are mostly 

conceived for tensile properties of free-standing thin films, and their major 

criticality is the alignment and grip of samples to guarantee uniaxial loading [52]. 

The latter exploits the fabrication and subsequent testing of micro- and nano- 

pillars of materials or directly nanotubes and reinforcement fiber, e.g., carbon 

nanotubes; these are typically carried out in SEM and focused ion beam (FIB) 

systems to couple to the mechanical test the microstructural investigation 

[52,293]. 

A large set of complex characterizations, ranging from mechanical to 

microstructural, can be achieved by depth-sensing indentation techniques, also 

known as nanoindentation or with their standardized name Instrumented 

Indentation Test (IIT) [117]. Given its great flexibility, it will be the focus of this 

chapter and will be introduced more diffusely and discussed thoroughly in the 

following section. 

Coatings characterization nowadays see the diffused employment of scratch 

test and nano tribological test that can be performed both by nanoindentation 

platforms or AFM. Scratch test aims to provide quantitative outputs to the 

outcome of traditional tests, such as peeling or scrape adhesion test. Scratch test 

was conceived in the late 1980s [294] and, amongst the other results, quantifies 

the critical load at which the coating fails, also identifying the type of failure. 

Additionally, it can provide information about viscoelastic properties of the 

coating, fracture toughness characterization, and estimates of friction coefficients 

[295,296].  

However, mechanical characterization alone may not suffice; in fact, 

mechanical properties depend on the microstructure. Therefore, often, surface 

mechanical characterizations are complemented by microstructural and chemical 

composition characterization. Typically, SEM, TEM, EDX are employed; in the 

most recent years, an innovative technique has been proposed to allow faster, 

cheaper, and non-destructive characterization of microstructure. This is the 

Spatially Resolved Acoustic Resonance (SRAS), which relies on the elastic wave 

generated by the surface of a tested specimen undergoing an acoustic excitation. 

SRAS can resolve the microstructure distinguishing between different phases and 

grain size and orientations [297–299]. 
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3.1 Instrumented Indentation Test3 

Hardness measurements can be considered semi- or non-destructive tests, 

allows the final component characterization. Therefore, the lack of ad-hoc shaped 

specimen need, along with ease and low cost of testing, enabled these 

characterization procedures to find application in several industrial fields. 

Hardness is defined as a material’s capability to resist indentation up to the onset 

of permanent deformation or cracking, respectively, for plastic or fragile 

materials. A loading and unloading cycle is performed on the sample by means of 

an indenter at a certain maximum load; when the load has been completely 

removed, a residual indentation will be present, and its surface can be related to 

the material hardness, which can be computed as the ratio between the maximum 

test load and the residual indentation area. 

Brinell first introduced hardness test in 1900. Later, alternatives, such as 

Rockwell (1922), Vickers (1935), Knoop (1939), and Martens (2000) hardness 

were developed, featuring different indenter shapes and procedures to characterize 

the material at low loads, down to micro-scale [300,301]. Hardness measurements 

find technological and metallurgical application because, in addition to 

tribological properties, they enable the estimation of the relationship between 

measured quantities and material characteristics, such as yield strength, elastic 

modulus, creep, and resilience [300]. 

Since the late 1980s, miniaturization and surface technologies became 

prominent in industry and academia, the need for characterizing smaller, i.e., 

nano, scale arose. However, conventional hardness scales based on optical 

methods to determine residual indentation area proved to be either non-effective 

due to limited lateral resolution or overly time consuming [117]. This promoted 

the development of so-called depth-sensing indentation. Amongst them, 

Instrumented Indentation Test (IIT) can be found. IIT was early developed in the 

mid-’70s in the former Soviet Union [117,302], even though, because of 

contingencies, it was not until the late ‘80s and early ‘90s, thanks to the works of 

Doerner and Nix [303] and Oliver and Pharr [304], it was capable to arose actual 

interest in the research and industrial community. 

IIT is one of the most appealing mechanical characterization techniques. It 

consists of a semi-destructive test, which requires limited sample preparation and 

can be performed on the final product. It allows to achieve a thorough multiscale 

mechanical characterization, i.e., ranging from grain to bulk properties, in terms 

of Young’s modulus, hardness, creep, relaxation, and stress-strain behavior [117]. 

Nowadays, nano-indentation is exploited to optimize manufacturing processes by 

characterizing related products. It finds applications in characterizing 

 
3 Part of this section was also previously published in: Maculotti G, Genta G, Lorusso M, 

Pavese M, Ugues D, Galetto M (2019) Instrumented Indentation Test: Contact Stiffness 

Evaluation in the Nano-range Nanomanufacturing and Metrology, 2:16-25 and in  Galetto M, 

Genta G, Maculotti G (2020) Single-step calibration method for nano indentation testing machines 

CIRP Annals, 69:429-432. 
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microstructures by quantitatively distinguishing different phases [305] and 

precipitates [306], and estimating the characteristic dimension of the 

microstructure for both mono-[307,308] and poly-crystalline materials [309]. IIT 

is applied to multi-layer materials to assess the effective thickness and mechanical 

properties, decoupling the coating and substrates’ contribution [310,311]. It is 

capable of estimating residual stresses [312], characterizing micro- and nano-

structures, e.g., MEMS and NEMS [313], also in terms of fracture toughness 

[314]. Moreover, with proper modifications, it is capable of estimating the stress-

strain curve [315], identifying microstructural change under the load application 

[316], and characterizing damping properties, i.e., dynamic elastic modulus, of 

materials [317,318]. 

Considering the broad characterization capabilities and its limited 

destructiveness, IIT seems suitable for online quality controls and rapid set-up of 

manufacturing processes and was standardized by the ISO 14577, latest updated 

in 2015. The standard covers four parts: testing procedure [319], calibration of 

testing machines [320], calibration of reference blocks [321], and coating testing 

[322]. The latter is the latest update results and is the outcome of the European 

project INDICOAT [323]. Moreover, the ISO published in 2008 a technical 

report, ISO 29381:2008 [324], to outline methods that can be adopted for 

estimating true stress-strain curves from instrumented indentation testing. 

The base technique will be presented in the following, first highlighting main 

influence factors and criticalities, and then outlying main research perspectives 

and challenges for applications. 

3.1.1 Measurement method 

IIT consists of performing an indentation on a sample by applying a loading-

holding-unloading cycle. The applied force, F, and the related displacement of the 

indenter in the material, h, are measured during the cycle. The material’s 

characterization is then achieved by analyzing the indentation curve (IC), i.e., the 

F(h) curve, see Figure 44. 

 

Figure 44 Example of IC: loading from first contact h0, holding at maximum load Fmax for creep compensation, 

unloading from maximum penetration hmax and the residual indentation depth hp. 
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The measurement of h during the whole test allows resolving hardness, for 

whom IIT was originally conceived, and other mechanical properties at nano-

scales, where optical resolution hampers the application of traditional methods 

[117,304]. The synchronous measurement of F, and resulting h, is usually 

obtained by a high-accuracy three-plate capacitive transducer [117,304]; see, as 

reference, the typical scheme of an indentation platform in Figure 45. 

 

Figure 45 A commercial indentation platform (Hysitron TriboScope) detail of the indentation head and 

scheme. 

Depending on the electronic circuit input, the cycle can be performed in force 

or displacement control. With reference to Figure 46 and a force-controlled cycle, 

the two fixed (drive) plates (violet and blue) are the electrodes driven by two AC 

voltage signals with the same amplitude and a phase shift of 180°. This design 

makes zero the electric field potential at the mid (floating) plate (red), which is 

connected to springs (green), for a mechanical guide, and to the output electrode. 

Force is applied electrostatically by a DC voltage bias at the lower plate. The 

three-plate design generates a linear electric field voltage. Because the input 

impedance is significantly larger than the output’s, the floating electrode electric 

potential is the same as the electric field at its location. Thus, by continuously 

recording the input voltages, e.g., both the AC and the DC, at the drive plates and 

the resulting output voltage at the floating plate, its resulting displacement can be 

retrieved by the known, by design, electric field. This design aims to provide high 

sensitivity, a large dynamic range, a linear output signal, and small sensitivity to 

vibration by means of a low mass of the transducer mid-plate. 
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Figure 46 Three-plate transduce actuation diagram. Courtesy of Hysitron Inc. 

IIT is classified, according to ISO 14577-1:2014 [319] based on the force 

range and indentation depth as summarized in Table 15: 

Table 15 IIT range classification. 

IIT range 
 

Specification 

Macro range 2 N ≤ F ≤ 30 N 

Micro range F < 2 N, h > 0.2 µm 

Nano range h ≤ 0.2 µm 

 

Amongst the several possible characterization outputs, the indentation 

hardness, HIT, and the indentation modulus, EIT, i.e., an estimate of the Young 

modulus E of the material, are the most commonly reported. They are defined in 

Eq.(3.1) [319]:  

𝐻𝐼𝑇 =
𝐹𝑚𝑎𝑥

𝐴𝑝(ℎ𝑐,𝑚𝑎𝑥)
 (3.1.1) 

𝐸𝐼𝑇 = 
1 − 𝜈𝑠

2

2√𝐴𝑝(ℎ𝑐,𝑚𝑎𝑥)

𝑆√𝜋
−
1 − 𝜈𝑖

2

𝐸𝑖

 
(3.1.2), 

where, νi and νs respectively are the Poisson’s modulus of the indenter and tested 

material, Ei is the indenter Young’s modulus, S is the contact stiffness, i.e., the 

sample stiffness, and Ap is the projection, on the sample surface, of contact area 

between the indenter and the specimen. 

S can be computed by modeling the indenter-sample system as a couple of 

ideal springs representing the testing machine and the sample, respectively, with a 

compliance Cf and 1/S [117,325]. The system’s total compliance, 
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𝐶𝑡𝑜𝑡 = 𝐶𝑓 +
1

𝑆
 (3.2.1) 

𝑆𝑚 =
1

𝐶𝑡𝑜𝑡
=
𝜕𝐹

𝜕ℎ
|
ℎ𝑚𝑎𝑥

 (3.2.1) 

 is obtained as the reciprocal of the measured total stiffness, Sm, which is the 

slope of the tangent to the unloading curve at its onset (see Figure 44), and can be 

evaluated according to standard methods [319]. 

The measurement of h during the whole test allows expressing Ap as a 

function of the corrected displacement hc. Literature requires to correct h, as per 

Eq.(3.3), to account for the zero error (h0) and the elastic deformations 

respectively of the indentation testing machine (𝐶𝑓𝐹) and of the sample surface 

(휀(𝐶𝑡𝑜𝑡 − 𝐶𝑓)𝐹, where 휀 is a shape factor depending on the indenter type, e.g., for 

Berkovich indenter, it is 0.75) [319,325]. 

ℎ𝑐 = ℎ − ℎ0 − [𝐶𝑓 + 휀(𝐶𝑡𝑜𝑡 − 𝐶𝑓)]𝐹 (3.3) 

The functional form of Ap depends on indenter geometry. In the most typical 

case of a modified Berkovich indenter, i.e., a tetrahedron with a dihedral angle of 

130.56° (see Figure 47), or a Vickers indenter, square-base straight pyramid with 

the same dihedral angle, it is 𝐴𝑝(ℎ𝑐) = 24.5ℎ𝑐
2 [319]. Berkovich indenters are 

preferred for nanoindentation because having only three faces better determines 

the vertex and reduces the tip offset; Vickers indenters are equally employed for 

micro- and macro-range. 

 

Figure 47 Left: Berkovich indenter geometry (θ is half tip dihedral angle). Right: image of Berkovich 

indenter obtained with a Scanning Electron Microscope (SEM) 

However, due to wear and deviation from ideal geometry, e.g., tip blunting 

and offset, a more general form can be written as in Eq.(3.4) [320,326,327]: 

 𝐴𝑝(ℎ𝑐) = ∑𝑎21−𝑛(ℎ𝑐)
21−𝑛

8

𝑛=0

 (3.4). 
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Furthermore, Ap is related to the reduced Young’s modulus, Er, according to 

the following equation [319]: 

𝐴𝑝(ℎ𝑐,𝑚𝑎𝑥) =
𝜋𝑆2

4𝐸𝑟2
=

𝜋

4𝐸𝑟2(𝐶𝑡𝑜𝑡 − 𝐶𝑓)
2 (3.5.1) 

1
𝐸𝑟
⁄ =

1 − 𝜈𝑠
2

𝐸𝑠
+
1 − 𝜈𝑖

2

𝐸𝑖
 (3.5.2). 

Further mechanical characterization, according to the standard, can be 

obtained. The indentation creep, CIT, estimates the material creep by considering 

the indentation depth change during the holding phase relative to the initial depth, 

as in Eq.(3.6.1). If a displacement-controlled cycle is performed instead, the force 

variation during the hold phase measures the indentation relaxation RIT, i.e., 

estimates the material relaxation behavior, as in Eq.(3.6.2): 

𝐶𝐼𝑇 =
ℎ2 − ℎ1
ℎ1

× 100 (3.6.1) 

𝑅𝐼𝑇 =
𝐹2 − 𝐹1
𝐹1

× 100 (3.6.2). 

3.1.2 Main influence factors 

This section will address an overview of the most critical factors that may 

influence an instrumented indentation test’s results. 

Test piece topography 

Because IIT ultimately relies upon identifying the projected contact surface, it 

is core to guarantee contact condition as much as possible resembling theoretical 

requirements, i.e., surface orthogonal to the loading direction.  

Therefore, samples according to the standard must be flat or should guarantee 

this condition in the indentation neighborhood. When performing 

nanoindentations, the surface roughness may introduce deviations from this 

condition. The standard requires, to guarantee adequate precision, accuracy and 

avoid biased results, to achieve maximum indentation depth in excess of twenty 

times of Ra. Thus, samples are required to be lapped and polished. However, 

sometimes this may not suffice; therefore, literature proposes several models to 

cater for surface roughness and correct measurement results accordingly [328–

331]. The standard does not include or recommend their adoption as they seem to 

lack in generality and robustness, as they are mostly based on profile roughness 

parameters, e.g., Ra. 
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Edge effects 

The indentation procedure generates plastic phenomena in the material within 

a region in the indenter application’s neighborhood. The plastic flow of the 

material coupled with the physical constraint set by the indenter’s presence itself 

generates deformations at the edge of the indentation. Empirically, the material 

can tend to pile up or sink in at the edges, resulting in severe discrepancies from 

the theoretical shape of the indentation, see Figure 48. Cheng and Cheng [332] 

and Oliver and Pharr [327] demonstrated, respectively for Vickers and Berkovich 

indenters and for spherical indenters, that these phenomena depend on the strain-

hardening capability of the tested materials; so that low strain-hardening materials 

tend to pile up against the indenter, whilst high strain-hardening materials behave 

oppositely. 

 

Figure 48 (a) pile-up and (b) sink-in effect on indenter shape (adapted from [333]). 

Literature [327,332–334] reports different methods, although not included in 

the standard, which shall be catered for when the material under test is known to 

promote severe edge effect. Thus, reference blocks are out of materials, such as 

fused silica, tungsten, sapphire, which are not affected by these phenomena, to 

avoid edge effect altogether. 

Moreover, in everyday practice, the literature also suggests characterizing 

properties independent from the absolute value of the corrected contact depth that 

may be affected by edge effects. The adoption of the F/S2 ratio is reported by 

Oliver and Pharr [327]. Thanks to its independence from the evaluation of the 

indenter area function, as is shown in Eq.(3.7), obtained recombining Eq.(3.1) and 

Eq.(3.5): 

 
𝐹

𝑆2
=
4

𝜋

𝐻𝐼𝑇
𝐸𝑟2

 (3.7). 

Indentation size effect 

The plastic flow of material is due to both strain and strain gradient, as the 

material flow is constrained and hence dependent on length scales, i.e., the 

available geometric dimension [335]. Therefore, flow stress can be explained by 
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the motion of statistically stored dislocations, e.g., dislocation motion due to 

homogeneous strain, and geometrically necessary dislocations, i.e., dislocations 

created by strain gradient or curvature of crystalline lattice due to the length scales 

[335]. 

These phenomena are responsible for the so-called indentation size effect 

(ISE), i.e., the apparent dependence according to inverse proportionality, of the 

hardness on the penetration depth. Nix and Gao [307] proposed a model for the 

correction of this phenomenon, which relies on identifying a critical length scale 

below whom ISE occurs. Later, exploiting this framework, Hou and Jennet 

developed models to estimate the characteristic dimension of the microstructure 

for both mono-[307,308] and poly-crystalline materials [309]. 

Reference block materials are preferred to be amorphous, e.g., fused silica, to 

avoid ISE. 

Evaluation of measured contact stiffness 

The measured contact stiffness, Sm, is defined, see Eq.(3.2) as the slope of the 

tangent to the force-displacement unloading curve at the onset of the unloading. 

Its evaluation is critical because it resulted to be often one of the major sources of 

uncertainty for the mechanical characterization based on instrumented indentation 

test [325,336] at very low loads, see Figure 49. Moreover, it has a further indirect 

contribution from the calibration of the testing equipment, as it intervenes in 

evaluating the frame compliance, Cf, which is consequently another main 

contributor to measurement uncertainty [337] and is a parameter that has to be 

calibrated [320]. 

 

Figure 49 Relative contribution of main influence factor to the U(EIT) at different loads: Sm dominates 

low load, Cf and estimation of indenter area shape function parameters higher loads (adapted from [336]). 

To evaluate the Sm, literature and standards require the unloading curve to be 

fitted according to a pre-defined mathematical model, which has to be 

differentiated and computed in the point corresponding to the onset of unloading. 

Four models have been proposed, which are the linear extrapolation (LE) [303], 
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the power-law method (PL) [304,327], the sinus (SN) [325] and the logarithmic 

(LN) [336] model. 

The models have been defined catering for different solutions of the 

Boussinesq’s problem, e.g., solution of the stress-displacement field generated by 

a concentrated load, applied orthogonally to the surface of an elastic half-space, 

which models the indentation. In fact, indentation with punches of arbitrary 

geometry can be reduced to Boussinesq’s problem [338]. 

LE has been defined by Doerner and Nix [303] considering that an 

indentation, at least in the neighborhood of unloading onset, can be well 

approximated by the Hertzian solution, i.e., flat punch geometry. This 

approximation implies that the contact area is constant and that a linear function 

can model the unloading curve. 

However, Oliver and Pharr [304,327] observed that the unloading curve is far 

from being linear; therefore, according to general Sneddon’s solution of 

Boussinesq’s problem [338], 

 𝐹 = 𝛽ℎ𝑚 (3.8.1), 

 they suggested adopting a non-linear fitting with a power-law (PL) 

relationship,  

 𝐹 = 𝐵(ℎ − ℎ𝑝)
𝑚

 (3.8.2), 

where β and B are material parameters, hp is the residual indentation depth (Figure 

44), and m depends on indenter geometry (e.g., it is equal to two in the case of 

conical and pyramidal indenter). However, both LE and PL present shortcomings. 

In fact, the former tends to evaluate the secant rather than the derivative of the 

unloading curve, which results in underestimating the contact stiffness, despite 

being associated with small measurement uncertainty. On the other hand, the 

latter, due to the presence of the residual indentation depth parameter, whose 

evaluation is highly uncertain, provides results that are unsatisfactory from the 

measurement uncertainty perspective. 

Therefore, improvements in LE methods have been recently defined to cater 

for experimental curvature [325,336]. They require the unloading curve to be non-

linearly fitted according to sinus or logarithmic models,  

 𝐹 = 𝐹𝑚𝑎𝑥 −
1

𝑘𝑌
sin(𝑘𝑋(ℎ𝑚𝑎𝑥 − ℎ)) (3.9.1) 

 𝐹 = 𝐹𝑚𝑎𝑥 −
1

𝑘𝑌
ln(𝑘𝑋(ℎ𝑚𝑎𝑥 − ℎ)) (3.9.2) 

where hmax is the maximum indentation depth (Figure 44), and kX and kY are fitting 

parameters, which account for sample material and indenter geometry. 
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Indenter area function 

The analytical dependence of the projected contact area on the penetration 

depth is the key of depth-sensing techniques, ultimately enabling to overcome 

limits set by lateral resolution of optical instruments necessary in conventional 

hardness measurements. Therefore, the determination of the indenter area function 

is of primary importance. 

As formerly discussed and according to Oliver and Pharr [327], polynomial 

models, as in Eq.(3.4), that describe the deviation from ideal geometry of the 

indenter, can be used for different indenter geometries, depending on the 

considered terms. In fact, for Vickers of Berkovich indenters ideal case is 

represented by 𝑛 ∈ {0}, i.e., 𝑎2ℎ𝑐
2; for paraboloid of revolution the sole 𝑛 ∈ {1}, 

i.e., 𝑎1ℎ𝑐; whilst for spherical indenters, 𝑛 ∈ {0,1} should be used, with 

appropriate choices of the constant terms. For macro-range, negligible errors are 

introduced by considering the ideal indenter shape. When operating at micro- and 

nano-range, simple deviation from ideality can be effectively described for cone 

or pyramids by the use of the first three terms, 𝑛 ∈ {0,1,2}, i.e., 

𝑎2ℎ𝑐
2 +  𝑎1ℎ𝑐+𝑎1/2ℎ𝑐

1/2
, or by setting a further approximation to cater for 

possible small flat regions at the tip, i.e., 𝑎2ℎ𝑐
2 +  𝑎1ℎ𝑐+𝑎0 [339]. 

The complete model with nine terms is rarely adopted in literature for its 

difficult handling; the standard allows the adoption of a spline function, which 

provides best calibration performances but does not allow simple management of 

uncertainty evaluation [336]. 

For nanoindentations, the choice of the indenter area function model is 

definitively not trivial. However, the literature does not report the metrological 

performance assessment of the model choice on the characterization results to the 

writer’s best knowledge. 

Differently, Barbato et al. [336] showed that the calibration of indenter area 

function parameters is critical as the area function parameters are one of the main 

contributors to measurement uncertainty of the mechanical characterization, as 

summarised in Figure 49. 

Indentation curve parameters 

The appropriate choice of the indentation curve parameters, i.e., loading pro 

(linear, quadratic, etc.), duration of loading, holding, and unloading phase, is of 

the utmost relevance. In fact, these impact the stress flow and affect the 

mechanical characterization. The standard suggests adopting linear loading and 

unloading profiles in quasi-static conditions, and a typical indication is 60 s per 

phase. 

The holding phase is critical as it has been added to compensate for creep 

phenomena. Too short holding may result in creep that can be highlighted in the 

IC by the presence of a characteristic nose at the onset of the unloading, which 

ultimately hinders the contact stiffness evaluation. The selection of holding time is 
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strictly dependent on the tested material, and some practical indications can be 

found in [340]. 

First contact point identification 

To provide accurate and unbiased mechanical characterization, the evaluation 

of the first contact point, h0, is fundamental. The identification is critical because 

it is the first contact point with a sensed contact stiffness that is, consequently, 

infinite, and with the possibility of elastic rebound and instability if the approach 

speed is too high. According to the standard, two methods are available: either by 

a quadratic linear least-square fitting of the first 10% of the loading curve or by 

identifying the first significant increase in the sensed contact stiffness. 

Alternatively, Barbato et al. [341] proposed a segmented regression, which proved 

to yield better reproducibility of the detection [342]. 

3.1.3 Non-standard characterizations 

Although the instrumented indentation test has been developed for almost half 

a century, several improvements are currently being proposed and significantly 

extend IIT’s characterization capabilities. 

True stress-strain curve determination 

Historically, since Brinell test introduction, hardness tests aimed to evaluate 

tensile properties through a non-destructive test [343]. The adoption of pyramidal 

indenters generates an auto-similar state of stress, i.e., a stress field constant and 

independent from the penetration depth. In fact, for ideal pyramidal indenters, 

according to Sneddon’s solution of Boussinesq’s problem [338], the loading force 

is quadratic with respect to the penetration depth, and the projected contact is also 

a quadratic function of h. Thus, constant stress results. This relationship does not 

hold anymore if a spherical indenter applies the load. This allows testing several 

stress states depending on the penetration depth. Literature has developed 

approaches that enable IIT to estimate true stress-strain curve. They need the 

availability of stress and strain representative models, which requires the prior 

knowledge of several parameters dependent on material, and a correct estimation 

of Ap(hc) [344], e.g., unbiased from edge effects. Provided those caveats,  fitting 

(according to the material’s constitutive equation) several IC curves obtained 

indenting at different maximum loads, yields the stress-strain curve [345–347]. 

However, true strain models’ determination is complex and, currently, the object 

of research [348–350]. Other numerical methods are available based on inverse 

finite element analysis or neural networks, though with greater computation 

capability and different criticalities. A major issue related to inverse FEA is 

determining the relevant scales of the problem and may or may not require prior 

knowledge of some material parameters [351,352]. The last method is the most 

demanding, as it requires specific knowledge to train the network based on a 
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consistent amount of physical and computer experiments, i.e., FEM, to make the 

prediction robust to experimental error [324,353]. 

Dynamic indentation 

Dynamic indentation, also known as Continuous Measurement of Contact 

stiffness (CMC) or Sinus Mode, allows the measurement of contact stiffness and 

hence mechanical properties during the whole test. It requires performing multiple 

indentation tests at the same location with an increasing maximum load and 

superimposing to the loading profile a sinusoidal oscillation at a relatively high 

frequency, e.g., 60 Hz. The approach, proposed by Oliver and Pharr [327], 

requires calibrating the indentation testing platform’s dynamic properties and, 

once performed the test, decoupling by dynamic analysis the tested material’s 

harmonic response from the platform’s characteristic response. Dynamic 

indentation allows characterizing materials in the orthogonal direction with 

respect to the tested surface, thus avoiding sectioning the sample, to test the core 

of the material, which is relevant to distinguish residual stress affected zones after 

machining or different layers in multilayer coating [310,354–356] 

High-speed indentation 

Indentation platforms typically feature a motorized stage that allows 

performing grids of indentations that can be exploited to map the mechanical 

properties over the investigated area. Costantinides et al. [357] and Randall et al. 

[358] showed that it is possible, by deconvoluting the statistical distribution, to 

distinguish different phases and their interfaces through nanoindentation 

characterization. 

However, performing indentation matrixes is time-consuming, and the 

industry requires high-throughput measurements. Therefore, high-speed 

nanoindentation systems are currently being developed [359–362]. These allow 

performing a complete indentation in about 1 s. The characterization’s criticality 

is the correction of the dynamic phenomena, i.e., damping of the indentation head, 

the indenter’s inertia, and dynamic contact between the indenter and the 

specimen. Although this characterization method provides extremely appealing 

capabilities, is broadly sponsored by platform manufacturers, and is used in 

academia and industry, it still requires a thorough metrological characterization 

and methods for its calibration to guarantee its traceability. 

Electrical contact resistance method 

Materials are known to undergo phase transformation under high stresses, 

e.g., in some machining process setups. Identifying the limit stress and the study 

of the phase change paths is of the utmost importance to optimize the 

manufacturing processes. For example, in the case of non-metallic materials, 

silicon proved to experience a phase change under the application of high 

pressures, tens of gigapascals, resulting in substantial modification of its 
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mechanical and electrical properties, result of great interest for electronic industry. 

Phase changes can be induced by nanoindentation. Moreover, literature [363–367] 

has shown that performing indentations on a conductive material by conductive 

diamond indenters can support these investigations. In fact, electrical current and 

voltage through the system can be measured by these conductive elements, in 

addition to force and indenter displacement. The electrical quantities analysis 

supports the identification of phase change in the materials, aiding the study of the 

conditions that trigger these changes. 

More recently, the measurement of electrical quantities has been exploited to 

create redundancies in the measuring system to improve the contact area’s 

estimation [368–370]. This latter solution is little investigated in literature and 

may also provide definitive advantages from the metrological perspective. 

3.2 Metrology advancements for Instrumented 

Indentation Test 

Instrumented indentation test offers a wide range of characterization 

capabilities, with few limitations and sample preparation requirements. Several 

equipment manufacturers are present worldwide, e.g., Anton-Paar (A), Hysitron 

(USA), MicroMaterials (UK), Brucker (D), and its market in  the sole Europe is 

estimated to be around 13 M€. 

However, in order to make this appealing technique exploitable for quality 

controls, traceability is necessary. Results must be provided to the users with 

confidence that they are repeatable and comparable between different platforms 

and plants. 

The first step towards this is international inter-laboratory comparison. Since 

the introduction of the technique, two inter-laboratory comparisons were 

sponsored by the CIRP. The first between 1993 and 1997 [371] and the latter, 

after the publication of the ISO standard, between 2005 and 2009 [353]. This 

showed that despite the standard’s introduction, which also defined calibration 

methods, significant differences in both accuracy and precision amongst the 

participants were shown in determining EIT and HIT. Results showed a 

reproducibility as high as 30% at low forces, i.e., 10 mN, and 15% at 1 mN on HIT 

and of 15% on EIT, with expanded uncertainties exceeding 30% at lower loads, in 

some cases. 

Therefore, before addressing further developments, it is necessary to improve 

the standard technique’s metrological performances. 

This section will propose methods to support the development of IIT in this 

sense by investigating the main contributors to measurements uncertainty, i.e., the 

measured contact stiffness Sm, and the calibration of frame compliance Cf and of 

the parameters of the indenter area shape function. 
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3.2.1 Direct evaluation of contact stiffness4 

The measured contact stiffness Sm is as the slope of the tangent to the force-

displacement unloading curve at the onset of the unloading, as in Eq.(3.2), and 

according to Barbato et al. [336] is one of the main influence factors to the 

measurement uncertainty of the mechanical characterization from IIT. 

As reported in the former section, the literature reports several methods to 

estimate Sm. However, when coming at a throughout comparison, methods are 

affected by bias (LE and SN) or high uncertainty (PL) or show little agreement 

with each other (LN is particularly critical) [336], as in Figure 50. These 

shortcomings add to the formerly mentioned limitations in representing the 

unloading curve, i.e., LE evaluates the secant and not the tangent to the unloading, 

and PL depends on the portion of the unloading curve. 

 

Figure 50 Performances of literature methods in estimating Sm of fused silica and tungsten at 10 mN 

(adapted from [336]). PL is evaluated on different length portion of the unloading curve. 

Therefore, when the Sm evaluation models’ compatibility is addressed, critical 

conditions are highlighted that prevent from concluding on an absolute preference 

of a model with respect to the others [336]. In fact, independently from the 

adopted mathematical model, the literature’s procedures present an inherent 

criticality due to the parameter to be computed. Sm evaluation requires the 

interpolated model to be differentiated, considering its definition. However, even 

though regression minimizes the sum of squared residuals, it does not guarantee 

any derivative properties. Furthermore, literature [336] demonstrated that the 

fitting operation residuals are characterized by a trend that limits fitting adequacy. 

Thus, it is suggested to consider direct derivative evaluation to provide a 

metrological evaluation consistent with the parameter definition. 

 
4Part of this section was also previously published in: Genta G, Maculotti G, Barbato G, Levi 

R, Galetto M (2018) Effect of contact stiffness and machine calibration in nano-indentation testing 

Procedia CIRP, 78:208-212 and in Maculotti G, Genta G, Lorusso M, Ugues D, Galetto M (2019) 

Instrumented Indentation Test: Contact Stiffness Evaluation in the Nano-range 

Nanomanufacturing and Metrology, 2:16-25.  
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Methodology 

Consequently, the derivative of the unloading force-displacement curve, F(h), 

should be evaluated at the start of unloading. However, this is not a trivial issue 

because of the derivative computation’s sensitivity to spikes and the measurement 

noise of the signal to be differentiated. Literature has faced this issue and 

introduced several solutions that have been later developed to solve differential 

equations [372]. Algorithms are generally based on the requirement for smoothing 

local disturbances, which may be due to measurement noise. This is usually 

achieved by average weighting incremental differences evaluated on different 

interval width in the studied point neighborhood. 

In this dissertation, the algorithm proposed by Fornberg [373] has been 

adopted. It computes the derivative of a signal, f’, as a function of the signal itself, 

f, as stated in Eq.(3.10) by means of weights calculation. 

 
𝑑𝑀𝑓

𝑑𝑀𝑥
|
𝑥0

≈∑𝛿𝑁,𝜈
𝑀 𝑓(𝛼𝜈)

𝑁

𝜈=0

 (3.10.1) 

 𝛿𝑛,𝜈
𝑚 =

(𝛼𝑛 − 𝑥0)𝛿𝑛−1,𝜈
𝑚 − 𝛿𝑛−1,𝜈

𝑚−1

𝛼𝑛 − 𝛼𝜈
 (3.10.2) 

The algorithm requires specifying the derivative order M, which in this case 

has been set to 1, and a precision order N, set to 20, in this case. M and N define 

the node vector α in which the function is computed. The algorithm computes the 

weights as a function of m, yielding from zero to M, and n, from m to N, and αν. 

However, to reduce measurement uncertainty, a devoted procedure (named 

DM, derivative method) has been applied. First, to reduce spikes, i.e., outliers, and 

measurement noise, force and displacement signals have been filtered by a 

mobile-average filter. Second, to provide reasonable uncertainty, the derivative’s 

trend was evaluated by applying Fornberg algorithm to the filtered signal in a 

suitably long interval. Finally, Sm has been evaluated by computing, at the onset of 

unloading, the fitting curve of the derivative trend obtained by non-linear 

regression with a power-law model, as in Eq.(3.11), with a proper change of 

reference system set in hmax to reduce uncertainty. This choice depends on the fact 

that, because hmax is defined at the intercept between a plateau (the hold phase of 

the indentation curve) and a power-law curve in a point with derivative different 

from zero (onset of unloading), it yields to a less uncertain evaluation with respect 

to hp, which is instead at the intercept of the x-axis and a point with an almost null 

derivative of the unloading curve [325,336]. 

 
𝜕𝐹

𝜕ℎ
= 𝛽𝑚ℎ

𝑚−1 = 𝛽𝑚(ℎ𝑚𝑎𝑥 − 𝐻)
𝑚−1 (3.11.1) 
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 𝑆𝑚 =
𝜕𝐹

𝜕ℎ
|
ℎ𝑚𝑎𝑥

= 𝛽𝑚 (3.11.2) 

This procedure is necessary to cope with the low number of available points 

in the neighborhood of the start of unloading and provide the evaluation with an 

uncertainty assessment. DM is applied to the unloading curve portion ranging 

from 98% to 20% of the maximum applied force in line with the standard 

application of PL [319,374]. 

Following the approach followed in literature for other models [336], the 

standard uncertainty of the estimation of Sm based on DM is obtained by 

propagating uncertainties according to GUM [286], see Eq.(2.18), on the model of 

Eq.(3.11), exploiting the parameters’ estimate standard error of the regression as 

the standard deviation of the parameters 𝛽and 𝑚, and the noise floor of the 

displacement sensor as standard deviation of the displacement: 

 𝑿 = [
β
𝑚

ℎ𝑚𝑎𝑥 − ℎ𝑚𝑎𝑥

] (3.11.3) 

 𝒄 = [

𝑚
β

𝛽𝑚(𝑚 − 1)
] (3.11.4) 

 𝑽𝑪𝑽 = [

𝑆𝐸2(β) 0 0

0 𝑆𝐸2(𝑚) 0

0 0 𝑢2(ℎ)

] (3.11.5) 

 𝑢2(𝑆𝑚) = 𝑚2𝑆𝐸2(β) + β2𝑆𝐸2(𝑚) + (𝛽𝑚(𝑚 − 1))
2
𝑢2(ℎ) (3.11.6). 

However, numerical evaluation of the derivative is severely affected by 

random measurement errors, making high measurement uncertainty expected. 

Therefore, alternative approaches have been investigated to overcome this 

possible issue. They are based on the robustness of the secant evaluation of the 

F(h) unloading curve. These approaches can be exploited to evaluate the 

derivative trend to extrapolate the contact stiffness through linear regression, 

according to Sneddon [338], by considering secant, di, at different positions. In 

particular, two further methodologies have been considered. 

The first (named S1, secant 1) evaluates the secant at different positions as the 

slope of the regression line of a portion, or window, of the unloading curve that 

yields from the start of unloading to an increasing distance from it, see Figure 

51(a). 

On the other hand, the second (named S2, secant 2) evaluates the regression 

line on portions, or window, of the unloading curve of the same width, expressed 

as a number of considered points, but centered on different locations, see Figure 

51(b). 
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Figure 51 (a) Method S1 applied to unloading indentation curve: * start of windows, + end of windows 

at different distances from onset of unloading. (b) Method S2 applied to unloading indentation curve: * centre 

of windows, different colours highlight position of different windows. Reference system has been changed 

according to methodology proposed for SN and LN. Test performed on fused silica at 10 mN. 

Once the secants have been computed, they must be fitted; however, 

uncertainty associated with secant evaluation at different positions has to be 

accounted for properly. In fact, the standard deviation of the slope of the 

regression line, 𝑠(𝑑𝑖), is related to the number of fitted points. Moreover, when 

considering secant evaluation near unloading onset, greater uncertainty has to be 

expected due to the noisier signal generated in this transient operating condition of 

the force-displacement transducers. Therefore, to introduce uncertainty effect in 

the extrapolation of the derivative trend, linear fitting is applied to a point cloud 

built as follow: at the different locations at which secants are computed, a set of 

one hundred points extracted from a normal distribution 𝑁(𝑑𝑖 , 𝑠(𝑑𝑖)) are 

considered. The assumption of a normal distribution is supported by the 

preliminary application of a mobile-average filter to the measured force and 

displacement signals devoted to eliminating measurement noise and outliers and 

verifying the absence of significant systematic components affecting the 

measurements and hence slope. 

For both S1 and S2 methods, to be consistent with linear derivative 

approximation, only the initial part of the unloading indentation curve is 

considered, by properly choosing the width and position of curve portion, i.e., 

centering windows from 2.5% to 15% with steps of 2.5%, which are exploited for 

secant evaluation. Considering the previous discussion about the requirement of a 

trade-off between accuracy and precision, for S2, a window width of 10% of 

unloading curve length was considered appropriate. Similarly, trial and error 

suggested adopting a symmetric window wide ten points per side to apply the 

mobile-average filter. Positions of the windows for secants evaluations are 

summarised in Table 16. 

S1 and S2 ultimately estimate Sm as the intercept of the evaluated model and 

estimate its standard uncertainty from the standard error of the intercept estimated 

by the regression. 
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Table 16 Window width and center adopted for M2 and M3 expressed with respect to unloading curve 

length and from start of unloading, respectively. 

S1 
 

S2 

i Window 

width 

Window 

centre 

i Window 

width 

Window 

centre 

1 5% 2.5%    

2 10% 5% 1 10% 5% 

3 15% 7.5% 2 10% 7.5% 

4 20% 10% 3 10% 10% 

5 25% 12.5% 4 10% 12.5% 

6 30% 15% 5 10% 15% 

Experimental setup 

The three methodologies introduced in the previous subsection have been 

applied to nano-indentations performed on both a reference material, i.e., fused 

silica (Young’s modulus of (73.3±0.6) GPa), and a high-alloyed bearing steel, i.e., 

Ferrium® C61 (Young’s modulus of (205±2) GPa). Indentations were performed 

at two different load levels, 10 mN and 5 mN. The above mentioned Young’s 

modulus values and the relevant uncertainties were obtained by resonance 

frequency method. Indentations were performed at the Istituto Italiano di 

Tecnologia (IIT) and at Oklahoma State University (OSU) with two different 

testing machines platforms manufactured by Hysitron, i.e., respectively the 

TriboScope and the Triboindenter TI 950, shown in Figure 45 and Figure 52. 

These indentation platforms mount a three-plate capacitive force-displacement 

transducer and are characterized by the metrological characteristics reported in 

Table 17.  

Table 17 Metrological characteristics of a three-plate force-displacement transducer of Hysitron 

TriboScope and TI 950. 

 TI 950 TriboScope 

Maximum force / mN 10 10 

Load resolution / nN 1 1 

Load noise floor / nN 100 75 

Maximum displacement / µm 5 5 

Displacement resolution / nm 0.04 0.006 

Displacement noise floor / nm 0.2 0.2 

 

The adoption of two instruments to indent different calibrated specimen of the 

same standard material is aimed to test the generality of results. Indentation 

performed on reference material and steel were repeated ten times in order to cater 
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for reproducibility. Data were processed by authors’ implementation in MATLAB 

2018b. 

 

Figure 52 The Hysitron TI 950 indentation testing platform exploited to perform the indentations. 

Results discussion 

Comparison of the methodologies that have been already presented in the 

literature, i.e., SN and LN, or accepted in reference standard, i.e., PL and LE, with 

the three introduced in this section will be presented in terms of both the measured 

contact stiffness Sm and indentation modulus EIT evaluation. Moreover, expanded 

uncertainty, evaluated consistently with GUM [286], as introduced in Section 

2.4.2, will be assessed with proper uncertainty propagation to provide results with 

a metrologically consistent framework. 

Because frame compliance requires calibration, which entails evaluating 

contact stiffness, results will be provided in terms of measured contact stiffness, 

rather than contact stiffness, to avoid any indirect contribution from the testing 

equipment’s calibration. 

First of all, the adequateness of the mobile-average filter has to be 

investigated. Therefore, normality of the distribution of both force and 

displacement residuals was investigated by performing a Chi-squared test with a 

risk of error of first kind (conventionally set to 5%). The test cannot reject the null 

hypothesis of a normal distribution of the residuals, since both force and 

displacement residuals appear linear when considering their Normal Probability 

Plot (NPP), as Figure 53 shows. 
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Figure 53 NPP of mobile average filter residuals of (a) force and (b) displacement. Sample indentation 

performed on fused silica. 

Figure 54 and Figure 55 show the results of the application of the three 

proposed methodologies for the derivative’s direct evaluation. Although 

Sneddon’s solution of contact between a flat surface and a conical indenter [338] 

represents a reliable first approximation for elasto-plastic regime, the power-law 

regression (purple curve in Figure 54) has been applied to DM. This choice is due 

to the relevant curvature that can be highlighted in the derivative (blue curve in 

Figure 54), which hinders from adopting a linear model (orange curve in Figure 

54). Fitting with a linear model could be a viable solution considering only the 

first portion of the curve, i.e., up to 80% Fmax, to be consistent with Sneddon’s 

theory. However, preliminary studies demonstrated high sensitivity of this 

approach to local disturbances in the derivative, which led to prefer a power-law 

model to provide suitable robustness. Furthermore, the adoption of such non-

linear fitting is compliant with Oliver and Pharr [327]. In fact, they highlighted 

that the actual condition of elasto-plastic contact at the onset of unloading 

introduces deviation from Sneddon’s theoretical quadratic dependence of force on 

displacement, which results in a trend of the curve that lies between the linear and 

the quadratic. 
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Figure 54 Results of the application of DM method to sample indentation on fused silica at 10 mN. Blue: 

slope of the unloading curve as a function of distance from onset of unloading. Orange: linear interpolation of 

the unloading curve slope, notice unsatisfactory fitting. Purple: power-law interpolation of the unloading curve 

slope. 

On the other hand, differently from DM, the linear fitting has been adopted 

for S1 and S2. Because they consider a shorter portion of unloading, but high 

sensitivity to local fluctuation is shown, see Figure 55 (a) and Figure 55 (b) 

respectively, this often results in the inappropriateness of the power-law model. 

 

Figure 55 Constructed data set for the interpolation of secants computed with methods (a) S1 and (b) S2. 

Sample indentation on fused silica at 10 mN. Slope of the unloading curve as a function of distance from 

onset of unloading is shown. 

In the following, results are presented in terms of measured contact stiffness 

and indentation modulus, respectively in Figure 56 and Figure 57. Error bars 

represent expanded uncertainty evaluated with a coverage factor k = 2. 
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Figure 56 Measured contact stiffness of fused silica indented at 10 mN and 5 mN at the Oklahoma State 

University (OSU) and at the Istituto Italiano di Tecnologia (IIT). 

 

Figure 57 Indentation modulus of fused silica indented at 10 mN and 5 mN Oklahoma State University 

(OSU) and at the Istituto Italiano di Tecnologia (IIT). 

As far as Sm is concerned, LE and SN provide a relative underestimation, 

consistent with their definition that evaluates the secant rather than the tangent to 

the unloading curve. On the other hand, Sm assessed by LN is systematically 

higher. PL provides Sm estimation with higher uncertainty, mostly due to hp 

evaluation. This estimation lies between other literature methodologies, but it is 

weakly compatible with them. 
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As far as proposed methodologies are concerned, DM generally provides Sm 

estimation similar to PL method with lower measurement uncertainty if data are 

not affected by significant noise (the system at IIT is known to be affected by a 

greater environmental noise). These disturbances demonstrate to lead to 

evaluation systematically different, such as in the case of indentations of fused 

silica performed at the Istituto Italiano di Tecnologia at maximum load of 10 mN. 

S1 and S2 results tend to be compatible with formerly proposed methods and 

are associated to limited measurement uncertainty. However, due to their 

definition, which caters for limited unloading curve portion, differently from DM, 

when significant noise is present, disturbances introduce component that is 

strongly smoothed by the method, thus never providing discordant values, as in 

DM. On the other hand, although S1 and S2 evaluations fluctuate within the 

largest uncertainty range provided by formerly defined methods, their definition 

makes them highly sensitive to the experimental curve’s spikes and singularities. 

This induces fluctuation of the results, which hampers from concluding on their 

general behaviour and robustness. 

Since results on reference material were consistent between different testing 

machines, a Ferrium® C61 was tested. Also in this case, methods provide Sm 

estimation, whose relative trend is in line with indentations performed on fused 

silica, see Figure 58. In particular, tests performed at 5 mN offer a further 

example of DM sensitivity to measurement noise (in fact, related results are not 

shown for scale issues). 

However, DM, when adopted in best environmental conditions (as in the OSU 

tests) or on standard materials, e.g., fused silica, yields more consistent results and 

consequently seems the more promising method. 

 

Figure 58 Indentation modulus and contact stiffness of Ferrium® C61 indented at 10 mN and 5 mN at 

the Istituto Italiano di Tecnologia. 
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Given the mathematical relationship between indentation modulus EIT and 

contact stiffness S, see Eq.(3.1), estimation of EIT allows similar observations to 

be drawn. However, due to uncertainty propagation, differences are less evident. 

Moreover, S is linked to Sm by the calibration of Cf. Therefore, to conclude the 

actual effect on EIT of the evaluation methods for the measured contact stiffness, it 

is necessary to discuss the frame compliance calibration. 

3.2.2 Calibration of indentation platforms 

The accuracy and precision of material characterization is core to be achieved. 

Therefore, careful calibration of testing machines according to ISO 14577-2[320] 

is necessary to guarantee traceability and establish uncertainty contribution to 

final results. Barbato et al. [336] demonstrated that major contributors to 

measurement uncertainty of the indentation modulus, in the nano-range, are the Cf 

and the parameters of Ap(hc). The annex D of ISO 14577-2:2015 introduces five 

methods for their calibration. Methods no. 1, 3 and 5 allow calibrating Ap(hc) 

parameters by the indentation tip measurement through a metrological AFM and 

calibrating Cf subsequently. On the other hand, methods no. 2 and 4 rely upon 

iterative procedures outlined to achieve the calibration, by exploiting relationships 

that can be inferred from IC without requiring the AFM calibration of the Ap(hc). 

Adoption of metrological AFM yields to lower measurement uncertainty [326]. 

However, considering that the availability of such a Scanning Force Microscope 

(SFM) entails high cost and longer calibration time, which are critical for 

industrial users, often methods no. 2 and 4 are adopted. Thus, in the following, 

only the two methods of industrial interest will be presented and discussed. 

Both methods no. 2 and 4 rely upon some common methodology based on the 

relationships amongst the parameters to be calibrated and general considerations 

about the indentation system. 

First of all, it is necessary to recall the indentation system’s modeling as a 

series of springs, with compliance Cf, and the sample, with stiffness S. The 

resulting stiffness is measured from raw data, according to its definition as in 

Eq.(3.2). Moreover, considering the definition of reduced modulus Er and its 

relationship with Ap(hc), in Eq.(3.5), we can rewrite Eq.(3.5) as in Eq.(3.12). 

Plugging right-hand side of Eq.(3.12) in Eq.(3.2), the linear relationship of 

Eq.(3.13) between 1/Sm and 1/√𝐴𝑝(ℎ𝑐,𝑚𝑎𝑥) results, whose intercept is the Cf and 

from which Eq.(3.14) follows. 

 𝐶𝑡𝑜𝑡 =
1

𝑆𝑚
= 𝐶𝑓 +

1

𝑆
 (3.2) 

 
1

𝐸𝑟
=  (

1 − 𝜈𝑠
2

𝐸𝑠
+ 
1 − 𝜈𝑖

2

𝐸𝑖
)

−1

= 
2√𝐴(ℎ𝑐,𝑚𝑎𝑥)

𝑆√𝜋
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1

𝑆𝑚
= 𝐶𝑡𝑜𝑡  = 𝐶𝑓 +

√𝜋

2𝐸𝑟√𝐴(ℎ𝑐,𝑚𝑎𝑥)
 

 

(3.13) 

 𝐴(ℎ𝑐,𝑚𝑎𝑥) =  
𝜋

4𝐸𝑟2(𝐶𝑡𝑜𝑡 − 𝐶𝑓)
2 (3.14) 

Thus, an iterative procedure, whose workflow is shown in Figure 59, can be 

outlined to calibrate parameters and achieve convergence of the values obtained 

[375]. It requires I indentations, I ≥ 5, to be performed over a load range 

representative for the instrument’s application field [320]. The initialization of the 

problem is performed in step 2 and 3, assuming ideal conditions, i.e., infinitely 

stiff testing machine and ideal indenter geometry. The procedure follows the steps 

of Figure 59 holds fixed ε, dependent on the tip geometry, and Er, which 

ultimately enables the calibration. The steps are iterated until convergence is 

achieved. 

 

Figure 59 Workflow of standardized calibration iterative procedure. Particular case of indenter area 

shape function is shown. 

In Figure 59, Fmax, Sm, hmax, hc,max, and A(hc,max) are column vectors built, 

exploiting Fmax as an example, as 𝑭𝒎𝒂𝒙 = {𝑭𝒎𝒂𝒙,𝒊,𝒋}, where i counts the load 

range levels at which J replicated indentations are performed, i ranges from 1 to I, 

j from 1 to J. Moreover, arrays are sorted so that Fmax,w,∙ > Fmax,w+1,∙, with w 

ranging from 1 to I-1. 

ISO 14577-2:2015 method no.2 

Method no. 2 (M2) prescribes the calibration to be performed according to the 

workflow presented in Figure 59 by indenting a single sample. Fused silica or 

monocrystalline aluminium can be used, considering that to calibrate Ap(hc) 
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parameters even at shallow depth a relatively elastic material is required. The 

problem initialization is performed by exploiting data from the indentations at the 

two higher loads, i.e., i ∈ {1,2}. 

ISO 14577-2:2015 method no.4 

Method no. 4 (M4) prescribes the calibration be performed according to the 

workflow presented in Figure 59 by indenting two samples of different materials. 

A stiffer material, e.g., tungsten (W), shall be considered to calibrate Cf, whilst an 

elastic material, e.g., fused silica (SiO2) or monocrystalline aluminium (Al), 

enables the calibration of Ap(hc) parameters. Therefore, steps 1 to 4, and 

consequently 7, have to be performed considering data from tungsten 

indentations, whilst steps 5 and 6, which calibrate indenter area shape function 

parameters, require data from the elastic material. By coupling calibration and 

material, this method guarantees faster convergence [326] and allows the 

initialization to be performed considering all data, i.e., i ∈ {1, …, I}. 

3.2.2.1 Criticalities of iterative calibration procedures for 

indentation testing machines in the nano-range5 

The wide adoption of the method no. 2 and 4 notwithstanding, ISO 14577-

2:2015 does not suggest any good practice to perform such calibrations. 

Moreover, literature [326,376] and practices of research laboratories or testing 

machine manufacturers show quite various solutions, whose compliancy is not 

reported. Therefore, this section aims to compare Cf and parameters of Ap(hc) 

calibration results when method no. 2 and 4 of ISO 14577-2 are adopted. 

Additionally, it will investigate the effect of different load ranges to perform 

calibration to establish a route towards good practices in calibrating testing 

machine. 

Experimental set-up 

A Triboindenter TI 950 by Hysitron (shown in Figure 52), hosted in the 

facilities of the Istituto Italiano di Tecnologia and equipped with a modified 

diamond Berkovich indenter (Elastic modulus 1140 GPa and Poisson’s modulus 

0.07), was calibrated on reference samples. The samples’ characteristics are 

summarised in Table 18, calibrated by the frequency resonance method. 

 
5 Part of this section was also previously published in: Galetto M, Maculotti G, Genta G, 

Barbato G, Levi R (2019) Instrumented Indentation Test in the Nano-range: Performances 

Comparison of Testing Machines Calibration Methods Nanomanufacturing and Metrology, 2:91-

99 and in Maculotti G, Genta G, Galetto M (2020) Criticalities of iterative calibration procedures 

for indentation testing machines in the nano-range Proceedings of the 20th International 

Conference and Exhibition of EUSPEN, Geneva (CH) June. 
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Table 18 Calibrated material characteristics. 

Material 
 

Calibration 

laboratory 
E / GPa 𝛎 / - 

SiO2 NPL 73.3 ± 0.6 0.161 ± 0.003 

W NPL 413.0 ± 2.8 0.281 ± 0.003 

 

According to the literature [320,326,376] the experimental plan, summarised 

in Table 19, was outlined to properly cater for different degrees of freedom, i.e., 

calibration method, contact stiffness evaluation method, material, load range, and 

replications per each load. 

Table 19 Considered cases in the implemented experimental plan to assess performances of calibration 

methods. 

Material 
M2 

(Material) 
M4 

(W (1-10) mN + Material) 
 PL DM PL DM 

SiO2 (1-10) mN 10r DS 10r DS 10r DS 10r DS 
SiO2 (3-10) mN 10r DS 10r DS 10r DS 10r DS 

 

In particular, calibration method no. 2 (M2) and no. 4 (M4) from ISO 14577-

2:2015 are applied, considering the evaluation of the contact stiffness by both the 

PL [304] and the formerly introduced DM [377] method. 

The calibration methods are respectively applied on SiO2 and on the couple of 

W and SiO2, for two different load ranges, i.e., from 1 mN to 10 mN and from 

3 mN to 10 mN. Load ranges are indicated in terms of the maximum force 

reached during the force-controlled indentation test. Tungsten is always tested on 

the 1 mN to 10 mN range to provide Cf calibration in the machine’s whole 

operating range. On the other hand, provided the known greater signal to noise 

ratio at low loads, the reduced range from 3 mN to 10 mN has been introduced for 

SiO2. 

Moreover, provided from experience a suitably high number of points, i.e., 50 

points, for calibration, two different load range sampling conditions are catered 

for: either five load levels evenly spaced in the range are considered, and at each 

load level 10 replicated measurements are performed (case “10r”), or tests at 50 

evenly spaced points of the load range are performed, i.e., providing a denser 

sampling (case “DS”). For reference, tested load in the case 10r has a pace of 

2.25 mN, ranging from 1 mN to10 mN, and of 1.75 mN, for the range from 3 mN 

to10 mN. 

According to manufacturer best practices, force-controlled tests feature a 

loading curve of 9 s, a hold phase of 2 s and an unloading phase of 5 s. 

Results will be provided in terms of Cf and, considering an indentation 

performed with the same force-controlled cycle with a maximum force of 10 mN 

on SiO2, of A(hc,max), HIT and EIT. 
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Uncertainty estimation: a Monte Carlo approach 

Calibration results must be compared in terms of mean value and 

measurement uncertainty to compare calibration methods performances. 

However, neither the calibration standard ISO 14577-2:2015 [320] nor reference 

literature propose methods to evaluate the calibrated parameters’ measurement 

uncertainty. 

According to JCGM 100 (GUM) [286], the uncertainty estimation requires the 

uncertainty contributions to be composed. However, the iterative algorithms, 

which enable the calibration to be performed, hamper the implementation of 

simply closed formulae, defined in JCGM 100 and discussed in Section 2.4.2. As 

a first step toward uncertainty estimation, to assess calibration methods 

performances within a metrological framework, it is proposed to estimate their 

uncertainty by a Monte Carlo method (MCM). According to JCGM 101 

(Supplement 1 to GUM) [378], MCM is a parametric simulative method to 

estimate the uncertainty of the output by computing the model response at the 

sampled input values and assessing the resulting output dispersion, provided the 

probability distribution of the inputs of a model and performing a random 

sampling from them, i.e., a simulation. Better estimates are obtained by including 

include, amongst the inputs, the most relevant influencing factors of the output 

measurement uncertainty. 

Here, the MCM will be applied to the standard calibration methods no. 2 and 

4, from which a certain number of input parameters to be simulated can be 

distinguished. Figure 60 and Table 20 summarise the input parameter setup and 

highlight the considered influence factors 

 

Figure 60 Ishikawa diagram for influencing factors of standard uncertainty of calibration methods 

results. 
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Table 20 Sources and distribution assumptions for the simulated input parameters of the MCM. 

Parameter Source Distribution 

Es Calibration certificate N(Es, U(Es)/2) 

νs Calibration certificate N(νs, U(νs)/2) 

Ei Tables Rect(Ei±2∙LSD) 

νi Tables Rect(νi ±2∙LSD) 

F Raw IC N(F, u(F)) 

h Raw IC N(h, u(h)) 

Sm 
Raw IC processed with 

devoted algorithm 
N(Sm, u(Sm)) 

 

Considering that the force and displacement three-plate capacitive transducer 

is calibrated, and environmental noise can be considered white Gaussian noise, 

normal distributions are associated with F and h. 

Calibration samples’ mechanical properties, being calibrated at NPL and 

provided with expanded uncertainty (k=2), are assumed to distribute according to 

a normal distribution. On the other hand, the indenter, being made out of 

diamond, has a low impact on the characterization results [336]. Moreover, since 

its properties are not calibrated, they are assumed to distribute according to a 

rectangular distribution, with bounds at twice the least significant digit (LSD) of 

the mean value, according to the P.U.Ma. method [379]. 

Sm, being the result of regression and depending on F and h, is assumed to 

distribute normally. However, to consider the variability due to different curves, 

its standard uncertainty has been evaluated as the mixture’s standard deviation. In 

fact, given a certain maximum force level, each of the experimental curves yields 

an estimate of Sm, 𝑆�̂�, by a regression together with an indication of the standard 

error of such an estimate 𝑆𝐸[𝑆𝑚], such that 𝑆𝑚~𝑁(𝑆�̂�, 𝑆𝐸[𝑆𝑚]). Therefore, J 

curves, each of whom consisting of B points in the portion exploited for the 

regression, provide J estimates of both 𝑆�̂� and 𝑆𝐸[𝑆𝑚], representing a mixture 

[380] of within and between the curve variability. Consequently, it follows: 

 𝑢2(𝑆𝑚) = 𝑠𝑊
2 [𝑆𝑚] + 𝑠𝐵

2[𝑆𝑚] (3.15.1) 

 𝑠𝐵
2[𝑆𝑚] = 𝕍𝑎𝑟[𝑆�̂�] (3.15.2) 

 𝑠𝑊
2 [𝑆𝑚] = 𝔼[𝑆𝐸2[𝑆𝑚]] (3.15.3) 

Figure 60 includes the calibration procedure results, i.e., Cf, a0, a1, and a2, 

amongst the influencing factors because of the iterative structure of the methods. 

Parameters of the distribution of F, h and Sm are obtained from the experimental 

data with replicated measurements, see Table 19. Per each load, either an 

equivalent standard deviation for all levels, if homoscedasticity cannot be rejected 

[380–383], or the experimental standard deviation of the data at each level was 

considered. This dispersion is then applied also to data without replicates. 

Because s(F) is smaller than the force noise floor, the noise floor is considered, 

rather than the experimental standard deviation. 
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Because calibration methods no. 2 and no. 4 rely upon regression to achieve 

the results, they yield to an estimated parameter, �̂� (where �̂� generally represents 

Cf, and ai), and its regression’s standard error, SE(x). Thus, the standard 

uncertainty of the calibrated parameter, u(x), must include the contribution of both 

the variability of x, which represents the variability between the K simulations, 

i.e., introduced by the variability of input parameters and of regression’s standard 

error, i.e., due to data used within an individual simulation, i.e., J replicates at I 

different loads. Once more, a mixture of groups is considered, and its variance is 

computed according to Eq.(3.15). Where 𝑠𝐵
2 results directly from the MCM and 

𝑠𝑊
2  requires the analysis of the regression performed in each iteration. These two 

contributions are combined as in Eq.(3.15.1), according to JCGM 100 [286]. 

Similarly, the evaluation of standard uncertainty of Ap(hc,max), HIT and EIT is 

obtained by propagating the 𝑠𝑊
2  of the calibrated parameters according to the law 

of variance propagation [286], thanks to their definition through closed formulae, 

and applying Eq.(3.15.1) to these results and the 𝑠𝐵
2, also in this case directly 

obtained by the MCM. 

Results discussion 

Sixteen configurations are considered, referring to the experimental plan of 

Table 19. Results are discussed in terms of relative consistency amongst the 

methods, expanded uncertainty, method computational speed, and estimation 

correctness. Ten thousand Monte Carlo iterations were performed to rely on the 

estimate of the variable’s statistical distributions. The Monte Carlo has been set 

up by performing the experimental plan of Table 19 on the Hysitron TI 950 hosted 

at the Istituto Italiano di Tecnologia. This platform allows neglecting the 

correction of h0 [336]. Indenter area shape function with the known term was 

chosen, as in Figure 59. 

In particular, the method speed is evaluated in terms of iteration to achieve 

convergence, impacting the calibration cost and computational effort. Consistently 

with Herrmann et al.’s results [326], M4 provides faster convergence with less 

than ten iterations for all the cases, whilst M2 requires, depending on the case, 

from a minimum of thirty to about one hundred iterations. 

Calibration results of Cf are shown in Figure 61, where error bars represent 

uncertainty intervals evaluated exploiting an MCM with a coverage factor k = 2.  

Method no. 2 generally has worse performances in both terms of accuracy and 

precision than method no. 4: mean estimate shows greater variability between 

different cases of the former with respect to the latter, and, in some cases, the 

distribution is not symmetrical. This suggests a lack of robustness of method no. 2 

to measurement disturbances, which are more likely to happen when lower loads 

are included, i.e., (1-10) mN range, or when replicated measurements are not 

included, i.e., DS case. The decoupling of Cf and Ap(hc) parameters calibration in 

method no. 4 allows relieving those issues. Provided limitations of method no. 2, 

the adoption of several load points, i.e., load range sampling case, DS, does not 

provide any advantage in calibration accuracy but worsen the precision. Similarly, 
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a wider range coupled with a more robust calibration method, i.e., [M4; (1-

10) mN], provides more precise results than a narrower one. A wider range also 

guarantees an unbiased estimation of Cf, as shown in Figure 62. 

 

Figure 61 Performance comparison of calibration method for Cf. 

Because the estimates of the indenter area shape function parameters are 

tightly intertwined and depend on the estimation of Cf, results are not shown. 

Moreover, because a theoretical reference is not available for the projected area 

evaluation, as the ideal indenter is inherently inappropriate, the effectiveness of 

the calibration of the indenter area shape function parameters is addressed 

indirectly by discussing the results of the mechanical characterization. 

 

Figure 62 (a) h(F), see Eq.(3.8): despite the consistency in h measurement at F=1 mN in data set ( 1 -

 10) mN and the expected value from (3-10) mN, (b) different data spread biases the estimate of Cf, i.e., the 

intercept. 

These calibration methods’ behaviors depending on the investigated degrees 

of freedom affect the mechanical characterization. Figure 63 and Figure 64 show 

estimated EIT and HIT for the corresponding calibration for measurement on SiO2 

at 10 mN. Scaling the analysis from Cf to HIT and EIT, the difference in accuracy 

amongst considered cases becomes less significant. However, precision becomes 

critical and shows that results are sometimes not compliant with the calibrated 

value of HIT, which can be explained considering that the calibration methods only 
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require information of Er. Also, adopting DM yields more precise results than PL, 

consistently to the method definition, when noise content is limited. 

 

Figure 63 Calibration method effect on EIT. Red lines are reference from calibration certificate. 

 

Figure 64 Calibration method effect on HIT. Red lines are reference literature data, with an average of 

8.5 GPa and uncertainty assigned according to PUMa method as 1 GPa. 

The adoption of the MCM highlights severe asymmetries in the estimation of 

the calibrated parameters. This hinders applying statistical tools, e.g., ANOVA, to 

test the significance of the two contributions, i.e., within and between each MC 

iteration, to the estimated measurement uncertainty. 

3.2.2.2 Single-step calibration method for nanoindentation testing 

machines6 

Provided the industrial relevance of this characterization technique, 

traceability, accuracy, and precision are core to be achieved. ISO 14577-2:2015 

establishes the testing machine’s calibration procedure to guarantee them, and 

 
6 Part of this section was also previously published in: Galetto M, Genta G, Maculotti G 

(2020) Single-step calibration method for nano indentation testing machines CIRP Annals, 69:429-

432. 
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ISO 14577-1:2015 lists uncertainty contributions to final characterization results. 

Barbato et al. [336] proved that Cf and the parameters of Ap are the major 

contributors to the measurement uncertainty of EIT. These are calibrated through a 

procedure described in annex D of ISO 14577-2:2015 and formerly presented. 

This procedure is multi-step and iterative and relies on performing a set of J 

replicated indentations at I different maximum loads. It can be deployed in two 

methods, method no. 2 of the standard, which employs one calibrated material, 

and no. 4, which requires two materials. 

The previous section showed that different choices, all compatible with 

standard recommendations, for I and J yield significant variability of calibration 

results’ accuracy and precision. This variability makes the standard calibration 

methods potentially ineffective to establish traceability and ensure comparability 

amongst different platforms and laboratories. 

Here it is proposed an improved calibration method based on a single-step 

procedure rather than an iterative method to improve both the implementation of 

the calibration and mechanical characterization results to overcome the 

criticalities of the standard cheaper calibrations approaches. Moreover, 

refinements on the evaluation of uncertainty will be addressed to enable a 

comparison of the hereby proposed calibration method and the standard approach. 

Single-step method 

This work proposes a single-step method to calibrate Cf and Ap parameters to 

cope with shortcomings of ISO 14577-2:2015. Rearranging equations from 

Eq.(3.1) to Eq.(3.5), considering the Ap function with the known term, the 

multivariate function f=f(Fmax, hmax, Sm) in Eq.(3.16) is obtained: 

 

𝑓 =  

{
 
 
 

 
 
 

𝜋

4𝐸𝑟
2
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1

𝑆𝑚
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1
𝑆𝑚

− 𝐶𝑓)] 𝐹𝑚𝑎𝑥] + 𝑎0

 (3.16), 

 

which is a multivariate multivariable nonlinear model. 

Once J indentations at I force levels have been performed, the calibration can 

be achieved by performing a regression having as predictors the measured Fmax, 

hmax and Sm and as responses the calibrated Er and HIT of reference material. 

Because Eq.(3.16) is strongly nonlinear and parameters and predictors’ variability 

is not negligible, as they are influencing factors to measurement uncertainty [320] 

(see Figure 60), a nonlinear Orthogonal Distance Regression (ODR) is necessary 

[384]. 

ORD is a regression technique that assumes that the dependent variable 𝒀 ∈

 ℝ𝑝,1 is a function, that must be at least smooth, of a set of independent variables 

𝑿 ∈  ℝ𝑚,1 and of parameters 𝑩 ∈  ℝ𝑏,1: 
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 𝒀 = 𝑓(𝑿,𝑩) (3.17). 

Through the n observations of the independent, y, and dependent x, variables 

ODR aims at estimating the parameters, 𝛃, catering for the presence of errors in 

both sets of observations, respectively Z and 𝚫, which are typically assumed to be 

normally distributed. Therefore, the model in Eq.(3.17) can be rewritten as: 

 𝒚 = 𝑓(𝒙 + 𝑫, 𝚫) − 𝒁 (3.18.1) 

 𝒚𝑖 = 𝑓(𝒙𝑖 + 𝜹𝑖, 𝜷) − 𝜻𝑖, 𝑖 = 1,… , 𝑛 (3.18.2), 

where the latter includes empirical observation of the errors. 𝜷 is found by solving 

the minimization of the squared error determined by: 

 𝑟𝑖
2 = 𝜻𝑖

𝑇𝜻𝑖 + 𝜹𝑖
𝑇𝜹𝑖 (3.19), 

under the constraint set by Eq.(3.18), i.e.: 

 {
min
𝜷,𝜻,𝜹

∑𝑟𝑖
2 = 𝜻𝒊

𝑻𝜻𝒊 + 𝜹𝒊
𝑻𝜹𝒊

𝑛

𝑖=1

𝜻𝑖 = 𝑓(𝒙𝑖 + 𝜹𝑖, 𝜷) − 𝒚𝑖

 (3.20), 

which yields to the general nonlinear ODR: 

 {
min
𝜷,𝜹

∑[𝜻𝒊
𝑻𝑾𝜻𝒊 + 𝜹𝒊

𝑻𝑫𝜹𝒊]

𝑛

𝑖=1

𝜻𝑖 = 𝑓(𝒙𝑖 + 𝜹𝑖, 𝜷) − 𝒚𝑖

 (3.21), 

where W and D introduce a general weighting scheme. 

Reducing the problem dimensions to p, m = 1, simplifies Eq.(3.19) in 𝑟𝑖
2 =

휁𝑖
2 + 𝛿𝑖

2, whom minimization leads to find the radius of the smallest circle 

centered in (xi, yi), tangent to f(xi, β), i.e., the minimum orthogonal distance 

between observed points and the response prediction curve; which explains the 

name of the regression technique, see Figure 65. 
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Figure 65 ODR. Error and minimum distance definition (adapted from [384]). 

According to the ODR problem’s solution, the regression will yield more 

accurate results than an OLS, at the cost of a worse precision in estimating the 

dependent variable. In fact, the ODR minimization does not target the sole error 

on the dependent variable. 

The non-trivial hypotheses underlying the ODR have not been adequately 

investigated in previous approaches [320,326,376], for this reason, the standard 

assumes an Ordinary Least Square (OLS) to suffice for the regressions, thus 

neglecting predictors variability and affecting the estimate of parameters. Eqs. 

from 3.1 to 3.5 must be combined in the system reported in Eq.(3.16), to 

implement the ODR approach. Eq.(3.16), due to the current use of OLS, has never 

been proposed and investigated before in the scientific literature. This, with 

respect to the standard method, has twofold advantages. First, a mathematical and 

statistical formality to the calibration problem is provided, which avoids possible 

misinterpretation of the unclearly defined multi-step iterative algorithm and 

allows the adoption of a more appropriate statistical tool. Second, HIT is 

introduced in the calibration pipeline: because calibrated parameters are exploited 

to characterize also hardness, conceptually, it is core to include it in the 

calibration procedure. The only trivial requirement for this approach is that 

calibration laboratories upstream in the traceability chain should also calibrate 

reference materials in terms of HIT via an independent technique, e.g., by 

calibrating Ap by a metrological AFM. 

Uncertainty evaluation: a Bootstrap-based approach 

As discussed in the former Section 3.2.2.1, neither the standard nor reference 

literature proposes methods to evaluate measurement uncertainty. In that section, 

a Monte Carlo method was proposed [385,386]. 

However, it is necessary to point out that MCM, being parametric, requires 

performing non-trivial assumptions on the model input variables statistical 
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distributions. Accordingly, extensive experimental plans shall be implemented to 

estimate these distributions’ parameters. Moreover, in the case at hand, 

experimental input quantities, i.e., Fmax, hmax, Sm, are dependent on each other (see 

Eqs from 3.1 to 3.5). Though, to enable a simple management of the MCM, 

correlations amongst these inputs were neglected. However, this might introduce 

errors in the response statistical distribution estimation and, consequently, in the 

evaluation of the measurement uncertainty. 

Here, a solution of these criticalities is addressed by exploiting a non-

parametric method, i.e., Bootstrap, to estimate the measurement uncertainty. 

The bootstrap approach was introduced by Efron [387] and can be regarded as 

a particular type of MCM. In fact, rather than performing computer experiments, 

i.e., simulations, on data sampled from statistical distributions a-priori determined, 

it resamples a pool of experimental data with replacement and re-entry. These K 

generated samples, i.e., the Bootstrap samples, are the input for the simulation and 

the estimate of a set of K model output(s). 

Here a procedure based on the Bootstrap method is outlined to estimate the 

measurement uncertainty of the calibrated parameters. 

The empirical data set consists of J measured replicated indentation curves at 

I different maximum loads, and each curve contains B points. Therefore, the 

inputs result in pairs of F and h, both in ℝ𝐵,𝐽,𝐼 The Bootstrap samples will be sets 

of resampled I∙J curves, i.e., pairs of F and h, both in ℝ𝐵,𝐽,𝐼. Each of them, to cater 

for the input correlation, i.e., F(h), at the b-th, b ∈ {1,… , 𝐵}, at the i-th load, will 

resample the b-th point of the IC from the sample of the J observations of this 

point 𝐹(ℎ) ∈ ℝ𝑏,∙,𝑖. In so doing, per each load, a maximum of JB replicated curves 

may results. Considering that the bootstrap samples contain J replicated curve at 

each load, K is upper bounded by JB-1. 

Therefore, K calibrations can be performed. Both the standard multi-step 

iterative approach, see Figure 60, and the single-step method, see Eq.(3.16) 

requires in input the calibrated mechanical properties of the calibration samples. 

These are sampled from parametric distributions and hold constant per each k-th 

bootstrap iteration. Conceptually, this allows including the contribution due to the 

traceability in the calibration method. 

The K sets of calibrated parameters are exploited to compute their standard 

uncertainties as the standard deviation of a group mixture, modeled with 

ANOVA, as per Table 21. The adoption of ANOVA modeling refines Eq.(3.15) 

by catering for the degrees of freedom of the estimates, as per  

𝑆𝑆𝑇𝐶 = 𝑆𝑆𝑊 + 𝑆𝑆𝐵 (3.22) 

where SS is the sum of squares. ANOVA operates on variances of the parameter; 

therefore, the between iterations contribution is estimated from the variance of the 

mean estimate of the calibrated parameters, 𝕍𝑎𝑟[�̂�], i.e., variance of a sample 

mean, by multiplying it for the sample numerosity, IJ.  
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Table 21 ANOVA table for the estimate of the variance of regression results from a Bootstrap-based 

approach. 

Factor 
 

Degrees of freedom Sum of Squares Variance 

Between 𝐾 − 1 𝑠𝐵
2[𝑥] ∙ (𝐾 − 1) 𝕍𝑎𝑟[�̂�] ∙ 𝐼𝐽 

Within 𝐾 ∙ (𝐼𝐽 − 1) 𝑠𝑊
2 [𝑥] ∙ 𝐾(𝐼𝐽 − 1) 𝔼[𝑆𝐸2[𝑥]] 

Total 𝐾𝐼𝐽 − 1 𝑆𝑆𝑇𝐶 
𝑆𝑆𝑇𝐶

𝐾𝐼𝐽 − 1⁄  

 

These results can then be employed to propagate uncertainties according to 

GUM JCGM 100 and estimate mechanical characterization results’ measurement 

uncertainties. To this extent, the raw measured inputs, i.e., Fmax, hmax are 

considered to be influenced by reproducibility, accuracy, and resolution of the 

force-displacement transducer. The respective contributions are summarised in 

Table 22. The standard uncertainty of Sm, which accounts for its reproducibility, is 

determined according to Eq.(3.15) from measured data and associated with a 

normal distribution. 

Table 22 Influence factor to input quantities of mechanical characterization following the calibration for 

measurement uncertainty of mechanical characterization. 

Metrological 

characteristic 
 

Input quantity 
Contribution 

type 
Distribution Fmax hmax Sm 

Accuracy ±1% ±0.5% - B Uniform 

Resolution 1 nN 0.04 nm - B Uniform 

Reproducibility data data Data A Normal 

 

The propagation of uncertainty contributions for mechanical characterization 

parameters, e.g., EIT, HIT, Er, will ultimately consist of two main contributions: 

urepr and uacc. The former represents the reproducibility, which includes the 

influence of input parameters of Table 22 and the standard uncertainty of 

calibrated parameters, as per Equations from Eq.(3.1) to Eq.(3.5); the latter is due 

to the accuracy of the measured value and is computed as the RMSE of the 

estimated characteristic with respect to the calibrated value, when available, i.e., 

for HIT (only for the single-step method) and Er. 

Experimental setup 

Data were collected during the last CIRP international comparison on 

nanoindentation [353] according to the literature [320,326]: fifty (I = 5 and J = 

10) indentations on W and SiO2 calibrated reference materials at (0.1, 0.5, 1.0, 

5.0, 10.0) mN; as shown in the previous section, the setup is chosen to optimize 

standard method accuracy and precision. Indentations were performed by a 
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Hysitron TriboScope, hosted in the facilities of the Oklahoma State University 

and equipped with a modified Berkovich indenter (Ei = 1140 GPa, 𝜈i = 0.07 and ε 

= 0.75), see Figure 45, was calibrated on calibrated samples, whose characteristics 

are summarised in Table 18. The testing equipment features a force-displacement 

transducer with the characteristics reported in Table 17. This platform allows 

neglecting the correction of h0 [336]. 

The data were exploited to set up the Bootstrap method previously discussed. 

The calibrated mechanical properties of reference samples were sampled 

according to distributional hypotheses of Table 18 and Table 20. The calibrated 

value of HIT is taken from literature sources, with an average value of 8.5 GPa for 

SiO2 and 8 GPa for W, and is assumed according to P.U.Ma method to distribute 

according to a uniform distribution with an expanded uncertainty at 95% 

confidence level of 1 GPa. 

The bootstrap samples were then employed to apply the hereby proposed 

single-step calibration methods and the calibration method no. 4 of the ISO 

14577-2:2015, whose results will be considered the benchmark for the following 

comparison of the two calibration approaches. Method no. 4, according to the 

former section, should optimize the performances of the standard multi-step 

iterative calibration [375,386]. 

The software implementation is performed on MATLAB 2019b for the 

standard multi-step approach and on Python 3.3 for the single-step method, as a 

library for a nonlinear multivariate multivariable ODR is not available in 

MATLAB, whilst Python offers scipy.odr. Software are run on a Windows10, ×64 

OS with an Intel Core i7-8750H and 16 GB of RAM. Parallel computing was 

employed on 32 threads to optimize runtime. 

Results discussion 

Results, as mean and expanded uncertainty, in terms of Cf and Ap parameters 

are shown in Figure 66. Good practices prescribe to validate the calibrated 

parameter by characterizing calibrated reference materials. EIT, HIT and F/S2 (since 

it is independent of Ap [327]) of W and SiO2, as these materials represent a wide 

range of mechanical properties, are shown from Figure 67 to Figure 69. 

Uncertainty is computed with a coverage factor k = 2, because the bootstrap 

method showed that calibrated parameters have a distribution non significantly 

different from a normal distribution, thus supporting the ANOVA modeling. This 

will ultimately allow assessing the relevance of a simulative approach in 

estimating the uncertainty of calibrated parameters. 

Multi-step iterative methods proposed in the standard requires 6.5’ to run, 

whilst single-step method 30’’. 

Calibrated parameters estimated with the two approaches are compatible with 

each other, but the single-step method yields more precise results. ANOVA 

modeling showed, at a confidence level of 95%, that the variability between the 

iterations is significantly greater than the variability ascribed to random factors, 

i.e., the variability within the groups. 
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Figure 66 ISO and single-step method calibrated parameters comparison. 

The mechanical characterization results for the four higher loads are shown 

(measurements at 0.1 mN were characterized by a too high noise and thus 

excluded from the analysis). 

As far as indentation hardness is concerned, see Figure 67, the standard 

approach provides better performance. Accuracy is the most relevant contribution 

for both methods on both materials, as summarised in Table 23. In the case of 

tungsten, a possible indentation size effect can be noticed at lower loads. 

 

 

 

 

 

Table 23 Relative contributions to measurement uncertainty of HIT for the two proposed methods. 

Force / 

mN 
 

Material 
ISO Single step 

𝑢𝑟𝑒𝑝𝑟
2 % 𝑢𝑎𝑐𝑐

2 % U% 𝑢𝑟𝑒𝑝𝑟
2 % 𝑢𝑎𝑐𝑐

2 % U% 

10 

SiO2 

15% 85% 17% 12% 88% 19% 

5 19% 81% 17% 16% 84% 19% 

1 42% 58% 21% 36% 64% 23% 

0.5 63% 37% 26% 55% 45% 27% 

10 

W 

3% 97% 28% 2% 98% 37% 

5 5% 95% 27% 3% 97% 35% 

1 27% 73% 26% 17% 83% 32% 

0.5 50% 50% 29% 33% 67% 34% 
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Figure 67 ISO and single-step method validation: HIT of fused silica and tungsten. 

Reduced modulus and indentation modulus characterizations show definitive 

advantages in adopting the single-step calibration method, as the results are more 

accurate and precise. As in the case of HIT, tungsten shows the worst 

performances, that are connected to the measurement reproducibility. Consistently 

with the regression methods, the reproducibility contribution in the single-step 

method is relatively more relevant than the accuracy, as summarised in Table 24, 

for the Er. This consistently propagates on the results of the expanded uncertainty 

for the EIT, as shown in Table 24 and Figure 68. 

Results on the F/S2 ratio combine the previously discussed, as shown in 

Figure 69, and prove adequate choice of the calibration method for the frame 

compliance. 

 

Figure 68 ISO and single-step method validation EIT of fused silica and tungsten 
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Table 24 Relative contributions to measurement uncertainty of Er for the two proposed methods. Also 

results of relative expanded uncertainty of EIT are reported. 

Force 

/ mN 
 

Material 

ISO Single-step 

𝑢𝑟𝑒𝑝𝑟
2 % 𝑢𝑎𝑐𝑐

2 % U% U(EIT)% 𝑢𝑟𝑒𝑝𝑟
2 % 𝑢𝑎𝑐𝑐

2 % U% U(EIT)% 

10 

SiO2 

28% 72% 6% 6% 41% 59% 5% 5% 

5 35% 65% 6% 7% 50% 50% 5% 6% 

1 64% 36% 9% 9% 76% 24% 8% 8% 

0.5 81% 19% 11% 12% 87% 13% 11% 11% 

10 

W 

3% 97% 15% 20% 6% 94% 11% 15% 

5 5% 95% 15% 20% 8% 92% 11% 16% 

1 18% 82% 16% 22% 28% 72% 13% 18% 

0.5 35% 65% 18% 25% 45% 55% 15% 20% 

 

 

Figure 69 ISO and single step method validation: F/S2 of fused silica and tungsten. 

3.2.3 Section summary 

This section addressed some of the critical influencing factors to measurement 

uncertainty of the mechanical characterization by instrumented indentation test, 

i.e., the contact stiffness and the calibration of the frame compliance and the 

indenter area shape function parameters. 

A new approach for estimating the contact stiffness based on a direct 

numerical evaluation of the derivative of the unloading curve was proposed, and, 
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in addition of being more rigorously adherent to the definition of the measurand, it 

provided promising results for the reduction of the mechanical characterization 

precision. 

Standard calibration approaches based on the multi-step iterative method were 

discussed, highlighting several shortcomings and a general lack of standard’s 

prescriptiveness. A method based on a single-step approach was here defined, 

which has both conceptual and practical advantages. The former consist of 

providing rigorous mathematical formulation to the problem, catering for the 

variability of inputs by relying on an Orthogonal Distance Regression (ODR), and 

introducing the hardness as a calibration reference. The latter have been proved, 

through experimental comparison, to be a greater accuracy and precision with 

respect to the standard approach, not only for the calibrated values but also for the 

validation on reference materials. Even if this approach requires calibration 

laboratories upstream in the traceability chain to calibrate indentation hardness by 

an independent technique, the related costs are negligible compared to the 

procedural and metrological advantages. 

These sets interesting perspectives for future works, which should aim at 

testing the performances of different calibration materials, e.g., to substitute 

tungsten, which seems liable of low reproducibility, comparing performances in 

the choice of the indenter area function model and then combine the effect to the 

newly proposed single-step calibration approach with the derivative method for 

the contact stiffness evaluation. 

3.3 Relevance of surface mechanical characterization in 

Industry 4.0 

This section aims at providing some application of methods for mechanical 

characterization of technological surfaces relevant to the Industry 4.0 framework, 

to support the development of new materials, processes, and quality inspections. 

3.3.1 Additively manufactured components qualification by 

indentation tests 

As discussed in the Induction of the present thesis, additive manufacturing is 

one of the pillars of Industry 4.0. It provides definitive advantages for 

customization, design flexibility, and optimization with relevant cost reduction 

and better materials usage. 

However, as new additive processes are developed and new materials are 

being processed, they require the additive manufacturing process to be optimized 

to achieve desired part quality and design specification. 

Conventional and non-conventional hardness tests are particularly suitable for 

inspecting surface mechanical properties because they achieve a thorough 

mechanical characterization non-destructively, thus making unnecessary the 

adoption of samples and the destructive mechanical characterization test. 
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Here, two applications on AlSi10Mg by Selective Laser Melting (SLM) are 

proposed discussing the possibilities offered by indentation tests in the product 

and process characterization. 

Aluminium-Silicon alloys are extremely attractive cast aluminium alloys, 

thanks to their high fluidity, weldability, corrosion resistance, and low thermal 

expansion coefficient. Moreover, by introducing magnesium as an alloying 

element, the formation of precipitates of Mg2Si is promoted, which strengthens 

the matrix and enables effective hardening to be achieved by heat treatments or 

rapid solidification techniques. Conversely, it limits the feasible designs 

[92,107,388–390]. Therefore, aluminium alloys are of great interest for 

automotive and aerospace industries due to their combination of high strengths, 

low densities, and thermal capacity [390], finding application in heat exchangers, 

heat sinks, turbine blades, carters, and cylinder blocks [391,392]. Moreover, near-

eutectic composition, thanks to the small solidification range, eases laser 

processing [107]. Therefore, AlSi10Mg is an alloy that is particularly suitable and 

interesting for SLM processing, which, ultimately, enables freedom design for this 

high-performance material. 

Amongst the available AM processes, SLM can, a high-density object is built 

up layer by layer by consolidating metal powder particles with a focused laser 

beam that selectively scans the surface of the powder bed 

[73,74,105,388,393,394]. Metal powders, also reactive materials like titanium and 

aluminium, e.g., Ti6Al4V or AlSi10Mg alloys, are melted without a binder’s aid 

in the case for indirect laser sintering [395–401]. Recently, researchers have 

shown an increased interest in this process’s potential that enables to build in one 

step full dense metallic parts with complex geometries that are used as final parts 

or functional prototypes. The part building process takes place inside an enclosed 

chamber filled with nitrogen gas to minimize oxidation and degradation of the 

powdered material, or inert gas, e.g., Argon or Helium, to avoid material to react 

with the environment. The powder in the build platform is maintained at an 

elevated temperature just below the powdered material’s melting point or glass 

transition temperature. Infra-red heaters are typically exploited to this aim, which 

also reduces laser power needed to locally melt the powder and the heat exchange, 

which is a source of warping. As soon as a layer of powder is spread by a counter-

rotating roller on the building platform, which must be ground and polished, a 

focused laser beam is directed onto the powder bed. The laser beam is moved 

using galvanometers so that it thermally fuses the material to form the slice cross-

section. Surrounding powder remains loose and serves as a support for subsequent 

layers, thus eliminating the need for the secondary supports necessary for 

photopolymer vat processes. After completing a layer, the build platform is 

lowered by one-layer thickness, t, typically (20÷50) µm for metal, and a new layer 

of powder is laid, and the beam scans the subsequent cross-section. A schematic 

of the process system’s main component is shown in Figure 70 [104]. 
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Figure 70 Schematic of SLM (adapted from [104]). 

Different boundary conditions for heat exchange between the layer and the 

environment are met along the building direction during the build. The bottom 

region is in contact with the building platform, below it, and laser exposed areas, 

above it. The top region has exposed areas below. The region in between contacts 

exposed areas above and below itself [402–404]. These three regions can be 

respectively named the down-skin,  the up-skin, and the core or in-skin [102,104–

106,388,405], as shown in Figure 71. It is standard practice to set up different 

process parameters for each of these three regions, considering that the down-skin 

consists of two layers and the up-skin of three, to optimize the process [388,405]. 

Literature [102,105,107,388,406] has shown that this region-wise differentiated 

parameter set-up can relieve the effect of boundary conditions for heat exchange 

and achieve control of material properties. According to Fig. 3, up- and down-skin 

parameters are related to surface properties, whilst in-skin parameters to the core, 

bulk average properties of the component. 

 

Figure 71 Up-skin, down-skin and core regions (adapted from [106]). 
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3.3.1.1 Hardness optimization for AlSi10Mg by Selective Laser 

Melting7 

As formerly, reviewed, three main input parameters have been demonstrated 

to influence the part quality, and mechanical properties of the build 

(microstructure, hardness, adhesion between adjacent laser scans, and 

topography): the laser power P, the hatch distance hd, and the scan speed v. Their 

interaction is well summarised by the energy adsorption EA: 

 𝐸𝐴 =
𝑃

ℎ𝑑 ⋅ 𝑣
[
𝐽

mm2
] (3.23). 

The layer thickness t is an additional source of possible defects. If P is not 

sufficient, it may promote delamination. Therefore, considering the three main 

input parameters here accounted for, the laser heat input is using the energy 

density function, ψ, which is described by: 

 𝜓 =
𝑃

ℎ𝑑 ⋅ 𝑣 ⋅ 𝑡
[
𝐽

mm3
] (3.24). 

In general, the laser heat input is strictly related to the degree of consolidation 

of the powder particles. It may cause defects by creating turbulence in the melt 

pool that can form a keyhole-like defect in extreme conditions [101]. 

Consequently, it is often adopted in literature as a reference parameter for the 

setup of ANOVA, DoE, and RSM analysis of influencing factors on material 

properties [107] 

Amongst the several mechanical properties, this section focuses on hardness. 

This measurement evaluates a characteristic that allows inferring other properties 

of the material, e.g., plasticity. However, as far as influence of process parameters 

is concerned, here is relevant to recall the works of Li Y. et al., Song et al., Lam et 

al., Li X. P. et al. and Ghasri-Khouzani et al. [390,407–410]. They demonstrated 

that due to the local melting and high cooling rate typical of the SLM process, 

which yields finer microstructure with respect to cast or wrought part, greater 

hardness, and higher strength result, further enhanced by the alloying elements 

and the interactions of dislocation for the AlSi10Mg. SLM introduces anisotropy 

in the material due to the layer-by-layer building strategy; however, it has been 

demonstrated that, at least at macro and micro scales, it does not introduces 

significant differences in the material mechanical behavior [390]. 

Methodology 

Design of Experiment (DoE) is a practical statistical approach for optimizing 

the process when different input variables and their interactions affect selected 

responses [411]. Then, Response Surface Methodology (RSM) uses experimental 

 
7 Part of this section was also previously published in: Galetto M., Genta G., Maculotti G., 

Verna E. (2020) Defect Probability Estimation for Hardness-Optimised Parts by Selective Laser 

Melting, International Journal of Precision Engineering and Manufacturing, 21(9):1739-1753 
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designs to fit a model by the least-squares technique. In fact, RSM is a collection 

of mathematical and statistical techniques aimed for empirical exploration of the 

relationship between continuous response(s) and a set of input factors [412]. In 

the exploratory stages of model building, stepwise regression may identify the 

best subset of predictors. It is an automatic technique implemented in several 

statistical software such as MINITAB®, used in this analysis. Stepwise regression 

adds and removes predictors at each step, according to selected Alpha-to-Enter 

and Alpha–to-Remove values [412]. The ANOVA is used to estimate the 

statistical significance of parameters’ effects with respect to the observed 

differences in response. The adequacy of the obtained model is demonstrated by 

using diagnostic checking tests such as the coefficients of determination and the 

residual plots, analyzed to verify the basic assumptions to perform the ANOVA. 

Finally, the response surface plots can be employed to study the surfaces and 

locate the optimum. For this reason, the RSM is usually used to assess results and 

efficiency of operations [101] 

Experimental setup 

In this case study, the EOS M 290 SLM machine is considered. This platform 

is a high productivity system of limited dimensions that enables to build 

components within a volume of (250×250×320) mm. It features a Yb-fibre laser 

with a nominal power of 400 W and a focus diameter of 100 µm, with a scanning 

control based on f-θ lenses with a focal length of 410 mm, that operates in an 

Argon shielded environment.  

The output variable measured on the samples was Brinell hardness, and the 

input variables were laser power, scan speed, and hatching distance of the in-skin. 

Of course, controlling and changing the latter variables results in different quality 

outputs of the parts. The samples’ geometry, shown in Figure 72, was designed to 

perform, in forthcoming analyses, surface roughness measurements and hardness 

tests. 

 

Figure 72 Samples geometry. 

An experimental plan was designed to obtain optimal process parameters that 

result in the best values of hardness. Specifically, a 33 full factorial design was 

realized to investigate possible quadratic effects of input variables. The three input 

variables relevant to the in-skin, laser power (P), scan speed (v), and hatching 

distance (hd), were kept at three levels (see Table 25). For each of the 27 parts, the 
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layer structure contour was exposed with the same value of speed (1000 mm/s) 

and laser power (355 W) of the up-skin. Additionally, a post-contour strategy was 

realized (with a speed of 900 mm/s and a power of 80 W). The choice of the 

levels of the process parameters set in the experimental plan allowed to get a wide 

range of energy density function, ψ, see Eq.(3.24). Specifically, ψ varied from 

35.09 J/mm3to 124.58 J/mm3. The experiments were not randomized because the 

machine’s high repeatability allowed building the samples in a single job by 

varying process parameters for each sample. This approach, as a first 

approximation, is the one adopted in the computer experiment field. 

After the production, the 27 specimens for hardness measurements were 

milled and polished. The Brinell hardness test was then performed according to 

the industrial standard ISO 6506-1:2014 [413]. The test was carried out using a 

sphere with a diameter of 2.5 mm and applying a force of 62.5 kgf, thus 

evaluating Brinell hardness in the scale HBW 2.5/62.5 to provide a reference to 

powder supplier specification. Three measurements for each specimen were taken, 

and the average value was examined, to account for the variability of the 

measurement procedure. 

Table 25 Process parameters values used in the planned experimentation. 

Process Variable Values 

P / W 340 – 355 - 370 

v / mm/s 900 – 1300 - 1700 

hd / mm 0.11 – 0.15 – 0.19 

Results discussion 

After collecting the data obtained from the Brinell hardness measurements on 

the 27 samples of the experimental plan, the statistical analysis was performed, 

using the RSM on the average of the three hardness measurements carried out on 

the samples. 

This arrangement allowed identifying the appropriate empirical equation, i.e., 

a second-order polynomial multiple regression equation. The standard stepwise 

regression was adopted to obtain a model containing exclusively significant 

factors. Alpha-to-Enter and Alpha–to-Remove values were set to 10% to allow 

entering terms close to the significance level of 5%. The software MINITAB® 17.1 

was used to perform the analysis. The RSM provided the ANOVA (see Table 26), 

the coefficients of the regression models with their relevant standard errors (see 

Table 26 

Table 27), and the regression equation: 

 𝐻𝐵 = 𝛽0 + 𝛽1 ⋅ 𝑃 + 𝛽2 ⋅ 𝑣 + 𝛽3 ⋅ ℎ𝑑 + 𝛽4 ⋅ 𝑣
2 + 𝛽5 ⋅ 𝑣 ⋅ ℎ𝑑 (3.25). 

The predicted response, the Brinell hardness HB, was therefore correlated to 

the set of regression coefficients (β): the intercept (β0), linear (β1, β2, β3), 
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interaction (β5), and quadratic coefficient (β4). In this analysis, Brinell hardness is 

evaluated in the scale HBW 2.5/62.5; however, for simplicity of notation, the 

corresponding measurement unit is only indicated by the symbol HB. 

Table 26 ANOVA for hardness HB [HB]. 

Source df 
Sum of 

squares 
F p-value 

P 1 81.64 3.93 6.1% 

v 1 3950.62 190.29 <0.1% 

hd 1 529.93 25.53 <0.1% 

v·v 1 458.40 22.08 <0.1% 

v·hd 1 222.45 10.72 0.4% 

Residual error 21 435.98   

Total 26 5679.02   

 

Table 27 Estimates of parameters of the regression model, see Eq. (3.24), and the relevant standard 

errors. 

Variable 
Parameter Estimate of 

parameter 

SE on estimate of 

parameter 

constant β0 / HB -5.12∙101 3.57∙101 

P β1 / HB/W -1.42∙10-1 7.16∙10-2 

v β2 / HB/(mm/s) 2.19∙10-1 3.28∙10-2 

hd β3 / HB/mm 4.85∙102 1.10∙102 

v·v β4 / HB/(mm/s)2 -5.46∙10-5 1.16∙10-5 

v∙hd β5 / HB/(mm2/s) -2.69∙10-1 8.22∙10-2 

 

By performing a qualitative analysis on the main effect of the process 

parameters and observing the main effect plot, shown in Figure 73, it can be 

concluded that all the three input variables have a main effect on hardness. In 

main effect plots, the higher the slope of the line that connects the process 

variables’ levels, the greater the influence of each variable. The main effect on the 

hardness seems to be due to the scan speed v: a speed of 900 mm/s produces a 

hardness of about 90 HB; conversely, using a speed of 1700 mm/s the resulting 

hardness is about 120 HB. The second most impacting variable is the hatching 

distance hd, while the laser power P seems to have a weaker effect than the other 

process variables on the hardness. It is worth noting that the trends are of direct 

proportionality for the scan speed and the hatching distance and of inverse 

proportionality for the laser power: lower laser power yields better, i.e., greater, 

hardness. On the contrary, diminishing the scanning speed and the hatching 

distance, worse hardness values are obtained. These results are confirmed by the 

analysis of variance, in Table 26, where it emerges that v and hd are highly 



 

124 

 

significant, i.e., their p-values are less than 0.1%, and P is significant at a 6% 

significance level 

 

Figure 73 Main effects plot and interaction plot for hardness HB [HB]. 

With respect to the quadratic terms in Table 26, only the effect of the scan 

speed is found to be highly significant. The interactions between variables can be 

visualized with the interaction plot, shown in Figure 73. Parallel lines in 

interaction plots indicate no interaction. The greater the departure of the lines 

from the parallel state, the higher the degree of interaction. The graph shows that 

it is possible to obtain high HB using high values of scan speed and high hatching 

distance values and that there are strong interactions between these two 

parameters. The ANOVA confirms that result, by showing that the interaction 

between v and hd is highly significant (p-value of 0.4%). Furthermore, the RSM 

provided the estimates of the regression model’s parameters (see Eq. (3.25)) with 

the relevant standard errors reported in  

Table 27. The analysis of residuals, i.e., the differences between the observed 

and the corresponding fitted values, is shown in Figure 74 and suggests that the 

model fits the data well. The normality of the residuals is confirmed graphically 

both by the normal probability plot (NPP), in which the points follow 

approximately a straight line, and by the histogram (see Figure 74). Furthermore, 

by performing the Anderson-Darling test, the null hypothesis that the residuals 

follow a normal distribution cannot be rejected with a p-value of 0.51 [414]. The 

plot of residuals versus fitted values shows a horizontal band around the residual 

line (value 0), and no recognizable patterns are found. However, the residuals-

versus-order-plot reveals that non-random error, especially of time-related effects, 

may be present. The R2 value, a measure of the model’s goodness-of-fit, shows 

that the variation in the response explained by the model describing the 

relationship between the process parameters and the Brinell hardness is 92.3%. 

Even the predicted R2 value is very high, reaching 85.9%, suggesting a great 

predictive capability of the model. 
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Figure 74 Residual plots for hardness HB [HB]. 

In Figure 75, surface plots showing how the fitted response relates to the three 

pairs of independent variables are reported. A surface plot displays the three-

dimensional relationship with the independent variables on the x- and y-axis, and 

the response (z) variable represented by a smooth surface. The graphs are 

generated by calculating fitted responses using the independent variables while 

holding the third control variable constant at a certain specified value, i.e., the 

central value. 

 

Figure 75 Surface plot of hardness HB [HB] versus: a) hatching distance hd [mm] and laser power P 

[W] (scan speed v was set to 1300 mm/s); b) scan speed v [mm/s] and laser power P [W] (hatching distance 

hd was set to 0.15 mm); c) versus hatching distance hd [mm]. 
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A response optimization was performed to find the values of laser power, scan 

speed, and hatching distance of the in-skin resulting in the best value of hardness. 

Specifically, the objective function was set to maximize the hardness. Parameters 

setups and the respective value of energy density ψ, are summarized in Table 28, 

together with the predicted value of hardness and the related 95% confidence 

interval. 

Table 28 Process setup (maximum HB). Response optimization and predicted value. 

Control factors Response predicted value 

P / W v / mm/s hd / mm ψ / J/mm3 
Hardness / 

HB 

95% 

confidence 

interval / HB 

340 1538.4 0.19 38.78 122.45 (118.08;126.83) 

 

The optimization plot for HB is reported in Figure 76. As far as P and hd 

values are concerned, they are situated at the limits of the ranges selected for the 

planned experimentation. Specifically, P is located at the lower limit of the range 

and hd at the upper limit. Regarding v, the value that leads to the optimal hardness 

is placed at about three-quarters of the interval. This parameter set corresponds to 

a low energy density value (38.78 J/mm3). 

 

Figure 76 Optimization plot for hardness HB [HB]. 

From a physical point of view, the obtained values can be considered 

reasonable. In fact, when the energy density is too high, i.e., increasing laser 

power and decreasing scan speed, the melt pool volume increases, and its 

viscosity decreases, leading to irregularities and very deep penetration into the 

previously formed layers, and partial evaporation takes place [415]. Conversely, 

when the energy density is too low, a partial penetration of the melt pool to the 

underlying layers occurs, wetting is unsatisfactory, and droplets are formed 

[105,415]. The obtained process parameters setup, which lies in the process 

window defined by Kempen et al. [415], allows getting parts characterized by 

good mechanical properties, high hardness in this case. 
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Section summary 

The purpose of the current study was to determine the effect of some process 

parameters on the macro-hardness of AlSi10Mg parts produced by SLM process 

with an EOS M 290 machine through statistically designed experiments. Selected 

process parameters were laser power, scan speed, and hatching distance of in-skin, 

i.e., the core, of the parts. A 33 full factorial design was realized in order to 

evaluate possible non-linear effects of process parameters. It was found that scan 

speed, hatching distance, their interaction, and the quadratic effect of scan speed 

have the most significant influence on the hardness. The response surface 

methodology (RSM) provided the mathematical model that correlates the process 

parameters with the hardness. By optimizing this response surface, it was obtained 

that hardness is maximized when the laser power is 340 W, the scan speed is 

1538.4 mm/s, and the hatching distance is 0.19 mm. In addition to the optimal 

configuration of the parameters, the most significant contribution of this study has 

been to propose a methodology based on the design of experiment and response 

surface methodology, which allows:(i) the identification of process parameters 

and interactions which have a significant effect on the hardness; (ii) the definition 

of a correlation model between process parameters and hardness.  

The obtained model, i.e., the response surface, has the great potential of 

enabling the monitoring and prediction of hardness according to the main process 

parameters. In fact, as reported by Galetto et al. [416], despite the large number of 

published studies focusing on the optimization of the AM process, no specific 

attention has been paid to the remarkable issue of identifying the probability of 

defects generation occurring when the process is optimized. Indeed, even under 

optimal working conditions, namely when each process parameter is set at its 

optimal value, the probability of defects occurrence is never negligible because of 

the uncertainty affecting the overall manufacturing process. The availability of a 

mathematical model relating the significant process variables to the output 

response, i.e., hardness value, enables the propagation of uncertainties related to 

the manufacturing process and inspection methods, for which the metrological 

characterization is thus core. Finally, the probability of the occurrence of hardness 

defect is estimated by exploiting and composing the uncertainty affecting both the 

obtained mathematical model and the input variables as the probability that the 

optimized variable falls outside specification boundaries. 

3.3.1.2 Multiscale indentation testing for efficient quality 

inspection of heat-treated AlSi10Mg by Selective Laser Melting8 

AlSi10Mg is a lightweight Al-alloy with interesting processing properties and 

enhanced strength thanks to Mg’s presence, which, hence, finds application in 

 
8 Part of this section was also previously published in: Maculotti G, Genta G, Lorusso M, 

Galetto M (2019) Assessment of Heat Treatment Effect on AlSi10Mg by Selective Laser Melting 

through Indentation Testing Key Engineering Materials, 813:171-177. 
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several industrial fields. The SLM processing allows overcoming those design 

constraints set by casting and melt spinning; however, SLM AlSi10Mg 

components require to be heat-treated, to strengthen the material and to engineer 

the microstructure. Although AM processes allow manufacturing quasi-free shape 

geometries and optimize the raw material usage, the part produced still require 

some post-processing. 

Limiting the discussion to the SLM case, typically powder in excess has to be 

removed; supports, if present, must be sawed; machining may be required to 

achieve desired roughness, and modifications of the microstructure can be 

addressed by heat treatments. In fact, SLM process is similar to casting, as locally 

the material is melted and then solidifies. However, due to the scales at which the 

local melting and high cooling rate take place, SLM yields to a finer 

microstructure than the cast or wrought part, greater hardness, and hence higher 

strength result, which is further enhanced by the alloying elements and the 

interactions of dislocation for the AlSi10Mg. Additionally, because of the 

different boundary conditions between the in-skin and the up-skin, different 

cooling rates generate a thermal gradient that results in residual stresses. 

Moreover, SLM introduces anisotropy in the material due to the layer-by-layer 

building strategy, even though it has been demonstrated that it does not introduce 

significant differences in the material mechanical behavior, at least at macro and 

micro scales [390]. 

Therefore, heat treatments are exploited to relieve these issues. Here, heat-

treaded components are compared with as-built (AB), i.e., non-heat-treated, 

components. In general, heat-treated Al-alloys undergo a reduction of tensile 

properties with respect to AB Al-alloys, i.e., an increase in the elongation at 

break. However, the aging treatment allows partial recovery of these tensile 

properties [106]. According to the literature [417], the following are the two most 

typical heat treatments for AlSi10Mg by SLM:  

• Stress Reliving (SR): it consists of heating the component to a 

temperature below the critical range to relieve the stresses resulting 

from the additive manufacturing process. SR aims at reducing residual 

stresses in the component to improve its resistance and eventually 

avoid fragile failure during operation.  

• T6 treatment: it consists of a solution treatment, a water quenching 

and artificial aging [107,418]. This treatment significantly modifies 

the microstructure and thus, the mechanical properties of components. 

It is mostly adopted to recover anisotropies of the material, but it may 

yield, in the case of AlSi10Mg, to the growth of large and 

agglomerated Si grains. 

However, to qualify the post-processed components and verify the heat-

treatment, quality controls are necessary, which, for example, may be based on 

testing the mechanical properties. This section proposes an ad hoc analysis 

procedure based on statistical tools applied in combination with indentation 
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characterization tests to assess the effectiveness of heat treatments on AlSi10Mg 

by SLM. 

Methodology 

Traditional Brinell hardness and Instrumented Indentation Test in macro and 

nano-range are considered to achieve full-scale characterization. IIT is applied 

both at the lower end of the macro-range to provide consistency and statistically 

investigate the relationship with the Brinell scale and in the nano-range, enabling 

local, i.e., grain, and surface properties characterization. 

Traditional Brinell hardness [413] is, first of all, exploited to provide a 

reference to powder supplier specification. By indenting with a spherical indenter 

at high forces (order of at least tens of newton), it enables bulk, i.e., average, 

characterization of the material and yields a fast but rough characterization. 

IIT is applied both at the nano-range, enabling local, i.e., grain, and surface 

properties to be characterized and in the lower end of the macro-range. The latter 

provides consistency and statistically investigates the relationship with Brinell 

scale. To this aim, according to annex F of ISO 14577-1 [419], as a first step 

according to Eq.(3.25), indentation hardness HIT can be correlated to Vickers 

hardness HV by using a scaling function l, that depends on the unit conversion and 

the ratio between the projected area Ap and the surface area AS of a Vickers 

indenter: if IIT is performed with a Vickers indenter l is 94.53. As a second step, 

the Vickers hardness HV has to be correlated to Brinell hardness HBW through the 

factor k. To this aim, conversion tables of ISO 18265 [420] may be exploited, 

providing the value of k = 0.95. However, since AlSi10Mg alloys are not 

specifically considered in such standard, an empirical conversion formula is 

derived, as: 

 𝐻𝐵𝑊 = 𝑘 ∙ 𝐻𝑉 = 𝑘 ∙ 𝑙 ∙ 𝐻𝐼𝑇 (3.26). 

Experimental setup 

In this case study, thirty AlSi10Mg cubes with a side of 20 mm were 

manufactured by the EOS M290 by SLM process. The SLM machine is one of the 

most recently introduced in the market by EOS. Hence little characterization has 

been reported. The powder material is provided and manufactured by EOS to 

optimize the build and has a composition reported in Table 29, and a nominal 

hardness of (119±5) HBW 2.5/62.5. 

Table 29 Chemical composition of EOS AlSi10Mg for SLM. Al is the remainder. 

Element Si Fe Cu Mn Mg Ni Zn Pb Sn Ti 

% relative weight 9.0 -11 ≤ 0.55 ≤ 0.05 ≤ 0.45 0.2-0.45 ≤ 0.05 ≤ 0.10 ≤ 0.05 ≤ 0.05 ≤ 0.15 

 

Once removed from the base plate and cleaned from residual powder [65], the 

cubes were then polished to avoid any superficial effect due to the surface 
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topography and the different processing condition to affect the mechanical 

characterization results [106]. 

Out of the thirty cubes, ten were post-processed with an SR treatment by 

holding a temperature of 300°C for 2 h, ten with a T6 consisting of a solution 

treatment at 540°C for 5 h, a water quenching and artificial aging at 160°C for 6 h 

[3,5]; the ten residue cubes are considered in their AB condition. 

According to the following discussion, this section investigates the 

effectiveness of hardness tests in assessing heat treatment effects by tests in the 

full hardness range. Macro-instrumented indentations are performed by a Bruker 

UMT TriboLab (located in the FCA-CRF Laboratory – Group Materials, Torino) 

with a Vickers indenter, whilst nano-indentations are realized by a Hysitron TI 

950 (located at Istituto Italiano di Tecnologia, Torino) with a Berkovich indenter. 

HBW 2.5/62.5 tests were performed to provide a reference with the material 

specification sheet from the powder supplier. 

To investigate accordance between Brinell and indentation hardness, the 

scales HBW 1/10 and macro-instrumented indentation test with force-controlled 

cycles at a maximum force of 100 N, i.e., HIT 100/50/10/40 respectively, were 

chosen. These scales’ choice complies with the material data sheet’s force-

diameter index of 10 N/mm, which ultimately defines the Brinell scale [413], and 

the limit test forces achievable with the Brucker indenters and the Brinell scale 

lower range. 

Last, to assess local material properties, nano-instrumented indentation test 

with force-controlled cycles at a maximum force of 5 mN as HIT 0.005/5/2/5. 

SLM introduces anisotropy in the manufactured workpieces. Thus, tests were 

performed on the top (xy) surface and one side surface (xz) of the cube. 

Tests were carried out under the hypothesis that manufactured cubes’ 

mechanical properties are uniform, at least at a macroscopic level, according to 

the known process repeatability [106,107]. Therefore, Brinell hardness tests, i.e., 

both HBW 2.5/62.5 and HBW 1/10, were performed on nine out of ten samples 

per heat treatment, with three replicated measurements. Instrumented indentation 

test is more refined than Brinell hardness [421]. Therefore, it is exploited to 

investigate local mechanical properties variability by performing a grid of 7×7 

macro-instrumented indentations on one of the nine samples. Process repeatability 

guarantees the significance of the comparison between the mentioned 3×9 HBW 

and the macro-instrumented indentations. A devoted sample, i.e., the one left per 

each treatment, was exploited to perform the mechanical characterization at a 

small scale using a 11×11 nano-instrumented indentation grid. This choice aimed 

to test the top surface and avoid residual stress fields locally introduced by 

indentations at different scales superimpose.  

Results discussion 

Statistical data analyses were carried out on each data set, i.e., HBW 2.5/62.5, 

HBW 1/10, macro-IIT and nano-IIT, to test i) their normality, and based on the 
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heat treatment, ii) the anisotropy effect on mean estimates and iii) on their 

dispersion. 

Firstly, the possible presence of outliers was investigated according to 

Chauvenet’s method [422]. Given the dimensions of data sets, highlighted outliers 

were excluded from further analyses. Normality tests were performed using χ2-test 

at a confidence level of 95% and supported by a graphical investigation through 

normal probability plot (NPP) [423]. The null hypothesis of normality cannot be 

rejected for characterization results in the macro range, i.e., HBW 2.5/6.25, 

HBW 1/10, HIT 100/50/10/40. This is consistent with the scale of investigation of 

the test, which by design, it is not expected to detect local variations of material 

properties. Moreover, Figure 77 shows that NPPs have a clustered shape typical of 

scales with poor resolution, e.g., HBW 2.5/62.5, which, though, it is less evident 

for more sensitive tests, e.g., macro-IIT and nano-IIT. 

 

Figure 77 NPP of hardness from macro to nano scale. Normality hypothesis cannot be rejected. Notice 

the increased resolution at lower scales. AB in the top (xy) surface are shown as representative condition. 

Investigations of systematic differences between characterization results due 

to i) heat treatment and ii) anisotropy are carried out by means of 1-way ANOVA 

and hypothesis t-test on average value at a confidence level of 95%. 

Although with different power and capabilities, both statistical tests 

consistently conclude that, independently from the characterization scale, there 

are systematic differences in the characterization results amongst different heat 

treatments within the same direction. 

Moreover, when considering the same heat treatment, and the hypothesis of 

isotropy is addressed, for T6 data, such hypothesis cannot be rejected with a risk 

of error of 5%. HIT 100/50/10/40 represents an exception to this result as isotropy 

shall also be rejected for T6. This can be explained considering the greater 

sensitivity, due to both the shape of the indenter and the testing procedure itself, 

of the macro-IIT with respect to the Brinell test [421]. This is also confirmed by 

the hypothesis test on the sample variance performed to investigate 

homoscedasticity amongst the different conditions. At a confidence level of 95%, 

the greater sensitivity to local variations of the macro-IIT leads to rejecting 

homoscedasticity in all cases, whilst HBW 2.5/62.5 and 1/10 cannot reject it for 

SR and T6. From a microstructural perspective, this result is consistent with the 
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characteristics of T6 treatment and the resulting microstructure featuring large and 

agglomerated Si grains [107]. As Figure 78 shows, the 7×7 grid indentations on 

the T6xy were performed on the Al matrix excluding Si: values have a shorter and 

centered on lower values range than the T6xz. The polished surface required to 

perform IIT hinders an a-priori localization of indentation spot by metallographic 

microscopes. The collection of more data, also on different samples, could 

statistically solve the issue, avoiding such systematic effect. 

 

Figure 78 NPP of HIT 100/50/10/40 on T6 on xy (black o) and on xz (red ×) surface. Notice the shorter 

range centred at lower values for xy data highlighting the exclusion from tested region of Si grains, that are 

harder. 

Similarly to the macro-scale case, data sets’ nano-scale normality cannot be 

rejected but for the T6 case. In particular, the T6 microstructure is even more 

impacting as a significant deviation from normality results. Literature suggests 

that indentations may have been performed at the interface of two phases, 

explaining the bimodal shape of the NPP shown in Figure 79 [107]. Systematic 

differences within the same direction amongst the three treatments are still 

highlighted by ANOVA and t-test on averages. Differently, anisotropy is no more 

detected with statistical significance in any cases because of the scale of 

characterization. 

 

Figure 79 Large and agglomerated second phases of Si, generated by T6, yield bimodal distribution, 

highlighted by nano-IIT. 

As in most common industrial practices, the powder manufacturer specifies in 

the datasheet HB 2.5/65.2 for the AB. Satisfactory compliance of experimental 

results with the specification is shown in Figure 80, considering expanded 

uncertainty from reproducibility of the measurement with a coverage factor of 2. 
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Figure 80 Comparison between AB HBW 2.5/62.5 experimental (error bar) and nominal values (red 

dashed lines). Notice the decreasing trend of average value due to microstructure change and the recovery of 

isotropy from AB to T6. 

Although hardness scale conversion cannot substitute for an actual 

measurement, it can still provide relevant information about scale compatibility 

[420]. Scale conversion is addressed according to the methodology, and results 

are shown in Figure 81. The regression implemented to estimate the scaling factor 

k⋅l of Eq.(3.26) yielded a result of (164±7) HBW/GPa, which entails a k of 1.75, 

almost twice the tabulated value in [420]. This stresses further the need to assess 

devoted conversion for specific materials, which is more compelling when AM 

materials are involved. Scale conversion allows highlighting compatibility and 

accordance of characterization on different scales, which are relevant for 

industrial practice. In particular, the recovery of the anisotropy from AB to T6 is 

shown in Figure 80 and Figure 81 with error bars that, in the latter case, 

completely overlap. Furthermore, a systematic decreasing trend of the hardness 

can be highlighted from AB to T6, consistent with the microstructure 

modification, as the heat treatments promote grain growth to relieve stresses and 

recover isotropy. IIT greater sensitivity yields larger dispersion, which reduces for 

T6 due to a more uniform microstructure that is relieved of residual stresses. 
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Figure 81 Results of scale conversion. Error bars represent Expanded uncertainty with coverage factor 

of 2. 

Section summary 

Entities involved in a supply chain may characterize materials and state 

specification by a wide set of tools, whose consistency is thus essential to be 

assessed. The industrial practice relies upon a fast characterization method, as 

hardness tests, of which several alternatives, with different peculiarities, have 

been proposed during the past century. This section exploited hardness scale 

conversion to prove consistency between Brinell hardness scales and IIT. 

Moreover, a thorough macro- to nano-scale characterization assessed their 

capability to detect the effects of heat treatments performed on AlSi10Mg by 

SLM. Indentation testing performs adequately in assessing the effectiveness of 

heat treatments. IIT, in particular, thanks to its superior refinement, is also capable 

of providing microstructure-related characterization at all considered scales. 

3.3.2 Multi-sensor multi-scale technological surfaces 

characterization9 

The need to develop highly engineered materials combined with advanced 

manufacturing processes is one of the main drivers of technological innovation, 

with numerous applications in aerospace, automotive, biomedical and other 

sectors [68,424]. 

In particular, at the early stages of the product-process development process, a 

thorough characterization is essential to understand how the material, and hence 

the final product, is affected by the manufacturing process, and ultimately the 

mechanical properties it will have in its final form. Currently, academia and 

industry extensively focus on developing composite materials often reinforced 

 
9 Part of this section was also previously published in: Maculotti G, Senin N, Oyelola O, 

Galetto M, Clare A, Leach R (2019) Multi-sensor data fusion for the characterization of laser 

cladded cermet coatings Proceedings of the 19th International Conference and Exhibition of 

EUSPEN, Bilbao (ES), June 
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with hard ceramic particles to enhance product performances in terms of 

tribological properties and durability [234,425–427]. These types of materials 

assume a multi-phase configuration. This requires a thorough characterization, 

which usually implies investigating the individual phases, their reciprocal 

interaction, and their overall layout within the product, observed via cross-

sectioning [7]. Multiple heterogeneous measurement technologies can be used, 

e.g., scanning electron microscopy (SEM), optical areal surface topography 

measurement, X-ray computed tomography, energy dispersive X-ray spectrometry 

(EDX), and X-ray diffraction. In parallel, mechanical properties, e.g., hardness, 

can be investigated by dedicated tests. 

An opportunity to improve our knowledge and understanding lies in the 

capability of integrating multiple sources of experimental information. However, 

the integration of measurement results presents significant challenges due to the 

heterogeneity of the information sources and the need to reciprocally localize 

information contained within the same co-ordinate space to infer correlations. 

To achieve this aim, literature resorts to multi-sensor data fusion. As 

mentioned in the Introduction this is a technique aimed at combining information 

gathered by means of several sensors to increase the overall informativeness of 

the acquired data [112]. Sensors, i.e., sources of measured data, can be 

homogeneous or heterogeneous; they can be combined according to different 

configurations: competitive, complementary and cooperative [428]. Sensors 

within a network require to be managed, and their measurements to be fused 

together. This is the most critical step. Literature addresses this challenge by 

several complex solutions, ranging from data set registration [111] to Gaussian 

process regression [429]. In the technological field, multi-sensor data fusion has 

been largely exploited in dimensional analyses [111]. Cooperative and 

complementary configurations are often exploited to perform measurement 

compensation and error correction across measured attribute to achieve a more 

accurate result [17,430–432]. 

Conversely, a competitive sensors network allows to reduce measurement 

uncertainty or achieve across domains, i.e., multi-scale, data fusion [430,433]. 

Within dimensional applications, multi-sensor data fusion soften consists of 

augmenting the measurement’s informativeness by registering different 

homogeneous data sets. However, in the current industrial framework, 

heterogeneous data set, images, point clouds, and volume scans are necessary to 

describe the analyzed components thoroughly. This requires more advanced 

solutions to deal with the problem at hand, e.g., Gaussian Process Regression to 

support data registration [110,199].  

The case in which heterogeneous data sets are merged within a 

complementary configuration is different and more complex. Though, this is 

typically sought to achieve thorough characterization of technological surfaces for 

innovative materials and processes, both in industry and academia 

[7,111,112,434]. 

Accordingly, in this section, an original multi-sensor data fusion approach is 

presented, focused on spatial co-localisation of heterogeneous datasets to achieve 
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thorough characterization of a technological surface and as a fundamental 

precondition to enable the development of correlation models. Preliminary 

considerations on uncertainty evaluation are additionally provided to enable 

uncertainty evaluation of to-be-set correlation models. The method is applied to a 

case study of industrial interest. 

A case study: cermets 

A metal matrix composite material obtained from titanium-alloy metal wire 

and tungsten carbide ceramic powder, i.e., Ti-6Al-4V (WC/W2C) cermet, is 

selected as the test case. The material is deposited in multiple layers to produce a 

coating through laser deposition, a beam deposition process [435]. It is a flexible 

process as the deposition head can be mounted on both CNM and wrist of 

industrial robots, is traditionally exploited for fixing components’ minor damages, 

and is now adopted for coating deposition [435]. As shown in Figure 82, the 

deposition head features a laser source and two material feedstock suppliers: one 

for the primary material of the matrix, typically a metal wire, and the second for 

the reinforcement, which can either be a powder, mostly for ceramic, or a wire. 

The material is locally deposited and melted by the laser beam to achieve local 

consolidation. 

 

Figure 82 Schematic of laser deposition (adapted from [436]). 

In particular, it can deposit composite materials, whom cermets are an 

example of, based on a metallic matrix and ceramic inclusions. Multi-layer 

cermets, such as those addressed in this work, are becoming increasingly popular 

where wear, thermal management, enhanced structural stiffness, and hardness are 

critical [437–439]. Thus the problem of their characterization is of significant 

importance. Extended research is currently being performed, to understand the 

effects on material properties of the several degrees of freedom of laser cladding, 

including materials, their feedstock, and process parameters  [436,440,441]. In 

this work, the analysis focuses on investigating the interfaces between the metal 



 

137 

 

matrix and the ceramic particles, the main phases in the deposited cermet. The 

interfaces are relevant as they feature varying microstructural and mechanical 

properties due to solid-state diffusion of ceramic material into the metal matrix, 

yielding to hardness gradients. The geometrical and physical conformation and 

spatial distribution of the particles, the surface topography, hardness, and hardness 

gradient as observed in cross-sections of the coating layers are important 

characterization targets as they affect overall material properties. These targets 

depend on process parameters and thus are also crucial for process control. 

Moreover, they influence the choices for further post-processing, e.g., via 

machining, as inhomogeneous mechanical properties result in high fluctuation of 

the cutting force and, hence, in reduced tool life [442].  

The test case whose analysis is illustrated in this work is a laser deposited Ti-

6Al-4V (WC/W2C) cermet component produced by the Advanced Manufacturing 

Research Group at the University of Nottingham [436].  

Sources of measured data 

Multiple sources of measured data were considered: SEM and EDX for 

microstructural imaging and qualification of chemical composition, coherence 

scanning interferometry (CSI) for optical areal surface topography measurement, 

and nano-instrumented indentation testing (nano-IIT) to characterize hardness in 

the nanometre range. 

In backscattered electron measurement mode, SEM can be used to distinguish 

amongst different constituent phases of the material, despite limitations due to 

poor correlation between phase and grey level in the generated SEM images  

[443,444]. SEM imaging was performed with an acceleration voltage of 20 keV at 

different magnifications, i.e., 10 000×, 1 200× and 600×, resulting in a lateral 

resolution of 46 nm/pixel, 111 nm/pixel and 222 nm/pixel, respectively. Figure 83 

shows an example of SEM images at 600× and 1 200×.  

 

Figure 83 Example SEM images at different magnification showing the cermet cross-section (ceramic 

particles, i.e., the WC phase, appear bright): (a) 600× and (b) 1 200×. 
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EDX qualifies the phases’ chemical composition by measuring the energy and 

the number per type of diffracted X-rays. EDX is performed on points selected by 

the operator on a SEM image, see Figure 84(b). Thus, SEM and EDX datasets 

feature the same coordinate reference system if generated as part of the same 

measurement session with the same instrument. In this work, a SEM and EDX 

Philips FEI XL30 were used at the Nanoscale and Microscale Research Centre, 

University of Nottingham. 

 

Figure 84 Nano-IIT processed area. (a) nano-hardness map, colour is proportional to measured nano-

hardness; (b) SEM at 10 000×: some of the indentation marks are barely visible. A, B, C are examples for the 

EDX characterization. 

A series of nano-IIT tests performed at different positions over a plane allows 

distinguishing material phases and creating phase maps [336,445–447]. Nano-IIT 

was performed using a Hysitron TI950 at the Instituto Italiano di Tecnologia of 

Turin, Italy. A grid of 11×9 indentations at 1 mN maximum cycle test force was 

performed, with a covered area of (30 × 25) µm, to provide significant testing area 

and high lateral resolution of nano-hardness values. The horizontal axes 

transducers of the selected nano-IIT instrument allow localization of the 

indentations in a co-ordinate space, with a nominal positional accuracy of 1 µm. 

In Figure 84(a), an indentation map is shown along with a SEM image at 10,000× 

magnification, where some indentation marks are visible (to cover the whole grid 

of indentations, multiple images at this magnification are necessary). Visible 

indentation marks were selected as reference positions for EDX. 

Example EDX results are shown in Table 30 for the three inspected points 

highlighted in Figure 84(b). The white region in the bottom left of the SEM image 

in Figure 84 (b) represents the WC phase; the grey regions represent the metal 

matrix, the black regions indicate the second phase of TiC-W precipitates. Spectra 

of EDX characterization are reported in Figure 85. 
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Table 30 EDX Results. Chemical composition (wt %) for the three example points shown in Figure 

84(b). 

Region C Al Ti V W 

A 27.55 3.67 47.06 2.80 18.92 

B 29.01 0.97 64.53 1.12 4.36 

C 28.59 - - - 71.41 

 

 

Figure 85 EDX spectra of the three points in Figure 84(b). 

Nano-IIT requires the sample cross-section to be ground and polished [448], 

leading to highly reflective surfaces whose topographies are suitable for capturing 

via CSI measurement [113]. Surface topography was measured with a Zygo 

NewView 8300, at the Manufacturing Metrology Team laboratory, University of 

Nottingham. Because the nano-indentation marks were barely visible given the 

lateral resolution of the CSI even with the 50× objective, CSI measurement had to 

be performed without precise referencing to the grid. CSI measurements were 

performed to cover a wider area of (640 × 1000) µm, to compensate for the 

former issue. In so doing, larger and visible landmarks could be incorporated, 

useful for co-localization. A wide area was obtained by measuring 2×3 FOVs, 

each sized (0.43 × 0.43) µm, using a 20× objective with a lateral resolution, 

evaluated according to the Sparrow criterion, of 0.63 µm; Figure 86 shows one 

FOV. 
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Figure 86 CSI pseudo-color height map (single FOV at 20×) showing a region of the sample cross-

section. A large ceramic particle and its interface are visible. 

Multi-sensor data fusion 

Despite being heterogeneous in content and organization (structure and 

format), all the discussed datasets feature spatially localized information, although 

they do not necessarily share the same coordinate systems. The fundamental pre-

requisite to search for correlations between the datasets is to solve the co-

localization problem (i.e., bringing all the datasets into the same coordinate 

system). Co-localization may not necessarily imply seeking the maximum overlap 

of measured data points, as, in principle, heterogeneous datasets will be 

characterized by different sampling densities and coverage ranges, making it 

unlikely to have spatially coincident measured points. 

 Fusion of image-like, homogeneous datasets 

Datasets formatted like digital images and obtained from the same instrument 

and same set-up, but possibly referring to different regions of interest (ROIs), can 

benefit from co-localization within a common coordinate space, for example, to 

extend coverage range without sacrificing resolution. The fusion of image data 

with partially overlapping ROIs (referred to as stitching) can be implemented on 

optical and non-optical images and height maps. In this work, stitching of SEM 

images (see example in Figure 87(b)) was implemented with a custom-developed 

method consisting of alignment of pairwise-matched landmarks algorithmically 

identified via the SIFT (Scale Invariant Feature Transform) method [449]. 

Stitching of CSI maps (e.g., see Figure 87 (a)) was implemented instead of using 

surface metrology software integrated with the CSI instrument. 
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Figure 87 Stitched datasets obtained by (a) CSI at 20× and (b) SEM at 10 000×. An approximate 

indication of localization of the SEM ROI within the area covered by CSI is provided as a qualitative 

reference by the yellow box. 

 Co-localization of heterogeneous datasets 

In some simpler cases, heterogeneous datasets may not need co-localization. 

For the test case, this happened with EDX measurements because the 

measurement positions were selected on SEM images taken with the same 

instrument, same set-up, and within the same measurement session; thus, they 

shared a common co-ordinate system. Usually, though, heterogeneous datasets are 

obtained from different instruments and in the absence of a common spatial 

reference frame; thus, co-localization is necessary. 

Similarly to stitching, the presence of landmarks shared within overlapping 

segments of the ROIs is the main facilitator for co-localizing heterogeneous 

datasets. 

However, landmarks are suitable to support co-localization only if represented 

and recognizable within each dataset, which may not necessarily be the case for 

measurements that may target different properties and react differently to the 

measured sample, thus ultimately capturing different aspects of the same 

landmark, or none at all.  When pairwise matching of landmarks is possible and 

reliable, then heterogeneous datasets can be co-localized by solving the absolute 

orientation problem [450]: i.e., by finding the transformation matrix that 

minimizes the root mean squared error (RMSE) between pairwise-matched points. 

For the co-localization of the SEM images, CSI height maps and nano-IIT 

maps, a simpler, two-dimensional version of the absolute orientation problem was 

adopted, with the optimal transformation constrained to take place in the x,y 
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image plane. In the two-dimensional case, the rotation matrix is driven by one 

angle α, and the pivot point (x0, y0), the translation defined by vector t and a scale 

vector (sx, sy) compensates for potential global magnification errors in the two 

axes of the SEM or CSI image, thus resulting in Eq.(3.27) which describes the 

two-dimensional version of the absolute orientation problem: 

 

[
𝑥′
𝑦′
1

] = [𝑆] [
𝑥
𝑦
1
] = [𝑠𝑥 𝑠𝑦 1] [

cos(𝛼) sin(𝛼) −𝑥0 + 𝑡𝑥
−sin(𝛼) cos(𝛼) −𝑦0 + 𝑡𝑦

0 0 1

] [
𝑥
𝑦
1
] (3.27). 

 

For the test case, the co-localization of nano-IIT, SEM and CSI datasets was 

performed in steps. 

At the first stage, the nano-IIT dataset was localized in the 10 000× stitched 

SEM image coordinate system. Pairwise-matched points for alignment were 

identified from the nano-IIT indentations’ coordinates, and the centroids of the 

visible indentation marks in the SEM image on the other. Because most 

indentation marks were barely visible in the SEM image, and algorithmic 

identification [451] would be frequently disturbed by the presence of larger and 

better-contrasted regions, localization of indentation centroids in SEM was 

preliminarily performed manually. However, better algorithmic solutions are 

currently being studied. The transformation matrix to maximize overlapping of 

pairwise-matched points was computed automatically, considering in a first step 

all visible indentation marks. A second alignment pass was performed, based 

again on solving the same absolute orientation problem, to refine further the co-

localization. This time it only considered a subset of pairwise matched indentation 

centroids, selected as the closest to each other after the first alignment step 

according to a k-nearest neighborhood algorithm [452]. These are the cyan 

rectangles in Figure 88. 

Alignment results were computed, catering also for positional uncertainty in 

the nano-IIT dataset. Figure 89 shows the co-localization results at two different 

scales. A colored box is drawn about each nano-IIT indentation centroid to 

represent location uncertainty originated by the nano-IIT system’s positioning 

error: it can be noted that most of the indentation marks visible in the aligned 

SEM image fall within the boxes, indicating an acceptable co-localization result.  

The second stage of the multi-sensor data fusion co-localization process 

consisted of positioning the SEM datasets (600×, 1 200× and 10 000×) within the 

coordinate reference frame of the CSI dataset (20×). It was also based on 

identifying pairwise-matched landmark points and alignment by solving the 

absolute orientation problem. 
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Figure 88 In red, complete grid of indentation, in cyan k-nearest neighborhood set for refined alignment. 

 

Figure 89 (a) Hardness to SEM registration. Red is coarse alignment; green is fine alignment; boxes 

represent location uncertainty due to accuracy of nano-IIT platform. (b) Higher detail image of the yellow 

box, where indentations can be seen. 

However, not all the SEM datasets would feature landmarks easily visible 

within the CSI dataset, because of the sometimes large scale differences (e.g., 

between 20× CSI and 10 000× SEM). 
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Therefore, a first co-localization was performed to align the lowest 

magnification SEM dataset (600×) to the CSI dataset. For this co-localization, the 

transition edges between phases, i.e., the ceramic particles’ boundaries visible in 

both datasets, were used as alignment landmarks. In fact, SEM distinguishes 

microstructures whilst CSI macro features, at most; therefore, a method to 

highlight points to be matched is necessary, and features edge can be exploited to 

determine robust identification of characteristic points of an image. Here a method 

is proposed to extract features edge; it consists of i) denoising the surface through 

a high-pass filter and ii) application of an edge-finding algorithm. Implementation 

is performed on MATLAB 2018b, which requires operation on greyscale images. 

Even though denoising could be achieved by wavelet deconvolution algorithm 

[453], due to the fine structures, the application is not effective, and 2D Gaussian 

smoothing kernel, with a standard deviation of 10 pixels (set by trial and errors) 

was more robust. Amongst the several edge detection algorithms available in the 

literature, e.g., Canny, Sobel, Prewitt, Roberts [454], due to its greater robustness 

to noise and capability of correctly locating complex edges, the Laplacian of 

Gaussian (LoG) detector, which is based on the detection of intensity change 

points, i.e., the zero-crossing point of the Laplacian of the image convoluted, for 

scale detection, to a 2D Gaussian filter [455];  

According to Horn’s method, once edges have been extracted, couples of 

matching points have to be found and exploited to evaluate the orientation matrix. 

The edges were recognized automatically both on SEM images (on grey levels) 

and CSI maps (on height values) by application of a LoG (Laplacian of Gaussian) 

operator [454,455]. Adopting the Laplacian filter guarantees independence from 

orientation, which is critical since intensity change is related to anisotropic optical 

properties of the operation and reduces the computational cost of convolution. 

Then the 1 200× SEM dataset was aligned to the already localized 600× one, 

and finally, the 10 000× SEM dataset was aligned to the 1 200× one. Both 

alignments were performed using pairwise-matched landmarks, both again using 

inter-phase edges as alignment references. The final transformation matrix found 

for the 10 000× SEM dataset was also applied to the nano-IIT and EDX data to 

preserve their prior co-localization to the SEM set. 

Figure 90 shows some example results of the co-localization process 

involving CSI and SEM datasets at multiple magnifications. 
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Figure 90 SEM to CSI co-localisation; images in CSI reference frame (90° counter clockwise rotated 

with respect to previous figures). (a) 600× SEM (green) to CSI (purple), edges are shown for clarity; (b) SEM 

1 200× (green) to SEM 600× (purple); (c) ) SEM 10 000× (green) to SEM 1 200×; (d) detail to highlight the 

TiC-W precipitates structures exploited for point pairs selection; (e) 10 000× SEM to CSI height map 

(rendered in grayscale). 

The final co-localization error was estimated as 17.6 µm, combining the 

individual uncertainties obtained from the respective alignment RMSEs [286]. 

The individual error contributions are summarised in Table 31. For the test case, 

Table 31 highlights the SEM dataset’s alignment at 600× to the CSI dataset as the 

most critical step in terms of error contribution. Clearly, a more comprehensive 

estimation of expanded uncertainty for multi-sensor data fusion has not been 

achieved yet. Further contributions, here not considered, include stitching and 

error associated with the individual measurement instruments (e.g., aberration in 

SEM images [7] positional uncertainty of the nano-IIT). 

Table 31 RMSE contributions of each co-localization operation. 

 
nano-IIT 

to 10,000x 

SEM 

(coarse) 

nano-IIT 

to 10,000x 

SEM (fine) 

SEM 600x 

to CSI 

SEM 

1200x to 

CSI 

SEM 

10 000x to 

CSI 

RMSE / 

µm 

0.48 0.21 17.60 0.43 0.77 
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Section summary 

Multi-sensor data fusion for the wide-spectrum characterization of innovative 

materials combined with advanced manufacturing processes has been 

investigated. The analysis has focused on a metal matrix composite deposited in a 

multi-layered coating using laser deposition. The problem of co-localization of 

homogeneous and heterogeneous measured datasets has been addressed, and the 

feasibility of solutions based on the alignment of pairwise-matched landmarks has 

been analyzed. Automated identification of landmarks has been found to be the 

most critical aspect of the method. Preliminary considerations on evaluating 

uncertainty associated with the procedure also indicate that further analyses are 

needed to cater for a larger number of error sources. 
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Chapter 4 

Conclusions 

The modification and characterization of technological surfaces is core in 

modern industry and within Industry 4.0 to enable the development of 

manufacturing processes and materials, to provide end customers enhanced 

functionality, and support sustainable applications. The product and process 

complexity, to enable effective quality controls, requires information-rich 

inspection techniques that must also be reliable, robust, accurate, and precise. 

Within this framework, this thesis aimed at achieving some advancements to 

methods available for characterizing technological surfaces, specifically from a 

geometrical and mechanical perspective. In particular, as discussed in the 

Introduction and motivated by the relevant literature review, the following 

research objectives were tackled: 

• Effect of augmentation of conventional measurement techniques’ 

informativeness on topography characterization, 

• Assessment of measurement uncertainty of wear volume measurement 

methods based on topographical measurement, 

• Reducing measurement uncertainty of instrumented indentation test, 

• Improving calibration procedure for nanoindentation testing machines. 

Amongst other available point augmentation methods, Kriging methodology 

was considered, relying on spatial correlation properties typical of manufacturing 

processes. It proved effective in predicting textured surface patterns even if based 

on sparse economic measurements since no systematic difference between 

characterization parameters obtained by the proposed approach, and denser 

methods could not be highlighted. This may provide an efficient and effective tool 

to SMEs to cope with surface topographies’ characterization requirements by 

augmenting traditional contact measurement methods’ informativeness. 

Future works, relying on these results although changing the economic 

perspective, may exploit this approach to manage, i.e., identify and correct, 
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measurement disturbances of information-rich and dense optical surface 

topography measurement methods. 

 

In this work, a performance comparison of different literature methods to 

estimate wear and damage volumes of surfaces was addressed. The comparison 

exploited the development of the measurement uncertainty evaluation based on 

the most recent surface topography measuring instrument characterization 

standards, which was missing in current literature. Additionally, it proposed a 

methodology to estimate the uncertainty of surface topography areal field volume 

parameters. It showed that the current wear volume characterization standards for 

tribological pin-on-disc tests might require an update to cope with the most recent 

measurement technologies. 

These results may be exploited in the future to support the development of 

calibration and verification pipelines and the choice of reference blocks for the 

pin-on-disc test. Similarly, these results may be exploited to develop uncertainty 

evaluation methods for wear volume measurements in more complex cases, such 

as: non-localized wear, e.g., fretting, small amounts of wear, e.g., due to hard 

materials, or wear on complex topographies. In fact, these cases are typically 

addressed by means of machine vision algorithms. Conversely, the proposed 

research feature at least one main limitation. It neglected the choice and the 

selection of the region of interest. This was dispensed with as the considered cases 

featured a negligible roughness with respect to the wear scar. The simplification 

that is reasonable for the considered cases is clearly not general. Often 

practitioners select the region of interest manually. However, ad-hoc automated 

algorithms are needed to guarantee the repeatability of the results. Future works 

may aim to develop machine vision methods to cope with this challenge. 

 

Advanced non-conventional mechanical characterization methods of surface 

topographies were investigated. In particular, this dissertation focused on the 

instrumented indentation test, which is a non-destructive flexible, and highly 

informative characterization method. 

It was applied to case studies relevant to Industry 4.0, e.g., developing 

additive manufacturing process, innovative cermet materials, and proving their 

suitability for quality controls. 

Furthermore, to establish traceability and provide end-users of instrumented 

indentation test with confidence in the obtained results, the main factors 

influencing measurement uncertainty were addressed. 

An alternative methodology for evaluating the sample contact stiffness was 

outlined; it is based on the direct evaluation of the indentation curve’s derivative, 

thus more adherent to the measurand definition, and yielded promising results in 

both terms of accuracy and precision. 

Moreover, the calibration of main influencing factors, i.e., the frame 

compliance and the parameters of the indenter area shape function, was 

investigated, highlighting unreported severe shortcomings in the standardized 

method, as far as its prescriptiveness and robustness are concerned. Therefore, a 
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straightforward alternative approach was outlined, which resulted in definitive 

advantages in accuracy, precision, and computational efforts thanks to a more 

rigorous mathematical modeling. Last, methodology to assess the calibrated 

parameters’ measurement uncertainty, which is missing in current literature and 

the standard, was proposed. Due to the complex nature of the calibration pipeline, 

two simulative methods were proposed: a Monte Carlo Method and a Bootstrap-

based method. The latter provides simpler management of the correlated input 

quantities and reduces the preliminary experimental and statistical efforts required 

to set up the MCM. These results may promote the development of improved 

calibration pipelines. Similarly, they may support the investigation of other 

influence factors, e.g., identifying reference blocks’ materials and the functional 

form of the indenter area function, which may impact the calibration results and 

ultimately reduce the characterization’s measurement uncertainty. 

The results obtained addressing the instrumented indentation test’s 

metrological properties are relevant to enable traceability and guarantee high 

precision of this technique. They were obtained exploiting reference data sets; 

however, the author acknowledges that an international laboratory comparison 

may support these claims and test the robustness of the proposed calibration 

method. 

However, the investigation of the influence factors to instrumented 

indentation test to measurement uncertainty was not thorough. Several aspects 

were not addressed and may be the object of future investigations: e.g., the area 

shape function, the calibration material, the thermal drift, and its correction. As far 

as the calibration of area shape function parameters is concerned, results 

augmentation might be obtained via the electric contact resistance method, which 

has been little exploited for this purpose and whose metrological performances are 

unreported. Last, the obtained results are limited to a specific operation mode of 

instrumented indentation test, i.e., the standard quasi-static. As discussed, several 

other alternatives are available, e.g., dynamic indentation, high-speed indentation, 

which were not considered here and shall be the target of future researches. 

However, the obtained results may provide useful guidelines for these 

characterization modes, too. 
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Appendix A 

This appendix reports tables the with relative accuracy between the different 

method to estimate volumes related to total damage, wear and galling in disc after 

a pin-on-disc tribological test, investigated in Section 2.4. 

The key for reading the tables is in the following Table A 1. 

Table A 1 Key to Annex A table headings. 

A B C D E F G H I…P Q…V 

ISO 

𝑹𝒏𝒐𝒎 

4 CSI 

20× 

ISO 

�̅� 4 

CSI 

20x 

Prof, 

alt 4 

CSI 

20x 

ISO 

𝑅𝑛𝑜𝑚 

8 CSI 

20× 

ISO 

�̅� 8 

CSI 

20x 

Prof, 

alt 8 

CSI 

20x 

aut. 

CSI 

20x 

VP 

CSI 

20x 

As 

A…H, 

with 

CSI 

5.5 x 

As 

A…F 

with 

CS 

 

Table report also the results on the hypothesis t-test on the difference of 

sample average built as follows, considering two different average volume 

estimation by two different methods, i.e., 𝑉𝑀1̅̅ ̅̅ ̅ and 𝑉𝑀2̅̅ ̅̅ ̅, each related to a standard 

uncertainty 𝑢(𝑉𝑀1̅̅ ̅̅ ̅) and 𝑢(𝑉𝑀2̅̅ ̅̅ ̅): 

 

𝐻0: 𝑉𝑀1̅̅ ̅̅ ̅ − 𝑉𝑀2̅̅ ̅̅ ̅ = 0 

𝐻1: 𝑉𝑀1̅̅ ̅̅ ̅ − 𝑉𝑀2̅̅ ̅̅ ̅ ≠ 0 

 

At a confidence level p of 95%, the null hypothesis 𝐻0 is rejected if 

 

𝑉𝑀1̅̅ ̅̅ ̅ − 𝑉𝑀2̅̅ ̅̅ ̅ ∉  [𝑡0.025,30𝑠 ;  𝑡0.975,30𝑠] 

𝑠 = 𝑢(𝑉𝑀1̅̅ ̅̅ ̅ − 𝑉𝑀2̅̅ ̅̅ ̅) = √𝑢2(𝑉𝑀1̅̅ ̅̅ ̅) + 𝑢2(𝑉𝑀2̅̅ ̅̅ ̅) 
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Table A 2 Relative Accuracy Total Damage volume PTFE. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A 0.00                      

B -0.15% 0.00%                     

C -0.15% 0.00% 0.00%                    

D 1.12% 1.27% 1.27% 0.00%                   

E 0.98% 1.12% 1.13% -0.15% 0.00%                  

F 1.40% 1.54% 1.54% 0.27% 0.42% 0.00%                 

G 1.18% 1.33% 1.33% 0.06% 0.21% -0.21% 0.00%                

H 2.05% 2.19% 2.19% 0.93% 1.08% 0.66% 0.87% 0.00%               

I -1.34% -1.20% -1.19% -2.50% -2.35% -2.78% -2.56% -3.46% 0.00%              

J -1.01% -0.87% -0.86% -2.16% -2.01% -2.44% -2.22% -3.12% 0.33% 0.00%             

K -1.01% -0.86% -0.86% -2.16% -2.01% -2.44% -2.22% -3.12% 0.33% 0.00% 0.00%            

L -0.34% -0.19% -0.19% -1.48% -1.33% -1.76% -1.54% -2.44% 0.99% 0.67% 0.67% 0.00%           

M -0.01% 0.13% 0.14% -1.15% -1.00% -1.43% -1.21% -2.10% 1.31% 0.99% 0.99% 0.33% 0.00%          

N 0.15% 0.30% 0.30% -0.99% -0.84% -1.26% -1.05% -1.94% 1.47% 1.15% 1.15% 0.49% 0.16% 0.00%         

O 1.30% 1.44% 1.44% 0.18% 0.32% -0.10% 0.12% -0.76% 2.61% 2.29% 2.29% 1.63% 1.31% 1.15% 0.00%        

P 2.43% 2.57% 2.58% 1.32% 1.47% 1.05% 1.26% 0.39% 3.73% 3.41% 3.41% 2.76% 2.44% 2.29% 1.15% 0.00%       

Q 0.62% 0.77% 0.77% -0.51% -0.36% -0.78% -0.57% -1.45% 1.94% 1.62% 1.62% 0.96% 0.63% 0.47% -0.69% -1.86% 0.00%      

R -1.06% -0.91% -0.91% -2.21% -2.06% -2.49% -2.27% -3.17% 0.28% -0.04% -0.05% -0.72% -1.05% -1.21% -2.39% -3.58% -1.69% 0.00%     

S -1.05% -0.90% -0.90% -2.20% -2.05% -2.48% -2.26% -3.16% 0.29% -0.04% -0.04% -0.71% -1.04% -1.20% -2.38% -3.57% -1.68% 0.01% 0.00%    

T -0.49% -0.34% -0.34% -1.63% -1.49% -1.91% -1.70% -2.59% 0.84% 0.52% 0.52% -0.15% -0.48% -0.64% -1.81% -3.00% -1.12% 0.56% 0.55% 0.00%   

U -2.19% -2.04% -2.04% -3.35% -3.20% -3.64% -3.41% -4.32% -0.83% -1.17% -1.17% -1.84% -2.18% -2.34% -3.54% -4.74% -2.83% -1.12% -1.13% -1.69% 0.00%  

V -1.93% -1.78% -1.78% -3.09% -2.94% -3.37% -3.15% -4.06% -0.58% -0.91% -0.91% -1.59% -1.92% -2.09% -3.27% -4.47% -2.57% -0.87% -0.87% -1.43% 0.25% 0.00% 
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Table A 3 Relative Accuracy Wear volume PTFE. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A 
0.00%                                           

B 
-0.15% 0.00%                                         

C 
-0.15% 0.00% 0.00%                                       

D 
1.84% 1.98% 1.98% 0.00%                                     

E 
1.69% 1.84% 1.84% -0.15% 0.00%                                   

F 
2.10% 2.25% 2.25% 0.27% 0.42% 0.00%                                 

G 
4.73% 4.87% 4.87% 2.94% 3.09% 2.68% 0.00%                               

H 
5.63% 5.77% 5.77% 3.87% 4.01% 3.60% 0.95% 0.00%                             

I 
-0.57% -0.42% -0.42% -2.45% -2.30% -2.73% -5.56% -6.57% 0.00%                           

J 
-0.24% -0.09% -0.09% -2.11% -1.96% -2.39% -5.21% -6.22% 0.33% 0.00%                         

K 
-0.24% -0.09% -0.09% -2.11% -1.96% -2.39% -5.21% -6.22% 0.33% 0.00% 0.00%                      

L 
1.28% 1.42% 1.42% -0.57% -0.43% -0.85% -3.62% -4.62% 1.83% 1.51% 1.51% 0.00%                     

M 
1.60% 1.74% 1.74% -0.24% -0.10% -0.52% -3.29% -4.28% 2.15% 1.83% 1.83% 0.33% 0.00%                   

N 
1.75% 1.89% 1.90% -0.09% 0.06% -0.36% -3.12% -4.11% 2.30% 1.98% 1.98% 0.48% 0.16% 0.00%                 

O 
5.05% 5.19% 5.19% 3.27% 3.41% 3.01% 0.34% -0.62% 5.58% 5.27% 5.27% 3.82% 3.51% 3.36% 0.00%               

P 
6.31% 6.44% 6.44% 4.55% 4.69% 4.29% 1.66% 0.72% 6.83% 6.53% 6.53% 5.10% 4.79% 4.64% 1.33% 0.00%             

Q 
2.63% 2.77% 2.77% 0.80% 0.95% 0.53% -2.21% -3.18% 3.17% 2.86% 2.86% 1.37% 1.05% 0.89% -2.55% -3.93% 0.00%           

R 
0.98% 1.13% 1.13% -0.87% -0.72% -1.15% -3.93% -4.93% 1.54% 1.22% 1.21% -0.30% -0.63% -0.78% -4.28% -5.69% -1.69% 0.00%         

S 
0.99% 1.13% 1.13% -0.86% -0.72% -1.14% -3.92% -4.92% 1.55% 1.22% 1.22% -0.29% -0.62% -0.78% -4.28% -5.68% -1.68% 0.01% 0.00%       

T 
1.54% 1.68% 1.68% -0.31% -0.16% -0.58% -3.35% -4.34% 2.09% 1.77% 1.77% 0.26% -0.06% -0.22% -3.70% -5.09% -1.12% 0.56% 0.55% 0.00%     

U 
-0.13% 0.02% 0.02% -2.00% -1.85% -2.28% -5.10% -6.10% 0.43% 0.11% 0.11% -1.42% -1.75% -1.91% -5.45% -6.87% -2.83% -1.12% -1.13% -1.69% 0.00%   

V 
0.12% 0.27% 0.27% -1.74% -1.60% -2.02% -4.83% -5.84% 0.69% 0.36% 0.36% -1.17% -1.50% -1.66% -5.19% -6.60% -2.57% -0.86% -0.87% -1.43% 0.25% 0.00% 
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Table A 4 Relative Accuracy Galling volume PTFE. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A 0.00%                                           

B -0.15% 0.00%                                         

C -0.17% -0.02% 0.00%                                       

D -22.45% -22.27% -22.24% 0.00%                                     

E -22.63% -22.45% -22.42% -0.15% 0.00%                                   

F -22.06% -21.88% -21.86% 0.31% 0.46% 0.00%                                 

G -116.12% -115.80% -115.76% -76.50% -76.24% -77.06% 0.00%                               

H -116.65% -116.33% -116.29% -76.93% -76.67% -77.49% -0.24% 0.00%                             

I -27.08% -26.90% -26.87% -3.79% -3.64% -4.12% 41.20% 41.34% 0.00%                           

J -26.67% -26.48% -26.46% -3.45% -3.30% -3.78% 41.39% 41.53% 0.33% 0.00%                         

K -26.68% -26.50% -26.47% -3.46% -3.31% -3.79% 41.38% 41.52% 0.31% -0.01% 0.00%                      

L -53.79% -53.56% -53.53% -25.59% -25.41% -25.99% 28.84% 29.02% -21.01% -21.41% -21.39% 0.00%                     

M -53.28% -53.06% -53.03% -25.18% -25.00% -25.58% 29.07% 29.25% -20.62% -21.01% -21.00% 0.33% 0.00%                   

N -52.84% -52.61% -52.58% -24.82% -24.64% -25.21% 29.28% 29.45% -20.26% -20.66% -20.64% 0.62% 0.29% 0.00%                 

O -122.81% -122.48% -122.44% -81.96% -81.70% -82.54% -3.10% -2.84% -75.32% -75.90% -75.88% -44.88% -45.36% -45.78% 0.00%               

P -125.83% -125.50% -125.45% -84.43% -84.16% -85.01% -4.49% -4.24% -77.70% -78.28% -78.26% -46.84% -47.33% -47.76% -1.35% 0.00%             

Q -65.73% -65.49% -65.46% -35.35% -35.15% -35.78% 23.31% 23.50% -30.41% -30.84% -30.82% -7.77% -8.12% -8.44% 25.62% 26.61% 0.00%           

R -68.53% -68.29% -68.25% -37.64% -37.44% -38.07% 22.02% 22.21% -32.62% -33.05% -33.03% -9.59% -9.95% -10.27% 24.36% 25.37% -1.69% 0.00%         

S -68.58% -68.33% -68.30% -37.67% -37.47% -38.11% 22.00% 22.19% -32.65% -33.08% -33.07% -9.62% -9.98% -10.30% 24.34% 25.35% -1.72% -0.03% 0.00%       

T -67.58% -67.34% -67.30% -36.86% -36.66% -37.29% 22.46% 22.65% -31.87% -32.30% -32.28% -8.97% -9.33% -9.65% 24.79% 25.79% -1.12% 0.56% 0.59% 0.00%     

U -70.42% -70.17% -70.13% -39.17% -38.97% -39.61% 21.15% 21.34% -34.10% -34.53% -34.52% -10.81% -11.18% -11.50% 23.52% 24.54% -2.83% -1.12% -1.09% -1.69% 0.00%   

V -70.01% -69.77% -69.73% -38.85% -38.64% -39.29% 21.33% 21.53% -33.78% -34.22% -34.20% -10.55% -10.91% -11.24% 23.70% 24.71% -2.58% -0.88% -0.85% -1.45% 0.24% 0.00% 

 

  



 

179 

 

Table A 5 t-test on sample averages of Total Damage volume on PTFE. 1 rejects null hypothesis that the two averages are statistically the same. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A                       

B                       

C                       

D                       

E                       

F                       

G                       

H                       

I                       

J                       

K                       

L                       

M                       

N                       

O                       

P        1               

Q                       

R                       

S                       

T                       

U                       

V                       



 

180 

 

Table A 6 t-test on sample averages of Wear volume on PTFE. 1 rejects null hypothesis that the two averages are statistically the same. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A                       

B                       

C                       

D                       

E                       

F                       

G                       

H                       

I                       

J                       

K                       

L                       

M                       

N                       

O                       

P        1               

Q                       

R                       

S                       

T                       

U                       

V                       
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Table A 7 t-test on sample averages of Galling volume on PTFE. 1 rejects null hypothesis that the two averages are statistically the same. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A                                             

B                                             

C                                             

D                                             

E                                             

F                                             

G 1 1 1 1 1 1                                 

H 1 1 1 1 1 1                                 

I             1 1                             

J             1 1                             

K             1 1                             

L             1 1                             

M             1 1                             

N             1 1                             

O 1 1 1 1 1 1 1 1 1 1 1 1 1 1                 

P 1 1 1 1 1 1 1 1 1 1 1 1 1 1                 

Q                                             

R                                             

S                                             

T 1 1 1                       1 1             

U 1 1 1                       1 1             

V 1 1 1                       1 1             
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Table A 8 Relative Accuracy Total Damage volume Aluminium. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A 0.00%                                           

B 0.87% 0.00%                                         

C 0.90% 0.04% 0.00%                                       

D -40.25% -41.47% -41.53% 0.00%                                     

E -39.03% -40.25% -40.30% 0.87% 0.00%                                   

F -38.63% -39.84% -39.89% 1.15% 0.29% 0.00%                                 

G -55.91% -57.27% -57.33% -11.16% -12.14% -12.46% 0.00%                               

H -55.65% -57.01% -57.07% -10.98% -11.95% -12.27% 0.17% 0.00%                             

I -1.60% -2.49% -2.53% 27.56% 26.92% 26.71% 34.83% 34.72% 0.00%                           

J -0.47% -1.35% -1.39% 28.36% 27.74% 27.53% 35.56% 35.45% 1.11% 0.00%                         

K -0.51% -1.39% -1.43% 28.33% 27.70% 27.49% 35.53% 35.42% 1.07% -0.04% 0.00%                      

L -41.53% -42.76% -42.82% -0.91% -1.79% -2.09% 9.22% 9.07% -39.30% -40.86% -40.80% 0.00%                     

M -39.96% -41.18% -41.23% 0.21% -0.66% -0.96% 10.23% 10.08% -37.75% -39.30% -39.24% 1.11% 0.00%                   

N -39.68% -40.90% -40.96% 0.40% -0.47% -0.76% 10.41% 10.26% -37.48% -39.03% -38.97% 1.30% 0.19% 0.00%                 

O 
-55.83% -57.20% -57.26% -11.11% -12.08% -12.41% 0.05% -0.12% -53.38% -55.10% -55.04% 

-

10.11% -11.35% -11.56% 0.00%               

P 
-56.78% -58.15% -58.21% -11.79% -12.77% -13.09% -0.56% -0.73% -54.31% -56.05% -55.98% 

-

10.78% -12.02% -12.24% -0.61% 0.00%             

Q -48.16% -49.45% -49.51% -5.64% -6.56% -6.87% 4.97% 4.81% -45.83% -47.46% -47.40% -4.69% -5.86% -6.07% 4.93% 5.50% 0.00%           

R -52.13% -53.46% -53.51% -8.47% -9.42% -9.74% 2.42% 2.26% -49.73% -51.41% -51.35% -7.49% -8.70% -8.91% 2.38% 2.97% -2.68% 0.00%         

S -52.16% -53.49% -53.55% -8.50% -9.44% -9.76% 2.40% 2.24% -49.77% -51.45% -51.39% -7.52% -8.72% -8.94% 2.36% 2.95% -2.70% -0.02% 0.00%       

T -54.82% -56.17% -56.23% -10.39% -11.36% -11.68% 0.70% 0.53% -52.38% -54.10% -54.03% -9.39% -10.62% -10.84% 0.65% 1.25% -4.50% -1.77% -1.75% 0.00%     

U 
-58.97% -60.36% -60.42% -13.35% -14.34% -14.67% -1.96% -2.13% -56.46% -58.22% -58.15% 

-

12.32% -13.59% -13.81% -2.01% -1.39% -7.30% -4.50% -4.47% -2.68% 0.00%   

V 
-56.64% -58.01% -58.07% -11.69% -12.66% -12.99% -0.47% -0.64% -54.17% -55.90% -55.84% 

-

10.68% -11.92% -12.14% -0.52% 0.09% -5.72% -2.97% -2.94% -1.17% 1.47% 0.00% 
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Table A 9 Relative Accuracy Wear volume Aluminium. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A 0.00%                                           

B 0.87% 0.00%                                         

C 0.91% 0.05% 0.00%                                       

D -54.64% -55.99% -56.07% 0.00%                                     

E -53.30% -54.64% -54.71% 0.87% 0.00%                                   

F -52.82% -54.16% -54.23% 1.17% 0.31% 0.00%                                 

G -73.05% -74.56% -74.64% -11.90% -12.88% -13.23% 0.00%                               

H -72.71% -74.22% -74.30% -11.68% -12.66% -13.01% 0.20% 0.00%                             

I -2.48% -3.38% -3.43% 33.73% 33.15% 32.94% 40.78% 40.66% 0.00%                           

J -1.34% -2.23% -2.28% 34.46% 33.89% 33.69% 41.43% 41.32% 1.11% 0.00%                         

K -1.39% -2.28% -2.33% 34.43% 33.86% 33.65% 41.41% 41.29% 1.06% -0.05% 0.00%                      

L -59.81% -61.21% -61.29% -3.35% -4.25% -4.57% 7.65% 7.47% -55.94% -57.69% -57.62% 0.00%                     

M -58.04% -59.42% -59.50% -2.20% -3.09% -3.41% 8.67% 8.49% -54.21% -55.94% -55.86% 1.11% 0.00%                   

N -57.71% -59.09% -59.16% -1.99% -2.88% -3.20% 8.86% 8.68% -53.89% -55.62% -55.54% 1.32% 0.21% 0.00%                 

O -74.04% -75.56% -75.64% -12.54% -13.53% -13.88% -0.57% -0.77% -69.82% -71.73% -71.64% -8.90% -10.12% -10.35% 0.00%               

P -74.28% -75.80% -75.89% -12.70% -13.68% -14.04% -0.71% -0.91% -70.06% -71.97% -71.88% -9.05% -10.28% -10.50% -0.14% 0.00%             

Q -59.73% -61.13% -61.20% -3.29% -4.19% -4.52% 7.70% 7.51% -55.86% -57.61% -57.53% 0.05% -1.07% -1.28% 8.22% 8.35% 0.00%           

R -64.01% -65.44% -65.52% -6.06% -6.98% -7.32% 5.22% 5.04% -60.03% -61.83% -61.75% -2.62% -3.78% -3.99% 5.76% 5.89% -2.68% 0.00%         

S -64.14% -65.57% -65.65% -6.14% -7.07% -7.40% 5.15% 4.96% -60.16% -61.96% -61.88% -2.71% -3.86% -4.08% 5.69% 5.82% -2.76% -0.08% 0.00%       

T -61.94% -63.35% -63.43% -4.72% -5.64% -5.96% 6.42% 6.23% -58.01% -59.79% -59.71% -1.33% -2.47% -2.68% 6.95% 7.08% -1.38% 1.26% 1.34% 0.00%     

U -66.28% -67.73% -67.81% -7.52% -8.46% -8.80% 3.91% 3.72% -62.25% -64.07% -63.99% -4.04% -5.21% -5.43% 4.46% 4.59% -4.10% -1.38% -1.30% -2.68% 0.00%   

V -63.99% -65.42% -65.50% -6.04% -6.97% -7.30% 5.24% 5.05% -60.01% -61.81% -61.73% -2.61% -3.76% -3.98% 5.77% 5.91% -2.66% 0.01% 0.09% -1.26% 1.38% 0.00% 
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Table A 10 Relative Accuracy Galling volume Aluminium. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A 0.00%                                           

B 0.87% 0.00%                                         

C 0.87% 0.00% 0.00%                                       

D 12.95% 12.19% 12.19% 0.00%                                     

E 13.71% 12.95% 12.95% 0.87% 0.00%                                   

F 13.84% 13.09% 13.09% 1.02% 0.16% 0.00%                                 

G 7.45% 6.65% 6.64% -6.32% -7.24% -7.42% 0.00%                               

H 7.43% 6.62% 6.61% -6.35% -7.28% -7.45% -0.03% 0.00%                             

I 1.66% 0.81% 0.80% -12.97% -13.95% -14.14% -6.26% -6.22% 0.00%                           

J 2.76% 1.91% 1.91% -11.71% -12.69% -12.87% -5.08% -5.04% 1.11% 0.00%                         

K 2.74% 1.89% 1.89% -11.73% -12.71% -12.89% -5.09% -5.06% 1.09% -0.02% 0.00%                      

L 26.07% 25.43% 25.42% 15.07% 14.33% 14.19% 20.12% 20.14% 24.82% 23.98% 23.99% 0.00%                     

M 26.89% 26.25% 26.25% 16.02% 15.28% 15.15% 21.00% 21.03% 25.66% 24.82% 24.83% 1.11% 0.00%                   

N 26.96% 26.32% 26.32% 16.09% 15.36% 15.22% 21.08% 21.10% 25.72% 24.89% 24.90% 1.20% 0.09% 0.00%                 

O 
11.45% 10.68% 10.68% -1.72% -2.61% -2.78% 4.32% 4.35% 9.95% 8.94% 8.96% 

-

19.77% -21.12% -21.23% 0.00%               

P 
7.90% 7.09% 7.09% -5.81% -6.73% -6.90% 0.48% 0.51% 6.34% 5.29% 5.30% 

-

24.58% -25.98% -26.10% -4.02% 0.00%             

Q 
-5.39% -6.31% -6.31% -21.07% -22.12% -22.32% -13.88% -13.84% -7.17% -8.37% -8.35% 

-

42.55% -44.15% -44.29% -19.02% -14.42% 0.00%           

R 
-8.21% -9.15% -9.16% -24.31% -25.40% -25.60% -16.93% -16.89% -10.04% -11.28% -11.26% 

-

46.37% -48.01% -48.15% -22.20% -17.49% -2.68% 0.00%         

S 
-7.89% -8.84% -8.84% -23.95% -25.03% -25.23% -16.58% -16.55% -9.72% -10.95% -10.93% 

-

45.94% -47.58% -47.72% -21.85% -17.14% -2.38% 0.29% 0.00%       

T 
-28.51% -29.63% -29.64% -47.63% -48.92% -49.16% -38.86% -38.82% -30.69% -32.15% -32.13% 

-

73.83% -75.78% -75.95% -45.13% -39.53% -21.94% -18.76% -19.11% 0.00%     

U 
-31.95% -33.11% -33.11% -51.59% -52.91% -53.15% -42.58% -42.54% -34.19% -35.69% -35.67% 

-

78.49% -80.49% -80.66% -49.02% -43.27% -25.21% -21.94% -22.30% -2.68% 0.00%   

V 
-29.48% -30.61% -30.62% -48.75% -50.05% -50.29% -39.91% -39.87% -31.67% -33.15% -33.13% 

-

75.15% -77.11% -77.28% -46.23% -40.58% -22.86% -19.66% -20.01% -0.76% 1.87% 0.00% 
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Table A 11 t-test on sample averages of Total Damage volume on Aluminium. 1 rejects null hypothesis that the two averages are statistically the same. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A                                             

B                                             

C                                             

D                                             

E                                             

F                                             

G 1 1 1                                       

H 1 1 1                                       

I             1 1                             

J             1 1                             

K             1 1                             

L                                             

M                                             

N                                             

O 1 1 1           1 1 1                       

P 1 1 1         1 1 1 1                       

Q                                             

R                                             

S                                             

T                                             

U                                             

V                                             
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Table A 12 t-test on sample averages of Wear volume on Aluminium. 1 rejects null hypothesis that the two averages are statistically the same. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A                                             

B                                             

C                                             

D                                             

E                                             

F                                             

G 1 1 1                                       

H 1 1 1                                       

I             1 1                             

J             1 1                             

K             1 1                             

L                                             

M                                             

N                                             

O 1 1 1           1 1 1                       

P 1 1 1         1 1 1 1                       

Q                                             

R                                             

S                                             

T                                             

U                                             

V                                             
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Table A 13 t-test on sample averages of Galling volume on Aluminium. 1 rejects null hypothesis that the two averages are statistically the same. 

 A B C D E F G H I J K L M N O P Q R S T U V 

A                                             

B                                             

C                                             

D                                             

E                                             

F                                             

G                                             

H                                             

I                                             

J                                             

K                                             

L                                             

M                                             

N                                             

O             1 1                             

P               1             1               

Q                                             

R                                             

S                                             

T                       1 1 1                 

U                       1 1 1                 

V                       1 1 1                 
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