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Summary  

In last years, application fields for face analysis have considerably increased, 
phenomenon that has been fed by a significant improvement of depth acquisition 
technologies. In this work, the focus is pointed on face expression recognition, 
which aims to recognize user’s feelings through the analysis of facial data. Data 
considered in this research are those acquired from RGB-D cameras, a family of 
devices that allows to obtain both color and depth information. 

Some examples of fields using face expression recognition are security, for 
instance face analysis can reveal criminal’s truthfulness during an interrogation; 
automotive, to properly adapt the environment modifying music, lights and alerts 
of the vehicle monitoring the driver’s mood or to adapt the driving style of an 

autonomous vehicle to passenger’s emotional state; culture, to monitor and to react 
to changes in audience’s mood, but also videogames and, as the reader will be able 

to read later on, emotional design. 
This study aims to investigate the context of facial expression recognition and 

suitable sensors to acquire the human face, in order to develop an automatic 
procedure able to perform real-time face expression recognition using RGB-D 
cameras. In order to achieve this goal, work has been split in steps that have been 
briefly presented in the next few lines and described in different chapters. 

First, a literature review has been conducted to understand differences about 
the main facial applications that have been identified in face detection, face 
authentication, face identification and face expression recognition. RGB-D cameras 
have been studied and compared to identify the most suitable technology and, 
subsequently, the most suitable camera for face expression recognition. RGB-D 
cameras have been chosen for our purposes to include the third dimension, 
increasing reliability and robustness. The research has led us to identify structured 
light as the most suitable depth acquisition technology for the purpose of this work, 



 
 

so Intel RealSense SR300 has been selected to be used during the experiments. This 
part of the research has been described in Chapter 1. 

Chapter 2 introduces a Support Vector Machine methodology aiming to 
identify the activation level of a subject’s emotion. SVM relies on an automatic 
landmarking procedure involving geometrical descriptors and on geometrical 
descriptors themselves used as features for the classification. The method has been 
applied to a case study designed to make use of depth maps provided by the camera. 

Chapter 3 introduces the usage of deep learning to obtain face expression 
recognition. This project has been conducted jointly with a team of Politecnico di 
Milano and aims to identify spontaneous emotions of people during an experiment 
and to build an ecological dataset. The experiment consists in showing some 
pictures belonging to public databases and validated to arouse specific emotions to 
the viewer. Meanwhile, an RGB-D camera records people reactions and data are 
stored for a later analysis through Convolutional Neural Network (CNN). 

Chapter 4 describes the real-time procedure set up to obtain face expression 
recognition. The procedure consists of acquisition, data processing and recognition 
through CNN. In this chapter, the focus is on data processing, since all the 
operations (RGB and Depth alignment, face detection on depth map, cropping and 
resizing) have been automatized and optimized to obtain real-time. 

Chapter 5 shows the work produced in collaboration with EURECOM, France. 
The study of women facial proportions has benefitted from the know-how of two 
different research groups regarding human face geometry and the concept of 
standard face and has resulted to be core to consolidate the background for the 
comprehension of feature extraction techniques. A ranking of the most significant 
measures (Euclidean distances, angular measures, and ratio between distances) has 
been drawn up. 
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Chapter 1 

 Analysis of RGB-D camera 
technologies for supporting 
different facial usage scenarios 

To change some characteristics on the face to appear more beautiful, older, or 
even frightful; to unlock a personal device pointing the camera on the users; to 
fulfill money transfers in a  secure way; to create new, personal emojis to express 
itself at its best; to detect faces on pictures for tagging friends; to suggest a suitable 
playlist that fits the user’s mood; these are all example of facial applications, which 

everyday increase and become more creative, thanks to their versatility and 
appreciation by the users. 

Facial applications usually employ artificial intelligence techniques to identify 
and to extract patterns on faces from a huge quantity of data, images, and videos 
acquired with different types of cameras. In the last decade, RGB-D camera have 
become widespread, giving the opportunity to obtain not only the traditional color 
representation of scene, subject and environment, but also its depth representation, 
locating every single point in the space and opening up a world of possibilities 
through the usage of 3D data. 

Since the presence on the market of a considerable number of RGB-D cameras 
has been observed, an overview on depth acquisition technologies and main facial 
applications has been considered necessary in this study to clarify the possible 
usage scenarios. This chapters aims to be the starting point of the thesis work, laying 
the foundations of the know-how regarding the acquisition process of RGB-D 
videos and images. 

This part of the work has been published in Ulrich et al. [1]. 
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1.1 Introduction 

In recent years a considerable number of applications have benefited from the 
usage of the third dimension [2]; there are several research fields in which 3D is 
currently successfully used: safety, such as for autonomous driving [3]; 
orthopedics, for both diagnosis and treatment planning [4]; surgery, as 3D models 
reconstruction gives the possibility of organizing medical equipment [5], attending 
the surgeon during the intervention and supporting the post-operative evaluation of 
the results [6]; 3D printing applications [7], including facial prosthesis [8], dental 
implants [9] and pelvis prosthesis [10]. 

The ambition of accelerating the evolution process of cities into interconnected 
communities brings out other application areas as candidates for heavy 3D usage: 
land surveying [11], architecture [12], archaeology [13] for research and tourism 
purposes and also security. Smart cities, urban area equipped with interconnected 
sensors able to collect data to be used to manage products and services [14], aim to 
benefit of the spreading of face recognition technology and deep learning 
techniques to solve problems such as quickly finding missing children and 
identifying criminals [15] or monitoring public places such as airports [16]. 
Geometry of the surfaces acquired with sensors capable of capturing depth 
information can be used for a more accurate face reconstruction [17], to build 3D 
aging models [18], face manipulation [19] and landmarking [20]. As it will be better 
explained in the next section, facial applications are shiny examples of this 
consideration, since the face acquisition can be performed in different conditions 
depending on various usage scenarios. 

3D techniques require a higher computational cost than 2D methods [21], 
especially if the 3D face model has to be reconstructed from multi-view images [22] 
or through 3D morphable models obtained from 2D images and 3D scans or even 
without 3D data [23]. Nonetheless, the robustness given by the opportunity to 
operate in critical lighting conditions [24], in presence of occlusions [25] [26] and 
regardless of the orientation of the subject [27] make a 3D approach preferable. 

Literature about 3D is varied and fragmented due to lack of a shared 
methodology for analyzing the field and developing new applications in the face of 
a growing number of RGB-D cameras on the market. This scientific survey has 
been conducted to converge on a unique standard and to provide a baseline for the 
design of the following 3D facial applications in real-time: face detection, face 
authentication, face identification and face expression recognition. 

Total time required by a facial application to be performed is the sum of the 
acquisition time and the processing time. The first one is the time required to obtain 
the RGB-D information and depends on 3D cameras; the second one involves the 
processing of the acquired depth information that is necessary to obtain a result. 
Since the latter does not depend on 3D cameras, but on other elements of the 
framework which constitutes an application, for instance the face analysis 
algorithms, it has not been analyzed in the present work, which focuses on 
acquisition technology. 
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This work aims to be a guide for the right choice of an RGB-D camera 
depending on the facial application that has to be implemented. The focus is on 
camera technologies able to provide RGB images and depth maps, namely images 
on which each pixel has a value representing the distance from the camera; 3D 
scanners have not been taken into consideration, because they do not work in real-
time, since they require a too high minimum technical time to complete the scan. 

The study is structured as follows. Section 2 focuses on facial applications and 
on 3D sensor technologies; an explanation of the methodologies used for the 
investigation is provided. Survey results are presented in Section 3, while in Section 
4 conclusions have been drawn. 

1.2 Methodological analysis 

This survey has been carried out through a two steps analysis. First, a desk 
research has been performed to qualitatively investigate two aspects of 3D: the 
available technologies for computing the depth and the facial applications able to 
benefit from 3D usage that have been developed up to now. A desk research is a 
complete review of the literature, including articles and datasheets, indispensable 
to deeply analyze the functioning and the potentialities of the 3D sensors [28]. 
Secondly, QFDs (Quality Function Deployments) [29] have been used to 
quantitatively examine the relationships between two different orthogonal 
dimensions, namely the qualitative requirements typical of each facial application 
and the technical specifications of 3D acquisition technologies. Both dimensions 
have been obtained from the results of the desk research.  

1.2.1 Desk research on facial applications 

The opportunity of understanding and extracting information from human face 
has interested many researchers in past decades, giving birth to a new discipline 
called Face Perception [30]. Human brain has the ability of figuring out 
characteristics such as identity, age, sex, mood and better understanding a 
conversation if the person is looking at his interlocutor. It has been proved that 
infants already possess this ability from birth [31], and develops it during growth 
[32]. The lack of this capability is considered an impairment, a cognitive disorder 
called prosopagnosia [33] [34], that can be congenital or be caused by serious brain 
damages. 

Since the recent spread of Computer Vision outcomes have highlighted that the 
utilization of technologies able to emulate human behavior is desirable, the idea of 
automatizing the face perception process has come up. Nevertheless, human brain 
functioning is highly complex and nowadays the possibility of reconstructing a 
model able to perfectly replay its behavior is remote. That explains why, in 
literature, all the applications related to the automatic recognition of specific 
features on human face are studied individually. 

In this part of the research, the main facial applications have been considered: 
face detection, face recognition, with the two declinations in face authentication 
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and face identification, and face expression recognition (Figure 1.1). The purpose 
of this study is to highlight the main aspects of these applications to have more 
elements on which to base the search for the best depth acquisition technology in 
relation to single applications. 

 

 

Figure 1.1 - 3D facial applications considered in the present work: Face Detection [35] 
[36] [37] [38], Face Authentication [39], Face Identification [40] [41] [42] and Face 
Expression Recognition [43] [44] 

Face Detection 

Face detection aims to detect a face shape inside an image or inside a frame in 
the case of a video stream [35]. This operation is often implemented to identify the 
region of interest into an image for further processing, typically another facial 
application, to discard the background and consequently to improve computational 
speed focusing on the area that carries the relevant information, eventually 
normalizing the image with rotation and scaling operations.  

Nonetheless, face detection could also be used stand-alone in various 
applications: Facebook has implemented a face detection algorithm to insert tags 
on pictures [36]; in the context of video surveillance Erden et al. [37] have proposed 
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a solution to count the number of people in a room using cascaded AdaBoost 
classifiers; Lamba et al. [38] have studied an approach to detect faces among crowd 
based on the color of skin and Histogram of Oriented Gradients (HOG); recently 
Loey et al. [39] have introduced a machine learning algorithm for face mask 
detection. 

One of the main contribution to this field has been given by the Viola-Jones 
object detection framework definition [40], a robust and fast solution to the face 
detection problem, and in the next years other face detection techniques working 
on 2D images have been proposed [41], such as Liu [42], which has presented a 
Bayesian discriminating features method and Feraund et al. [43], that have used a 
constrained generative model (CGM) to detect side view faces. 

Several studies have been carried on 3D techniques, eventually combining the 
information provided by both the color and the depth information. Colombo et al. 
[44] have presented a method to detect the eyes and the nose analyzing curvature 
of the surfaces of 3D faces acquired with a laser range scanner, Heisele et al. [45] 
have developed a framework to perform face detection and face identification using 
two different sets of facial elements to train the classifiers, Maes et al. [46] have 
adapted a scale-invariant feature transform for 3 surfaces, Neethu et al. [47] have 
combined Normalized Pixel Difference (NPD), haar classifier and haar classifier 
for profile face. More recently, deep learning has become the most widely used 
solution in the field of face detection: Zhang et al. [48] have introduced a deep 
cascaded framework using Convolutional Neural Network (CNN) to identify face 
and landmark location in a coarse-to-fine strategy, Jiang et al. [49] have proposed 
a Faster Region-based Convolutional Neural Network (Faster R-CNN) approach  as 
well as Sun et al. [50]. 

The most evident advantage of using 3D techniques is an enhanced robustness 
result of lighting, pose and occlusion independence. 

Face Authentication 

A taxonomy clarification is mandatory to deepen the discussion about face 
recognition applications. Face recognition aims to recognize a face detected into an 
image or into a frame, comparing it with another face or with a set of faces 
contained into a database.  

Face authentication belongs to biometric systems, that are solutions 
implemented to control the access to a private area using specific features of 
individuals [51]. 

Fingerprints [52] and iris scans [53] are two of the well-known biometric 
systems to authenticate an individual, but face authentication is becoming a more 
and more common solution in the case of identity certification for personal devices, 
especially for laptops and smartphones, due to their spread and their involvement 
in an increasing number of operations for the management of personal information, 
such as social accounts, email, bank accounts, and also to fulfil payment [54]. 

Some examples of methods explicitly stated as face authentication algorithms 
have been presented by Jonsonn at al. [55], that have used Support Vector Machine 
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(SVM), by Tao et al. [56], that have based their work on Viola-Jones detector and 
Samangouei et al. [57], which have used classifiers trained with specific facial 
attributes. Moreover, it is not uncommon that information obtained with different 
biometric systems are merged together to further improve robustness and to avoid 
issues due to data affected by noise, non-universality of biometric traits or simply 
to improve the error rates [58], for instance merging thermal and visible face images 
[59]; the score fusion methods are non-trivial tasks, since different users can 
experience different error rates, indeed new solutions to dynamically assign weights 
to the scores provided by different authentication systems are under study [60]. 

On the customer-grade market face authentication has been introduced by 
Microsoft, with Microsoft Hello, Google, with Facenet, iProov, Megvii, with 
Face++ that is currently property of Alibaba and Apple with Face ID. Among the 
elements that have fostered the interest in face authentication by these companies, 
there are two reasons: one is methodological, one is technological. The first one is 
the publishing of a paper by Taigman et al. [61] in 2014, in which the possibility of 
using deep learning, and more specifically Convolutional Neural Network, has been 
shown. The neural network was trained with a huge number of labelled images and 
it is not surprising that some members of the research group were part of Facebook. 
Authors have claimed that the results reduce the state-of-the-art error by more than 
27%. The latter is the usage of an ever-increasing number of sensors to retrieve 
more information from the scene and the improvement of the existing ones, such as 
the infrared illuminators by which it is possible to use the structured light 
technology and to get high quality depth information. The high degree of security 
requested to protect a personal device implicates the need of a great deal of skill in 
the recognizing process and consequently RGB-D cameras must provide the best 
images possible in terms of quality, so that the facial authentication algorithms can 
minimize the inevitable false positives and false negatives, having as much features 
as possible retrievable from images and depth maps provided as input data. 

A curious anecdote is that the spread of personal mobile devices equipped with 
RGB-D cameras has been the cause of increased usage of face to perform user 
authentication to such an extent that a new taxonomy has been forged, the selfie 
biometrics [62], an expression that refers to the term selfie commonly used to define 
a self-portrait digital photography. 

Face Identification 

In this article, face identification refers to that variety of applications 
performing face recognition without authentication purposes. Many fields are 
concerned in the field of face identification applications: among them it is inevitable 
to mention security, recently Sajjad et al. [63] have introduced a framework to 
support law enforcement agencies in suspects identification and missing people 
finding in the context of smart cities; marketing, to target specific customers or at 
least some of their features such as age and gender [64], and healthcare; Hossain et 
al. [65] have presented a framework for health monitoring through a comparison 
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between the current status of a patient and an image of the same patient in good 
health. 

Some applications have benefitted of the technology development in terms of 
portability; Elrefaei et al. [66] have proposed a client-server architecture to acquire 
a video on an Android smartphone and to run a face recognition algorithm on the 
server side to transfer the most computational expensive task from the smartphone 
to remote computers, some years before Driver et al. [67] have presented a work to 
identify patients into a hospital through mobile face recognition and successively 
to retrieve patient’s medical data, while Raghavendra et al. [68] have proposed an 
approach to reconstruct the depth information belonging to a face recording a video 
with the frontal camera of a smartphone. Therefore, as result of these examples, the 
identification of a proper depth acquisition technology plays a key role in the 
development of face identification applications.  

Face recognition is probably the most studied facial application ever and the 
breadth of this research area has forced to select the main aspects to draw a realistic 
picture of the requirements for the choice of the proper depth acquisition 
technology, starting from a taxonomy clarification [69], since it has changed 
considerably over the years due to the spread of different kind of algorithms [70]. 

Among the countless studies about face identification, Turk et al. [71] have 
approached the problem using eigenfaces, namely eigenvectors referring to a set of 
faces, He et al. [72] have followed an appearance-based approach called 
Laplacianface to minimize lighting, facial expression and pose variation, Ahonen 
et al. [73] have proposed a face representation based on local binary pattern (LBP), 
Wright et al. [74] have studied the automatic recognition of human face in various 
conditions such as different expressions, illumination, occlusions and disguises via 
sparse representation, predicting how much occlusions the algorithm could handle. 
More recently, Parkhi et al. [75] have published their work on face recognition 
using deep learning, and many other studies involving neural networks have been 
presented, for instance Wen et al. [76], Liu et al. [77] and Deng et al. [78] 
highlighting that, nowadays, this is the best performing approach. 

Face recognition algorithms relying only on 2D RGB images must be carefully 
used stand-alone due to their vulnerabilities to spoofing attacks. Indeed, some other 
methods as liveness detection [79] must be added to obtain a reliable face 
recognition technique [80]. The technological improvement has made depth data 
usage promising since depth maps provide different kind of information compared 
to RGB images; nonetheless, 3D information can be integrated in the existing 
methods making algorithms more robust to spoofing attacks [81]. 

Face Expression Recognition 

Face expression recognition aims to understand human emotions by observing 
different parts of the face. Paul Ekman studies have made the way for this discipline, 
indeed he studied the nervous system activity response to emotions [82], he defined 
a set of six basic emotions, which are fear, anger, joy, sadness, disgust and surprise 
highlighting that his intent was not to deny the variety of affective phenomena, but 
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to attempt to organize those phenomena [83], he studied the numerous cross-
cultural agreements, but also the differences in the judgments of facial expressions 
[84] and he defined the Facial Action Coding System (FACS) to map facial muscles 
movements in Action Units (AUs) and trace back the emotions [85]. 

Bartelett et al. [86] have presented a system to automatically detect faces, to 
use Gabor representation and then to process data through a bank of SVM 
classifiers, Shan et al. [87] have used Local Binary Pattern (LBP) to recognize 
salient micro-patterns on the face and to develop a low-computational method, 
further developed using Boosted-LBP features and comparing different machine 
learning algorithms, among them SVM [88], Kotsia et al. [89] have proposed a 
methodology using geometrical deformation features and SVM, Guo et al. [90] 
have studied the problematic case of a small number of images to train classifiers, 
obtaining that the best results in these conditions are achieved by SVM and their 
own Feature Selection via Linear Programming (FSLP). The issue related to obtain 
large and reliable database for face expressions will be detailed in Chapter 3 of the 
present thesis. 

First attempts to use deep learning in face expression recognition dates back to 
more than twenty years ago, one of the main works has been conducted by Matsugu 
et al. [91], with limited different emotions recognizable. More recently, with a few 
exceptions such as Jingxin et al. [92], that have presented a method based on 
automatic landmark detection and AUs, researches have definitely adopted deep 
learning approach, which literature review will be detailed in Chapter 4. 

The increasing interest in face expression recognition is strongly connected to 
human-computer interaction (HCI) [93] and involves a variety of fields: Small et 
al. [94] have studied how much emotional photographs in charity advertisements 
can evoke sympathy to engender giving, a smart solution applied to marketing, Lee 
et at. [95] have conducted an experiment involving forty users to study the 
relationship between emotions and choice of contents on smart TVs, McDuff et al. 
[96] have presented a toolkit to design user interfaces able to adapt to multiple 
users’ expressions, which could be interesting in interactive applications such as 
videogames, Calvo et al. [97] have studied the connection between facial 
expressions and expresser’s internal feelings in the context of psychiatry, Olivetti 

et al. [98] have evaluated the user’s engagement in a virtual environment, 

suggesting that the methodology can be applied to other virtual products, while 
Nonis et al. [99] have evaluated the engagement of users focused on learning 3D 
modeling and printing using a 3D simulator. Another relevant application field is 
robotics, since the capability to automatically understand human’s mood 

significantly improve human robot interaction in terms of communication 
efficiency and safety [100]. 

Face expression recognition is a critical task since some expressions, especially 
fear and sadness according to Alexandre et al. [101], are ambiguous and difficult to 
be recognized even by a human observer. For this reason, it is necessary to retrieve 
all the possible kind of information from the face on which the emotion has to be 
detected and, on a visual level, geometrical analysis can be considered the basis of 
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face expression recognition, because the usage of the third dimension is essential to 
detect and describe facial movements in the most accurate way possible. 

1.2.2 Desk research on RGB-D camera technologies 

The interest in the applications mentioned above has received a further impulse 
since the advent of low-cost 3D sensors, i.e. devices able to detect the third 
dimension. The Microsoft Kinect release on the market in 2010 is one of the 
milestones related to the diffusion of these devices. This sensor has been designed 
and developed for the specific purpose of recognizing human body actions to 
perform an original type of human-machine interaction aimed at controlling 
characters, vehicles, or whatever object movements inside a videogame. 

Several types of 3D sensors have been released on the market during last years 
and technology is the most suitable characteristic for grouping up sensors according 
to the similarity of their main parameters (Figure 1.2). 

 
 

 

Figure 1.2 - 3D Technologies [70] 

 
All the 3D sensors mentioned above are also known as RGB-D cameras, 

because they provide two types of data: RGB and D (depth). RGB refers to the color 
model thanks to which every color can be displayed using three primary color red, 
green and blue; in other words, it identifies the color images. Depth information is 
retrievable through depth maps, images on which each pixel has a value 
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representing the distance from the camera. This type of data is an advance compared 
to 2D data in terms of reliability and is suitable for real-time applications, indeed it 
is possible to analyze the depth map without building a mesh; every 3D object is 
identified with x, y coordinates and the depth value instead of set of vertices, edges, 
and faces. The result is a more responsive acquisition system at the cost of accuracy. 
The present work focuses on 3D sensors because it is necessary to understand which 
technology can preserve high quality depth data working in real-time. It is 
mandatory to critically analyze which data will be adopted in the near future, when 
the accuracy of the third dimension will be exploited for several purposes and 
analyzing data real-time will be core for most of the acquisition systems [102]. 

Some of the applications mentioned above can have a considerable 
computational cost; nonetheless, 3D cameras and the devices that potentially can 
integrate them must be able to acquire information in real-time but the processing 
can be performed by systems located remotely. This solution can be planned at 
designed time before implementing a facial application, allowing not to be 
constrained by device capabilities in terms of processing, although they still must 
guarantee to maintain the 3D camera frame rate and to be connected with the remote 
system.  

The way each depth acquisition technology provides the depth map is described 
in the following paragraphs. 

Passive stereoscopy 

Passive stereoscopy technology requires the presence of at least two cameras 
for acquiring different images of the same object or environment from different 
points of view.  

To understand the distance of each point from the camera using this technology, 
the triangulation (or computational stereopsis) process must be performed, solving 
the so-called correspondence problem. Given the camera parameters calibration, 
the conjugate points [103], i.e. the two pixels representing the same point on the 
scene that are positioned on the two different acquired frames, must be found 
(Figure 1.3). 
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Figure 1.3 - Passive stereoscopy: conjugate points 

 
The main drawback of stereo cameras is the need of a scene lacking occlusions, 

therefore the shape of the object can be detected from both the cameras, and this is 
not trivial, since the object geometry can be complex enough that some parts are 
visible from a camera and hidden to the other one, such as alae, namely the two 
points that lie on the right and on the left of the nose and are commonly considered 
the landmarks for computing nose width [104]. In addition, the scene must not be 
featureless since the correspondence problem can be solved only if the same 
features can be found by both the cameras. 

Some cameras using passive stereoscopy are: Stereolabs ZED [105], Carnegie 
Robotics MultiSense S7 [106], E-Con Tara – Stereo Vision Camera [107], Nerian 
SPI [108], Roboception rc_visard [109], DUO 3D Sensor [110]. 

Price of these cameras can vary from 150 $ to 700 $ depending both on the 
features and the release on the market time. 

Structured light 

Structured light depth cameras have been designed to overcome the issue of 
reliability of correspondences that have to be identified in frames acquired by 
different cameras. 

The technology consists in projecting a pattern on the object using a transmitter, 
typically an IR projector; successively, the deformation of the pattern on the object 
is detected by a receiver and sent to an application-specific integrated circuit 
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(ASIC). Data are processed and the result is the frame with depth information 
(Figure 1.4). 
 

 

Figure 1.4 - Main steps involved of coded light technology 

The projected pattern can assume different configurations to perform the 
correspondences estimation according to design concepts. Adopted strategies are 
wavelength multiplexing, range multiplexing, temporal multiplexing, and spatial 
multiplexing [111]. 

Wavelength multiplexing uses light emitted at different wavelengths but is has 
been recently discarded due to inter-channel crosstalk which makes this option 
useful only for scenes with limited illumination and albedo variation. 

Range multiplexing uses binary (black and white) or grayscale light, but suffers 
the noise more than the other solutions, indeed different pixels of the projected 
texture have a different illumination power and these differences can be confused 
with the noise. Moreover, darker pixels are more difficult to be recognized by the 
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IR camera, making very complicated the computation of the furthest points on the 
scene. 

Temporal multiplexing has been originally developed for still scenes. Patterns 
are black and white stripes built based on gray codes: firstly, the code word length 
N must be defined, then 2N codework are generated. Each code word differs from 
the previous one only for one bit (one stripe). Finally, the code words are projected 
on the scene one after the other. The drawback of this solution is the presence of 
artifacts in dynamic scene, it is common to have a shadowed image of the object 
acquired due to the longer exposure time required. 

Spatial multiplexing is the most widely used option to deal with patterns in 
coded light cameras. Patterns can be projected several times per frame, increasing 
accuracy of the final depth estimation. Patterns are very complex and aim to 
minimize the noise disturbance. 

The different multiplexing solutions described above are not mutually 
exclusive. For instance, range multiplexing is often used together with the spatial 
multiplexing. 

Structured light cameras allow to put transmitter and receiver close each other, 
since the distance is computed without the need of the disparity and consequently 
the occlusions issue is minimized, even if it is an issue not to underestimate in case 
color and depth frames must be aligned. 

Some examples of cameras using structured light are Intel RealSense F200 
[112], Intel RealSense SR300 [113], Microsoft Kinect v1 [114], Asus Xtion Pro 
Live [115], Ensenso N35-606-16-BL [116], Orbecc Astra Mini [117], Photoneo 
PhoXi [118], Structure Sensor [119]. 

This type of camera can be considered quite cheap compared to the other 
technologies: price is usually not higher than 200 $ with a few exceptions. 

Time-of-flight 

ToF cameras have been considered only at professional-grade level until 
Microsoft released the second version of the Kinect, commonly mentioned as 
Kinect v2 or Kinect One, since it has been developed for being used with the 
Microsoft X-Box One console, contrary to the Kinect v1 developed for X-Box 360. 

This technology [120] relies on the knowledge of the light speed in the air (c ≈ 
3 x 108 m/s). Distances can be evaluated projecting an electromagnetic wave on the 
scene and computing the time in which it has been received from the receiver 
(Figure 1.5). 

 



 

14 
 

 

Figure 1.5 - ToF principle 

 
The light emitted by the emitter is usually a square wave. Reading the shift 

between the transmitted wave and the received one it is possible to understand, 
integrating the two readings, the distance of the single points of the received image. 

A remarkable advantage of this technology is the opportunity to put transmitter 
and receiver closer than the transmitter and the receiver needed for structured light 
depth cameras, making measurements occlusion-free. In this way, there are not 
artifacts on the acquired depth image; nonetheless, pixel matrix is usually smaller, 
and the resolution can be penalized. 

Some examples of time-of-flight cameras are Microsoft Kinect v2 [121], IFM 
O3D303 [122], SICK Visionary-T [123], Basler ToF camera [124], PMD CamCube 
3.0 [125], MESA SR 4000 [126], MESA SR 4500 [127], Soft Kinect DS325 [128]. 

On average, ToF cameras are the most expensive on the market since they were 
born for industrial applications. Nonetheless prices cover a very wide range: from 
80 $ to thousands of dollars. 
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Active stereoscopy 

Active stereoscopy is a depth acquisition technique which combines traditional 
passive stereoscopy with the emission of an IR pattern on the scene. The projected 
pattern increases the number of features on the scene (as if markers would be 
added), making the depth acquisition more accurate and more reliable; this solution 
is particularly useful to acquire flat surfaces of objects, subjects, and environments 
and to extend the operating range [129], in particular towards the shorter range, 
because at far distances passive stereoscopy suffers less from the occlusion 
problem. 

An RGB-D camera built with this technology is equipped with two 
outdistanced cameras and a projector between them, usually working in IR 
spectrum. 

Some active stereoscopy sensors are Intel RealSense D415 [130], Intel 
RealSense R200 [131], Intel RealSense D435 (Figure 1.6) [132] and Intel 
RealSense Euclid [133]. 

Active stereoscopy cameras are peculiar of Intel which initially proposed them 
at a cost between 130 $ and 400 $. Most recent devices cost 150 $ - 200 $. 

 
 

 

Figure 1.6 - Intel RealSense D435 
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1.2.3 Benchmarking 

A benchmarking among 3D sensor technologies has been done evaluating 
the parameters available both in literature and in datasheets. Parameters taken into 
consideration are: 
 

• Resolution: horizontal and vertical number of pixels 
 
• Frame rate: number of images captured in one second (FPS, Frames Per 

Second) 
 
• Minimum distance: this parameter establishes the lowest gap for camera 

functioning 
 
• Maximum distance: this parameter establishes the greatest gap for camera 

functioning 
 
• Range: difference between minimum distance and maximum distance 
 
• Field of view (FOV): this parameter indicates the part of the scene visible 

by the camera 
 
• Size: camera dimensions 

 
Twenty-six sensors belonging to the four categories described above have been 

analyzed to identify strengths and weaknesses of each 3D detection technology. A 
recap is shown in Table 1.1. 
 
Table 1.1 - RGB-D cameras considered in this work 

Technology Cameras 

Passive 
stereoscopy 

Stereolabs ZED 
Carnegie Robotics MultiSense S7 

E-Con Tara – Stereo Vision Camera 
Nerian SPI 

Roboception rc_visard 
DUO 3D Sensor 

Structured light 

Intel RealSense F200 
Intel RealSense SR300 

Microsoft Kinect v1 
Asus Xtion PRO LIVE 

Ensenso N35-606-16-BL 
Orbecc Astra Mini 
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Photoneo PhoXi 3D Scanner L 
Structure Sensor 

Time-of-Flight 

Microsoft Kinect v2 
IFM O3D303 

SICK Visionary-T 
Basler ToF camera 
PMD CamCube 3.0 

MESA SR 4000 
MESA SR 4500 

Soft Kinect DS325. 

Active 
stereoscopy 

Intel RealSense R200 
Intel RealSense D415 

Intel RealSense D435 (D435i) 
Intel RealSense Euclid. 

Passive stereoscopy 

Six passive stereo sensors have been considered (Table 1.2). Stereo cameras 
have quite good ranges of functioning, thanks to good maximum distance values 
that make most of them suitable for acquisition over 3 meters of distance, but a bad 
minimum distance of functioning. Values regarding minimum distance of 
functioning reported in this work, directly taken from sensor datasheets, are often 
misleading. That value means that it is possible to acquire the depth map, but its 
quality is very poor, especially in the case of facial application. This is a 
technological problem: passive stereoscopy uses disparity between two cameras to 
retrieve the depth information. If the camera is too close to the subject, a lot of 
points will be present in only one of the images due to occlusions, making the 
correspondence problem impossible to be solved. Resulting depth images contain 
too big holes, which make data impossible to use. In particular, a second minimum 
value is often shown in datasheets and it points out the optimal minimum distance 
that is usually greater than 50 cm. 

On the contrary, resolution is excellent, while frame rate has quite different 
nominal values, from 3 to 60 FPS. 

Table 1.2 - Passive stereoscopy sensors specs 

Passive stereoscopy 
Parameter Best Worst 
Frame rate 60 FPS 3 FPS 
Maximum distance 15 m 1 m 
Minimum distance 0.23 m 0.5 m 
Range 14 m 0.3 m 
Resolution 2208x1242 640x480 
Size 57x30.5x14.7 mm 230x75x84 mm 
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Structured light 

Eight structured light sensors have been analyzed (Table 1.3). Minimum 
distance is undoubtedly the strength for this technology, in fact several sensors 
minimum operating distance is between 20 cm and 40 cm.  Frame rate is remarkable 
too, almost all sensors work at 30 or 60 FPS. Maximum distance and range 
operating functioning are the weaknesses of this technology, since most of sensors 
work with an upper limit that is suggested from 1.5 m to 2.5 m. Resolution is 
remarkable for short range, since only one sensor is 320x240 and the others are 
640x480 or above. 

Table 1.3 – Structured light sensor specs 

Structured light 
Parameter Best Worst 
Frame rate 60 FPS 30 FPS 
Maximum distance 5 m 0.49 m 
Minimum distance 0.2 m 0.87 m 
Range 4.4 m 0.23 m 
Resolution 1280x1024 320x240 
Size 80x20x20 mm 279.4x71.12x66.04 mm 

Time-of-Flight 

Among the 8 ToF sensors analyzed, just one of them can be considered suitable 
for facial applications. Other sensors belonging to this category have a magnificent 
maximum distance (at least greater than 4 meters), a decent frame rate (20-30 FPs), 
but poor minimum distance (0.5 m) and resolution (640x480 is the only remarkable 
value, all the others are below).  

Some values in Table 1.4 are strongly influenced by a single sensor build with 
the specific purpose of working at close distance, the SoftKinetic DS325. This 
sensor’s operating range is between 0.15 and 1 m, unexpected parameter compared 
to the other time-of-flight cameras, which usually have minimum distance between 
0.3-0.5 m and maximum distance of functioning of several meters. 

Table 1.4 – Time-of-Flight sensor specs 

Time-of-Flight 
Parameter Best Worst 
Frame rate 30 FPS 20 FPS 
Maximum distance 60 m 1 m 
Minimum distance 0.15 m 0.8 m 
Range 59.5 m 0.85 m 
Resolution 640x480 176x144 
Size 65x65x68 mm 250x70x45 mm 



 

19 
 

Active stereoscopy 

The four active stereoscopy sensors considered (Table 1.5) are the most recent 
on the market, launched in 2015 or later.  

They can be considered the best trade-off between all the parameters, with good 
minimum distance (around 30 cm), maximum distance (up to 10 meters), 30 FPS 
frame rate and good depth resolution (two of them reach 1280x800). 

A special mention is deserved by the best minimum distance found during the 
desk research (0.11 m, belonging to Intel RealSense D435); nonetheless, minimum 
distance of functioning exceeds 0.3 m for the other cameras. 

Table 1.5 - Active stereoscopy sensor specs 

Active stereoscopy 
Parameter Best Worst 
Frame rate 30 FPS 30 FPS 
Maximum distance 10 m 2.8 m 
Minimum distance 0.11 m 0.4 m 
Range 10 m 2.25 m 
Resolution 1280x800 640x480 
Size 90x25x25 mm 126x254x345 mm 

 
Sensors datasheets report the size including the chassis and the support 

dimensions. Customer-grade sensors can be integrated in personal devices such as 
smartphones, tablets and laptops without chassis and support, therefore it is 
desirable to understand the physical space that each technology requires. Passive 
stereo and active stereo need a larger space due to the presence of two different 
cameras for detecting the third dimensions through the disparity, while for what 
concerns structured light and ToF technologies size can be limited by the possibility 
of putting transmitter and receiver as close as possible. 

A brief recap of main advantages and disadvantages for each technology can 
be found in Table 1.6. 

Table 1.6 - Advantages and disadvantages of analyzed technologies 

Technology Advantages Disadvantages 

Passive 
stereoscopy 

Good operative range 
 
Good resolution 

Difficulties in discriminating between 
minimum distance and optimal 
minimum distance of functioning 
 
Scene not featureless 
 
Problems with occlusions 
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Structured 
light 

Excellent minimum 
distance of functioning 
 
Good frame rate 

Low maximum distance of functioning 
 
Low range of functioning 

Time-of-
Flight 

Excellent maximum 
distance of functioning 

Poor minimum distance of functioning 
 
Poor resolution 

Active 
stereoscopy 

Good minimum distance 
of functioning 
 
Good maximum distance 
of functioning 

Small problems with occlusions 
(limited by the IR light projection) 

 
  



 

21 
 

1.2.4 Quality Function Deployment (QFD) 

Once the desk research has been completed, the QFD has been used to integrate 
two orthogonal dimensions, namely sensors’ technical specifications and facial 

applications requirements. The aim of this stage is to identify their interconnections 
evaluating how much each technical specification is important in relation to a 
certain application requirement. 

QFD [29] is a method applied to transform qualitative user demands into 
quantitative parameters and the basic design to implement it is the house of quality. 
On the vertical axis there are the user desires (What’s), on the horizontal axis there 

are technical requirements (How’s) that may be useful to satisfy the user desires. A 
weight between 1 and 5 is given to each user’s desire according to the final 

application that has to be designed. In the other cells of the table a score of 1, 3 or 
9 [134] is given according to the contribution that each technical requirement gives 
to each user desire, namely respectively weak, moderate and strong. 0 value has 
been given if there is no relationship. Scores to be attributed to the relationships can 
vary according to different ways of building a QFD [135]. In this case, 0, 1, 3, and 
9 have been considered suitable, because they reflect at best the perception that 
people have with regards to the correlation process and strong correlation is 
awarded. 

Four QFDs have been drawn up, one for each facial application previously 
explained, and they are structured as follows: qualitative application requirements, 
namely the main characteristics that an application should have, are listed on the 
first column and the importance of each qualitative requirement is listed on the 
second column. On the first row there are the technical specifications (How’s), and 

contrary to the qualitative requirements, that are slightly different between the 
applications, the technical requirement list is the same for each of the four QFDs. 

The considered technical specifications are the depth sensors parameters 
extracted by the desk research. Specifically, technical requirements are the frame 
rate, the minimum and the maximum distance to which the sensors work, the range, 
the FOV and the dimensions. 

In the final row the relative total score of each technical specification is 
specified. Relative total score is a percentage of how much a technical requirement 
is important compared to the others. Its values are computed as follows: 

• For each technical requirement, a total score is computed as a sum of 
products between the application requirement weights and the 
corresponding evaluation scores given to the technical requirements. 

• For each total score obtained at point 1 the percentage is computed 
considering the sum of all the total scores as 100%.  
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1.3 Results and discussion 

Generical raw data have been translated into values to be put in QFDs (9-3-1-0 
score) after a discussion held by a focus group. The focus group has proved to be 
essential to accurately evaluate technical requirements thanks to the involvement of 
researchers from several areas and is composed by eleven people, five women and 
six men: 

• four of them are computer science engineers, and their research field 
involve computer vision and RGB-D cameras 

• three are management engineers 
• two are biomedical engineers, experts in face analysis 
• one is an electronic engineer 
• one is a mathematical engineer, whose competences involve facial 

feature extraction 

The focus group also assigned weights and scores to each of the requirements 
as a result of a discussion among all participants, so that everyone has intervened 
in the debate giving a contribution linked to the specific area of expertise, and the 
final value has been unanimously assigned. 

Results are presented in the following section. 

1.3.1 Face Detection 

Even if accuracy is something to be taken care of in all contexts, this constraint 
can be considered not so strict for face detection stand-alone applications as for 
other facial applications. Once that the face is detectable, details on facial surface 
are not required. This does not mean accuracy is not relevant at all: a trade-off 
between accuracy and resources (computational and storage resources) is always 
necessary; nonetheless, in face detection applications the limit can be set closer to 
the resources than face authentication, face identification and face expression 
recognition applications. Moreover, flexibility should be a strength point for this 
application, so that it can work in all range, light, pose and occlusions situations 
(Table 1.7). Qualitative requirements are: 

 

• Real-time: faces should be detected when an individual enters in the 
camera FOV [136]. 
 

• Wide operating range: faces should be detectable both if an individual 
is getting closer to the camera and moving away. 
 

• Accurate at close distance: faces should be detectable if an individual is 
close to the camera. 
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• Accurate at far distance: faces should be detectable if an individual is 
far from the camera. 
 

• Able to discriminate faces among other elements in the environment: 
the core of the application, if a face is present in the scene, then it should 
be detected. 
 

• Integrable into a smartphone: sensors should allow to be put into a 
smartphone, a tablet, or a laptop to perform face detection. 
 

• Portable: this requirement suggests having a sensor small enough to be 
easily carried by the user. 
 

• Small output data: the detected face should be reported without 
spending too many resources in terms of memory, for reasons of storage 
and computational speed. Nonetheless, to preserve a level of accuracy 
that allows to detect faces is mandatory. 
 

• Robust to light: faces should be detected whatever light conditions are 
(i.e. in the dark, in a sunny day…). 
 

• Head pose invariant: faces should be detected whatever the individual 
relative orientation with respect to the camera is. 
 

• Robust to occlusions: faces should be detected in presence of occlusions 
(i.e. glasses, scarves, …).  
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Table 1.7 - Face Detection 

  



 

25 
 

Sensors parameters relative importance is shown in Figure 1.7. 
Radar shows that the resolution is the most important parameter, followed by 

the maximum distance of functioning, since face detection applications must detect 
subjects that do not necessarily position themselves in front of the camera. 

 
 

 

Figure 1.7 - Specs relative importance for Face Detection 
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1.3.2 Face Authentication 

The minimum error rate in face authentication is required. User is aware of the 
sensitivity of this application so that real-time is not strictly required, but speed 
should be high enough to compete with other type of authentication (for instance, 
the insertion of a PIN code); nevertheless, speed must not sacrifice accuracy in any 
way, since for face authentication this is the main requirement on which to focus 
on. (Table 1.8). Qualitative requirements are: 

 

• Fast enough to unblock a device: this application does not require real-time, 
unblocking speed should not be annoying for the user. 

 
• Accurate at close distance: face should be recognized from a distance as 

close as a smartphone, a tablet or a laptop typical user is. 
 
• Able to detect facial features: facial landmark for face analysis must be 

detected. 
 
• Integrable into a smartphone: sensors should allow to be put into a 

smartphone, a tablet, or a laptop to perform face authentication. 
 
• Robust to light: faces should be recognized whatever light conditions are 

(i.e. in the dark, in a sunny day…). 
 
• Robust to occlusions: faces should be detected in presence of small 

occlusions (i.e. glasses, scarves, …). 



 

27 
 

 
Table 1.8 - Face Authentication 

 
 

  



 

28 
 

Sensors parameters relative importance is shown in Figure 1.8. 
Radar shows that resolution and minimum distance of functioning are the most 

important technical requirements to satisfy, coherently with the most-common 
usage scenarios: a user that must unlock his personal device. Subsequently, frame 
rate and  dimensions can be considered influential, since a user must not wait too 
much time to be authenticated, otherwise another authentication method would be 
preferable, and the system should have the possibility of being integrated in 
personal devices such as smartphones, tablets and laptops. 

 

  
Figure 1.8 - Specs relative importance for Face Authentication 
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1.3.3 Face Identification 

This application requires to council the accuracy for face analysis and the 
robustness to work in different range, light, pose and occlusions situation (Table 
1.9). Close distance is not considered so relevant since face identification is 
different from face authentication as it has been previously explained. 
Qualitative requirements about face identification are: 
 

• Real-time: a subject should be identified before he leaves the field-of-view 
of the camera [137]. 

 
• Wide operating range: faces should be identified both if an individual is 

getting closer to the camera and moving away. 
 
• Accurate at close distance: faces should be identified if an individual is close 

to the camera. 
 
• Accurate at far distance: faces should be identified if an individual is far 

from the camera 
 
• Able to detect facial features: facial landmarks for face analysis must be 

identified. 
 
• Integrable into a smartphone: sensors should allow to be put into a 

smartphone, a tablet, or a laptop to perform face identification. 
 
• Portable: this requirement suggests having a sensor small enough to be 

easily carried by the user. 
 
• Robust to light: faces should be identified whatever light conditions are (i.e. 

in the dark, in a sunny day…). 
 
• Head pose invariant: faces should be identified whatever the individual 

relative orientation with respect to the camera is. 
 
• Robust to occlusions: faces should be identified in presence of occlusions 

(i.e. glasses, scarves…). 
 
• Robust to different face expressions: faces should be identified whatever the 

individual mood is. 
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Table 1.9 - Face Identification 
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Sensors parameters relative importance is shown in Figure 1.9. 
Radar shows that the resolution confirms to be the most important technical 

requirement, indeed, to recognize features is mandatory to apply facial algorithms. 
All the technical requirements linked to the distance of functioning appears right 
after resolution in the ranking, since the sensor should be able to recognize subjects 
that could be more or less close to the camera. 

This result is significantly different from face authentication and confirms the 
choice of splitting face recognition applications in face authentication and face 
identification. 

 

 
 

Figure 1.9 - Specs relative importance for Face Identification 
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1.3.4 Face Expression Recognition 

Qualitative requirements about face expression recognition are very similar to 
the face identification ones since the operating conditions are almost the same 
(Table 1.10): 

 

• Real-time: individual expressions should be recognized whenever an event 
associated to what they are assisting is triggered [138]. 

 
• Wide operating range: individuals’ expressions should be recognized both 

if an individual is getting closer to the camera and moving away. 
 
• Accurate at close distance: individuals’ expressions should be recognized if 

an individual is close to the camera. 
 
• Accurate at far distance: individuals’ expressions should be recognized if an 

individual is far from the camera. 
 

• Able to detect facial features: facial landmarks for face analysis must be 
recognized. 

 
• Integrable into a smartphone: sensors should allow to be put into a 

smartphone, a tablet, or a laptop to perform face expression recognition. 
 
• Portable: this requirement suggests having a sensor small enough to be 

easily carried by the user. 
 
• Robust to light: individuals’ expressions should be recognized whatever 

light conditions are (i.e. in the dark, in a sunny day…). 
 
• Head pose invariant: individuals’ expressions should be recognized 

whatever the individual relative orientation with respect to the camera is. 
 
• Robust to occlusions: individuals’ expressions should be recognized in 

presence of occlusions (i.e. glasses, scarves…). 
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Table 1.10 - Face Expression Recognition 
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Sensors parameters relative importance is shown in Figure 1.10. 
The radar appears to be very similar to the face identification one, but this result 

should not be surprising. In both cases resolution must be excellent in order to 
discriminate between different features on resulting images. Data should be 
retrievable both if the subjects is close or far from the camera, and, regarding the 
frame rate, data should be available several times per second (this requirement is 
satisfied by the vast majority of analyzed sensors). Finally, dimensions and field of 
view are not so much considered, because sensors should be not necessarily 
portable and can be placed in strategic locations in order to avoid FOV issues. 

 
 

 
Figure 1.10 - Specs relative importance for Face Expression Recognition 
 
A comparison between facial application specs is reported in Figure 1.11. 

Supplementing the comments already reported, resolution can be universally 
recognized as the most important parameter, followed by technical requirements 
linked to the distance of functioning, minimum, maximum and range, depending on 
the facial application. Frame rate varies from 10% to 15% and this result can be 
explained as follows: nowadays real-time is a mandatory requirements for facial 
applications; nonetheless, the bottleneck is not the choice of the sensor, but the 
computationally demanding techniques, thus the focus to solve issues linked to time 
performances must be moved on the choice of the suitable facial algorithm. 
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Figure 1.11 - Specs comparison for the different facial applications 

 

Afterwards technical specifications and facial applications have been analyzed, 
the most suitable 3D detection technology can now be identified (Table 1.11). 

ToF cameras are the best in terms of long range operating functioning [139] 
[140], but this strength is not feasible for facial applications, and they are weaker 
than other technologies in terms of resolution, this is the reason why it is the worst 
choice for the considered facial applications. In Figure 1.12 an example of 3D shell 
obtained from a depth map acquired using Microsoft Kinect One (ToF depth 
acquisition technology) is shown. Facial shape is recognizable, but facial surface is 
compromised, due to artifacts that strongly influence the facial surface. 

 

 

Figure 1.12 - 3D shell obtained with Kinect v2 
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Passive stereo technology has resulted to be the most suitable choice for face 
detection applications, due to the trade-off between high resolution and remarkable 
maximum operating functioning distance [141] [142], followed by the active stereo 
technology and, in third position, by structured light cameras, because of their too 
poor maximum operating functioning distance. 

Face detection has been taken into account during all the evaluation process not 
only as stand-alone application, but also as preliminary step of face authentication, 
face identification and face expression recognition. 

Scores of these facial applications have been given from a global point of view. 
In particular, when the focus group gathered for the evaluation, the main facial 
application steps were taken into account and this means that they discussed about 
the face detection step as well as the subsequent steps such as feature extraction or 
neural networks constraints in terms of input data. 

Face detection requirements in stand-alone applications are different from face 
detection requirements as preliminary step. The requirements of face 
authentication, face identification and face expression recognition definitely 
consider face detection as a part of their algorithms, but some of the requirements 
may change based on the application within which they are incorporated. Going 
into the detail, if included in a face authentication application, face detection can 
accept a higher response time than face detection as a stand-alone application such 
as counting people in a room; furthermore, the operational range need not be wide, 
because face authentication use cases are limited to short distances. 

Considering face identification and face expression recognition, the shape of 
the radars related to these applications are very similar each other and the face 
detection one is not too different. This testify that face detection requirements 
played a role in the evaluation of these facial application requirements. Indeed, they 
have not been twisted if they are considered as stand-alone or integrated, 
nonetheless there are some differences. In terms of relative importance, frame rate 
has a greater value in stand-alone face detection applications, while minimum 
distance acquires importance in face identification and face expression recognition. 

The situation is inverted in face authentication. Since minimum distance is the 
most important parameter, together with the resolution, the excellent minimum 
operating functioning distance of structured light technology has resulted to be the 
best for this application [143] [144]. It is mandatory to observe that an active 
stereoscopy sensor seems to be the best at close range, but this is false to a broader 
set of sensors. Since active stereoscopy is the most recent technology, it is wise to 
bear in mind this result, but the time is not yet ripe to claim that it is the best one 
for close-range applications and, consequently, face authentication. 

Face identification and face expression recognition have resulted to be similar 
in terms of qualitative requirements, in fact the shapes of their technical 
specifications relative importance are very close to each other. Active stereoscopy 
is the most suitable technology for these applications [145], because of the presence 
of good resolution both at close distance and long distance operating functioning at 
the same time. Passive stereoscopy is the second-best choice, thanks to its very high 
resolution and operating functioning at high distance, that is more relevant with 
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respect to close distance. This is the reason why structured light is in third position, 
in fact the poor maximum operating function distance has been penalizing for this 
sensor category. 

Key technical specifications used to analyze 3D sensor technologies are 
strongly linked to accuracy more than the acquisition time. From the datasheet 
analysis, it has been found that all the considered 3D sensors can provide several 
FPS when acquiring single shot acquisitions; if all of them can satisfy the real-time 
requirement, it has been unavoidable to focus on other technical specifications to 
discriminate between RGB-D cameras and to evaluate 3D acquisition technologies. 

 

Table 1.11 - Technology ranking for facial application 

 Face 
Detection 

Face 
Authentication 

Face 
Identification 

Face 
Expression 
Recognition 

1st Passive 
stereoscopy Structured light Active 

stereoscopy 
Active 

stereoscopy 

2nd Active 
stereoscopy 

Active 
stereoscopy 

Passive 
stereoscopy 

Passive 
stereoscopy 

3rd Structured 
light 

Passive 
stereoscopy Structured light Structured 

light 

4th ToF ToF ToF ToF 
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1.4 Conclusions 

In this chapter a survey to understand which depth acquisition technology can 
fit better different facial applications has been conducted. 

Qualitative requirements for the most common face applications and RGB-D 
camera specifications considered in the present survey are the result of a literature 
review about 3D facial applications and a desk research among various depth 
acquisition technologies adopted by 3D sensors. 

A focus group has filled-in four QFDs to identify the main features involved in 
each facial application and to understand which the most suitable technology for 
depth acquisition is. 

Results show that passive stereoscopy is the best technology choice for face 
detection applications due to the great resolution and long operational range; 
structured light is the most suitable sensor technology for face authentication and, 
in general, for short-range applications since it does not need different points of 
view to acquire the depth information, making it easier to locate the sensor close to 
the subject/object of interest; active stereoscopy is the most interesting technology 
for face recognition and face expression recognition. This technology is the most 
recent and care must be taken to its development, nonetheless, active stereoscopy 
can already be considered the most versatile depth acquisition technology available 
up to now. 

This part of the research has been the starting point to orient within the world 
of RGB-D cameras and facial application methodologies. Then, the choice of the 
proper 3D sensor has been evaluated analyzing the individual technical 
specifications of the considered models and the specific needs of the facial 
application to be developed for this thesis. 

The choice has been fallen on Intel RealSense SR300. 
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Chapter 2 

 Face Expression Recognition on 
depth maps: a case study  

Third dimension is an extremely powerful source of information, since it can 
face issues such as lighting variations, different pose orientations, disguises, and 
occlusions. 

In the context of facial applications these advantages have become even more 
evident: a camera sensitive to the light could impede its user to access to his 
personal device when he is outdoor, in presence of very bright lamps or inside too 
dark rooms; a face recognition system could fail in front of a subject with makeup, 
as well as with a scarf put on, or even with a mask covering mouth and nose; a face 
expression recognition system could not work if the subject is not exactly aligned 
with the camera lens. 

The usage of depth information can help to solve these criticalities and the key 
element to analyze the third dimension using an RGB-D camera is the depth map. 
The depth map is the counterpart of the color frame, indeed it is an image on which 
each pixel represents the distance of a point in the real world from the camera, 
instead of the color information, and its characteristics differ on the basis of the 
depth acquisition technology adopted. 

In this case-study, a structured light camera has been chosen to properly acquire 
the depth information; indeed, the application has required to record the facial 
expressions of a subject during an interview. This means that the main parameter 
to choose the most suitable RGB-D camera technology for this purpose has been 
the minimum operational distance, since the RGB-D camera had to provide the best 
performances at short-range distances. 

A face expression recognition methodology has been applied; the focus has 
been moved on the level of activation of the emotions rather that the identification 
of the emotions themselves, to monitor the engagement of the interviewee in every 
question. 

2.1 Introduction 

Face expression recognition is involved in an increasing number of application 
fields such as safety, entertainment, security. Among these, emotional engineering 
is a recent discipline that has introduced methods for predicting and likely being 
able to control users’ emotional responses with respect to product attributes, in 

order to be able to design and engineer them [146]. 
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The essential part of the design process is the capability of understanding the 

user’s feelings and emotions [147]. Within this context, a case-study has been set 
up to touch the considerations made in the previous chapter and to start to integrate 
the technology potentialities of an RGB-D camera with a face expression 
recognition method. 

In emotional design, a subject is usually submitted to an interview, which is an 
ideal situation to acquire depth data, given the statics of the scene; indeed, the 
interviewee is seated in the same position, except from little adjustments that can 
be faced in the post-processing phase. 

Support Vector Machine is one of the most used classifiers for face expression 
recognition; furthermore, it is particularly suitable for circumstances in which the 
dataset has a low cardinality, but data are characterized by high dimensionality, so 
it has been chosen to pursue the goal of this chapter. 

2.2 Method 

The reason why to involve emotions through facial expression monitoring and 
evaluation has been to measure the emotional engagement during the interview. 

A model has been searched in the literature for matching quantitative values to 
specific emotions, especially in the perspective of user’s involvement. Russell 
proposed an emotional model, called circumplex model and shown in Figure 2.1, 
that can be discretized as it is placed on a Cartesian plane [148] [149]. According 
to this model, the x-axis quantifies the positivity/negativity of the emotion, while 
the y-axis quantifies the emotional activation and involvement. 

 

 

Figure 2.1 - The eight affect concept elaborated by Russel [148] 

Considering the canonical emotional tone of a professional interview regarding 
a product to be conceptualized, we have considered for our model only the 
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quadrants identifying positive emotions, i.e. the first and the fourth. Weights 1, 2, 
3, 4, 5 have respectively been assigned to emotions deactivation, contentment, 
pleasure, excitement, and arousal, according to the circumplex model. 

We also took into consideration the simplified model with weights 1, 3, 5 
assigned respectively to deactivation, pleasure, and arousal. Due to the 
experimental nature of this study, the simplified model has been preferred, in order 
to point out differences among the classes more clearly. 

For the sake of completeness, the two models are shown in Figure 2.2. 
 

 
 

Figure 2.2 - Chosen emotions from Russell's model 

During the interview, a depth camera should be placed in front of him/her to 
acquire the face frame-by-frame. The camera is started when the interview starts, 
together with a vocal recording. Then, the vocal recording is analyzed, and notes 
should be taken about the exact range of seconds in which the interviewer’s 

question is about to finish and the interviewee starts answering. This is supposed to 
be the very moment in which the expression about the inner emotion (the ground 
truth feeling) is displayed by the face. 

Facial data undergo a selection of the significant frames, which are then post-
processed so that a depth map remains framing the face alone. Then, an algorithm 
is run on the facial depth map to automatically localize 17 landmarks (Nasion, 
Pronasale, Subnasale, left and right Endocanthion, left and right Exocanthion, left 
and right Inner Eyebrow, left and right Outer Eyebrow, right and left Alare, left and 
right Chelion, Labiale Superius, Labiale Inferius), shown in  

Figure 2.3, with a thresholding methodology [150] based on Differential 
Geometry descriptors [151]. 

An insight about geometrical descriptors is provided in Appendix A. 
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Figure 2.3 - Set of anatomical landmarks adopted in this study. The formal definitions of 
every landmark are provided by Swennen et al. [152], with the exception of the eyebrow 
points. 

After the landmarking localization process, Euclidean distances are calculated 
between landmarks by adopting the Pronasale as anchor point, as shown in Figure 
2.3. Thus, distances between every landmark and the Pronasale have been 
computed (Figure 2.4). 
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Figure 2.4 - Computed Euclidean distances using PRN as anchor point 

 
Support Vector Machine (SVM) has been chosen as face expression 

recognition method, due to the high dimensionality of the data and the low 
cardinality of the dataset. 

The classification is obtained by providing in advance a number of clusters in 
which to funnel the data. These clusters represent the activation levels of emotions; 
thus, in this case there are the 3 classes defined by the simplified model, which map 
the deactivation, the pleasure and the arousal levels. 

SVM is a classification technique, as such the goal is to find a separator 
between classes, a problem that possibly can have infinite solutions (Figure 2.5). 
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Figure 2.5 - Possible classes separators 

SVM aims to find the so-called hyperplane, represented by the central 
continuous black line, that separates two classes with the widest margin possible, 
identified by the two dashed lines. This is a constrained optimization problem since 
no support vectors, namely no members of the classes, can be within the margin 
(constrain) and the margin must be as wide as possible (optimization). 

If each support vector is located on the same side of the separator, the approach 
is called large-margin (Figure 2.6). 

 

 

Figure 2.6 - SVM large-margin 

If some exceptions are allowed, thus some members of a class can be on the 
wrong side of the separator (Figure 2.7), the approach is called soft-margin. 
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Figure 2.7 - SVM soft-margin 

 
Large-margin and soft-margin are not a binary choice, but a tradeoff to find 

using the C parameter: the higher C is, the more accurate the hyperplane will split 
the model; the lower C is, the more importance will be given to the creation of a 
wide margin. In the first case the priority is making a few mistakes during the 
training phase, but this could be dangerous in case of introduction of a new support 
vector: indeed, it could influence the location of the hyperplane, making old support 
vectors misclassified due to the few tolerance given by the narrow margin. In the 
second case the priority is the simplicity, the large margin provides more flexibility, 
but less accuracy. 

Furthermore, there are some cases, such as Figure 2.8, for which it is impossible 
to separate two classes using a straight line (linear kernel) and it is necessary to use 
a kernel trick, i.e. a non-linear kernel. 

 

 

Figure 2.8 - Data distribution that requires non-linear kernel 

 
One of the most used non-linear kernels is the RFB (Radial Basis Function) that 

has two parameters to set: 

• C: it is a parameter that influences the choice between the large-margin 
and the soft-margin approach. 
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• gamma: it is a parameter that influences the curvature of the line 
separating the data 

 

Figure 2.9 - SVM classification with RFB kernel. On the left a low gamma has been used, 
on the right the chosen gamma value is high 

 
When classes to identify are more than two (multi-class), another choice to take 

is how to manage comparisons between classes and, consequently, the location of 
the separator. Having three classes A, B, C to deal with: 

• One vs rest (OVR): the algorithm finds the first hyperplane that 
separates class A and the other classes (class B and class C), then the 
second hyperplane that separates class B and class C 

• One vs one (OVO): the algorithm compares all the classes separately 
and then combine the results together 

Comparing OVR and OVO, the first approach is less expensive in terms of 
computational cost, the latter is less sensitive to unbalance because hyperplanes are 
defined in the same conditions for each class 
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2.3 Case study 

The distance sensing for the depth camera is mapped using coded light 
technology. As seen in Chapter 1, coded light depth acquisition technology consists 
in projecting an a priori known pattern on the surface of an object, a face or any 
other element of the environment and obtaining depth information of the surface 
through a receiver according to the way in which the pattern is deformed. This 
technology is designed specifically for applications at close range and this kind of 
sensors specifically works best within the range 0.2-1.5 m. 

Intel RealSense SR300 has been chosen. The projected pattern is infrared (IR) 
light, therefore out of the visible spectrum. The depth video format, as well as the 
frame rate, is adjustable. Typically, the recommended resolution is the best 
available (640x480), while the frame rate is 30 FPS. The output of every frame is a 
depth map. 

Figure 2.10 shows a picture taken during the interview.  
 

 
 

Figure 2.10 - Interview setup. On the laptop monitor, it is possible to see one of the depth 
frames acquired  

234 frames and subsequent facial depth maps have been selected and post-
processed, relying on the identification of the key moments of the interview 
between every question and every answer.  

. 
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Parameters described in the Section 2.2 cannot be chosen a priori, but several 
trials must be done to set the proper values. In this case-study, classes to consider 
are three (deactivation, pleasure, arousal); OVR approach has been preferred to 
OVO; the kernel is RBF since data could not be split in a linear way; the C 
parameter  has been set to 100, a high value compared to the default value that is 1, 
this testify the need of a great accuracy at the expense of less flexibility not 
necessary since the training set of frames has been fixed; the gamma parameter has 
been set to 10-8, a very low parameter not to advantage one class over the others. 

SVM belongs to machine learning supervised methodologies, thus needs a 
training phase to establish a relationship between input and output. After several 
trials, an amount of 234 depth frames has been extracted from the video acquired 
with Intel RealSense SR300 and has been subdivided into: 

• Training set (30%): these are the frames labelled and used to train the 
SVM classifier. 

• Validation set (10%): these frames have not been used to train the SVM 
nor to test it, but to tune C and gamma parameters before using the SVM 
for the frames of interest. 

• Testing set (60%): these 138 frames have been used to test the SVM 
method. Furthermore, they were the frames of interest, namely the 
frames identifying the emotional level of activation during the 
interview. 

Data dimensionality is considerable: 7 geometrical descriptors, i.e. Smean, 
Fden2, k1mean, sing, k2median, gmean and Hmean (variations of the geometrical 
descriptors previously described) and 16 Euclidean distances between landmarks 
have been computed for every frame. Moreover, geometrical descriptors have been 
computed on the whole face and on specific facial areas (eyes and mouth), and 
information have been stored considering 9 bins for every geometrical descriptor; 
for the sake of clarity, bins are the bars of the histogram of a facial descriptor.  

In the next pages some images representing the steps previously described have 
been reported. Figure 2.11 represents the point cloud in 3D in Matlab Viewer, 
which allows to compute geometrical descriptors. Figure 2.12 represents the result 
of the landmarking step, which allows to subsequently compute the Euclidean 
distances. 
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Figure 2.11 - Depth map represented in 3D in Matlab 
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Figure 2.12 - Landmarks localization. Landmarks are displayed with blue asterisks 

 
According to the type of data and the emotions displayed by the interviewee’s 

face, the simplified model has been chosen in this case, to make easier, but more 
accurate, the classification. Thus, three clusters have been adopted: deactivation, 
pleasure, and arousal. 
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2.4 Results and discussion 

The SVM methodology has been developed to recognize different emotional 
levels of activation, not different emotions. 

The advantage of the present technique is that the interviewee involvement in 
the discussion can be analyzed for every question and answer or, from the 
technological point of view, frame-by-frame. 

The counterpart is that the proposed technique requires a depth camera, which, 
however, has a relatively low cost and a certain knowledge about classification 
techniques. Nonetheless, several software and routines are already open and 
available for the community. 

Obtained results must be analyzed under different perspectives. 
Firstly, the proposed recognition method for emotional activation has an 

accuracy of 81%. This recognition rate could improve changing or adding new 
features to SVM classifier, such as different geometrical descriptors or even some 
elements provided by the color information acquired with the Intel RealSense 
SR300. Moreover, a calibration step could help if the usage of Euclidean distances 
is maintained, otherwise those specific features could be misleading among 
different users. 

Secondly, this work must be seen as a case-study introduced and faced to 
acquire experience within the context of a thesis which has started with the RGB-
D cameras analysis and aims to lay the foundation for a reliable and completely 
automatic face expression recognition application. 
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Chapter 3 

 Face Expression Recognition 
using Deep Learning and 
ecological valid dataset 

Facial expressions are the result of muscles’ movements on the face. These 

movements can be voluntary or involuntary and represent one of the main forms of 
nonverbal communication between humans. This aspect has been deepened by 
several researches and is also strongly considered in the popular culture; in the 
American crime drama Lie to me, the main character, Dr. Cal Lightman (Tim Roth), 
is an expert of body language, with a particular ability on identifying and 
interpreting the facial microexpressions. It is not surprising to discover that one of 
the major scientific consultants for the realization of this series has been Paul 
Ekman, one of the founding father of face expression recognition. 

As Dr. Lightman had to find out the real emotions hidden by suspects’, our 
research brought to light the difficulties that classifiers could encounter in learning 
how to recognize expressions from fake images. In this case, fake is referred to the 
fact that some databases of people showing facial expressions exists, but people are 
usually actors who pretend to feel an emotion, which is not spontaneous, and could 
not perfectly reflect the movements and the micromovements of subjects that truly 
feel an emotion.  

Recent studies show that deep learning methodologies proved to be very 
promising and to easily provide state-of-art results in the context of face expression 
recognition, thus the works described in the next two chapters have been carried on 
employing a convolutional neural network, a class of deep neural network which 
resembles the organization of the animal visual cortex in the connectivity pattern 
between neurons. 

The work described in this chapter is the result of a fruitful collaboration with 
a research group of Politecnico di Milano, which has given a great contribution 
especially regarding the psychological aspects of the research. 

3.1 Introduction 

The main problem in using a supervised classifier to perform face expression 
recognition is to find valid data to train machine learning algorithms. Data that have 
to be inputted in the classifier for the training phase must be labelled and to do such 
an operation a scientific approach to describe emotions is necessary. 
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The first study dealing with a quantification of emotions was initiated by Wundt 
[153] and continued by Scholsberg [154], that introduced a three-dimensional 
model which dimensions were pleasant-unpleasant, tension-relaxion, and 
excitation-calm. Ekman [155] recommended to merge the two last dimensions, 
because they resulted too similar each other, and Russell [148] developed the 
Circumplex Model of Affect, that has been used in Chapter 2 for the definition of 
the SVM classes. 

In Figure 3.1 Circumplex Model of Affect is shown. On the left the eight affect 
concepts are arranged in a circular order, as well as the twenty-eight affect words 
that are displayed on the right. 

 
 

Figure 3.1 - Cicumplex Model of Affect 

The expression that fits at best with the purpose that researchers must achieve 
to obtain useful data regarding facial expressions is ecological validity. Ecological 
validity refers to the condition according to which the facial expression of a subject 
must be due to a certain stimulus and not to boundary conditions. Within the context 
of an experiment, this means to find a trade-off between the experimental rigor, 
necessary to compare results obtained from different subjects, and the 
comfortability of the subjects themselves, who must express feelings only due to 
the stimulus received, not conditioned by constraints imposed by the experiment. 

An experiment that aim to study facial expressions can be set up in different 
ways. First of all, participants can be asked to act or to express their spontaneous 
feelings; then, the format of results must be established [156] and, consequently, 
the necessary equipment must be procured (a standard video camera, an RGB-D 
camera, sensors to obtain physiological data, a database to store answers to a 
questionnaire, …); moreover, if the choice falls on spontaneous reactions, stimuli 
must be defined. 

Among the variety of stimuli raising emotions, such as audio-visual [157], 
movie clips [158], music tracks and game scenarios [159], for the present work 
images stored in affective databases have been chosen; the next section will deepen 
the description of affective images. After that, the topic about affective measures 
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and scales (above all, the Self-Assessment Manikin) will be faced. Later on, the 
focus will be moved to the participants to the experiment for both spontaneously 
raising and recognizing their facial expressions, where the recognition has been 
performed with a Convolutional Neural Network (CNN); the participants have 
undergone a double test about empathy and alexithymia to guarantee their reliability 
both for the expressions they have shown and the questionnaire they have compiled. 
The description of the experiment will precede the discussion of the results and the 
further improvements in the future work. 

For the sake of clarity, in Figure 3.2 the description of the main step of the 
experiment has been reported. 

 

 

Figure 3.2 - Flow-chart of the planned experiment 

 
The final aim of this ambitious project is to build an ecological valid dataset 

within which RGB-D images are stored. These images should represent 
spontaneous facial expressions, indispensable to train a deep learning algorithm, in 
particular a CNN, even if could be used to train other supervised machine learning 
algorithms as well. 

The result that have been obtained up to now is twofold: on one side, a 
comparison between elicited emotions and expected emotions has been drawn up; 
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on the other side, a remarkable recognition rate of the CNN has been achieved. As 
it will be shown in Section 3.3, these satisfying and promising results have let to 
clearly identify the following steps to obtain a complete ecological dataset and to 
further improve the CNN recognition rate.   

3.1.1 Affective databases 

Once that visual static stimuli have been chosen, proper images had to be 
selected. After a review about affective databases, i.e. datasets containing images 
that arouse specific emotions, IAPS and GAPED have been chosen. 

The International Affective Picture System (IAPS) is the most known affective 
databases, intended for research use only. The version of the database used for this 
experiment is composed by 1182 images (the database has been subjected to 
updates through the years) subdivided in semantic categories to arouse different 
emotions. IAPS has been largely used in psychiatric applications: Taskiran et al. 
[160] have studied the responses to emotional stimuli in patients affected by 
attention-deficit hyperactivity disorder, Migliore et al. [161] have conducted a 
similar study in Relapsing-Remitting Multiple Sclerosis (RRMS) patients, Moret-
Tatay et al. [162] and Bekele et al. [163] have dealt with middle-aged adults and 
older men respectively affected by Schizophrenia, Peter et al. [164] have compared 
emotional responses in subjects with personality disorders, cluster-C personality 
disorders and non-patients. Furthermore, the ability of processing emotions after 
traumatic situations has been investigated, such as post-earthquake distress by 
Pistoia et al. [165] and violated women by Martinez Navarro [166], but also the 
dependence from alcohol can have implications in the way of processing emotions 
according to Dominguez-Centeno et al. [167]. The vast majority of the above-
mentioned studies focused on evaluating subjects’ emotions through the analysis of 

physiological signals: electroencephalography (EEG), electrocardiography (ECG) 
and magnetic resonance imaging (MRI). 

The Geneva Affective Picture Database (GAPED) is composed by 730 images. 
The intent in building this new dataset was to overcome a problem that arouse in 
using IAPS extensively: the impact of those images seemed to drop in terms of 
efficacy both for positive and negative emotions. In particular, regarding the 
negative ones, GAPED designers subdivided images in four classes: two of them 
represents animals (snakes and spiders), one concerns the violation of the social 
norms (defined by legality), one concerns the violation of personal norms 
(determined by morality). According to Dan-Glauser and Scherer [168], estimation 
of low tolerability of the stimuli related to social norms becomes relevant in the 
elicitation of anger, but also in disgust, pity, guilt, shame, and contempt. There are 
predictable dissimilarities in valence marks among the positive, neutral, and 
negative categories, but also in arousal rates, indeed it is usually possible to find a 
correlation since valence scores are rarely independent from arousal levels. 
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3.1.2 Affective measures and scales 

To quantify an emotion is a critical task that has been largely discussed over 
the years; what people refer to when using the term feeling is only the conscious 
experience of an emotion. Nonetheless, Mehrabian and Russell have developed a 
three-dimensional model (Valence-Arousal-Dominance, VAD) to map an emotion 
into three independent dimensions: 

• Valence: it describes the positivity or negativity of an emotion. 
Formerly, adjectives used to label valence were in the range happy-
unhappy; later, the concept of positivity has been associated not only to 
happiness, but also to serenity and relaxation, as well as the concept of 
negativity has been associated not only to unhappiness, but also to 
frustration, annoyance. 

• Arousal: it describes the level of mental activity inducted by the 
received stimulus, where the lowest can be associated to a status of 
boredom and the highest to frenetic excitement. Adjectives used to label 
this dimension are stimulated-relaxed, excited-calm, awake-sleepy. 

• Dominance: it describes how a subject feels with regards to the aroused 
emotion in terms of submission-dominance. It is the most critical 
dimension to define; for example, fear and anger are similar emotions 
in terms of valence and arousal, both of them are negative, but the first 
is considered dominant, the latter is considered submissive. 

Values to be given to valence, arousal and dominance should be continuous, 
hence the need of establishing a proper tool to evaluate these dimensions shows up. 

The affective slider [169] is an alternative that allows to provide high-resolution 
measurements, specifically designed for arousal and pleasure (valence). It is a 
digital self-reporting device (Figure 3.3), that does not need to provide explanations 
to the user, since it is sufficiently self-explanatory. 

  

 

Figure 3.3 - The affective slider 

The Self-Assessment Manikin (SAM) is a solution that maps the three 
dimensions into three different scales. 
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Valence ranges from pleasant to unpleasant; in the SAM implementation 
selected for this experiment, the lowest value is represented by a smiling figure, 
while the highest value is represented by a frowning figure. 

Arousal ranges from calm to excited; in the SAM implementation selected for 
this experiment, the lowest value is represented by a sleepy figure, while the highest 
value is represented by a wide-eyed figure. 

Dominance has not been used in this experiment not to move the focus of the 
participants forcing them to answer a too demanding questionnaire. Furthermore, 
in literature and in describing images in affective databases, it is the least used 
dimension; nonetheless, for the sake of completeness, SAM represents the lowest 
level of dominance with a tiny figure to give the idea of being completely submitted 
to the emotion, while the highest level of dominance is represented with a large 
figure that gives the idea of a total control of the situation. 

Figure 3.4 shows an example of SAM: from the top line to the bottom one, 
icons of Valence, Arousal and Dominance are displayed. 

 

 

Figure 3.4 - Valence, Arousal, Dominance 5-levels SAM 

SAM has been the selected scale representation in this study, also to keep the 
possibility of integrating the dominance dimension; nonetheless, a 7-level solution 
instead of a 5-level solution has been preferred, to partially mitigate the drawback 
of dealing with a discrete scale instead a continuous one. Moreover, the strong 
correlation between SAM and the Likert scale has been recognized by Huang and 
Chiang [170]. 

3.2 Methods 

The experiment conducted to arouse emotions in participants has required to 
face a demanding design phase, which has been detailed in the following 
subsections. 
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3.2.1 Participants 

First of all, spontaneous reactions have been preferred to forced expressions to 
maximize the reliability of the facial expressions. 

Participants have been selected among students and PhD students of 
Politecnico di Torino, aged between 18 and 35, for a total number of thirty-five 
participants, fourteen female and twenty-one male subjects. 

The nature of the experiment has required to ensure that participants had at least 
a standard level of empathy and were not alexithymic, thus each of them had to 
compile two tests before attending the experiment itself. 

Empathy identifies the ability of identifying and understanding others’ points 

of view, thoughts, intentions, and beliefs and is fundamental to build interpersonal 
relationships [171]. Empathy has two main components: the affective one and the 
cognitive one. The first refers to the affective reaction to another person’s emotional 

state, the latter refers to the cognitive capacity to take the perspective of the other 
person [172]. The Balanced Emotional Empathy Scale (BEES) proposed by 
Mehrabian and translated into Italian by Meneghini et al. [173] has been adopted to 
evaluate participants’ empathy. This test is composed by thirty questions and each 
answer requires a choice between strongly disagree and strongly agree on a seven-
point scale. Results are subdivided in three ranges, namely below the average, 
standard and above the average, and have been displayed in Figure 3.5. 

 

 

Figure 3.5 - Participants' empathy 
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Alexithymia identifies a reduced ability in recognizing, describing, and 
understanding one’s own emotions [171]. It goes without saying that alexithymia 
and empathy are interlinked, because if one has difficulties in recognizing his own 
emotions, that person will have difficulties in recognizing others’ emotions too. The 

Toronto Structured Interview for Alexithymia (TAS-20) has been adopted to 
evaluate participants’ alexithymia [174]; this test has a 3-factor structure: the first 
evaluates difficulty in recognizing feelings, the second evaluates the difficulty in 
describing feelings, the third one considers externally oriented thinking. There are 
twenty questions, and each answer requires a choice between strongly disagree and 
strongly agree on a five-point scale. Results are subdivided in three ranges, namely 
non-alexithymic, borderline and alexithymic, and have been displayed in Figure 
3.6. 

 

 

Figure 3.6 - Participants' alexithymia 

Empathy and alexithymia tests have been reported in Appendix B and 
Appendix C respectively. 

3.2.2 Picture stimuli 

The choice of visual static stimuli, i.e. images, has been done to obtain an 
important advantage, which is to identify the exact moment during which the image 
is shown to the participants, namely the moment from which it is reasonable to 
search for a facial expression in the video acquired with the camera. 

Databases from which to gather the pictures have been IAPS and GAPED. This 
choice has been made after the literature review and, also, a trial day dedicated to 
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identifying weaknesses in the planned design of the experiment. The chosen 
pictures have been selected to arouse the widest range of stimuli possible and to 
represent a selection of a comprehensive sample of contents across the entire 
affective space.  

Unfortunately, literature lacks a unique validated system to relate the Russell 
model (Figure 3.1), the six Ekman’s expressions (happiness, sadness, anger, fear, 

disgust and surprise), and the images stored in the IAPS database, that have been 
classified according to valence and arousal values. Nonetheless, an attempt to put 
in relation these dependent dimensions has been done, according to the theory of 
emotions elaborated by Plutchik [175]. This effort has been done to be able to select 
the IAPS proper images to arouse specific stimuli without having images organized 
by emotions (there is no emotion label on IAPS images), but only by valence and 
arousal values. Results of this mapping operation is shown in Figure 3.7 and in 
Figure 3.8. 

 
 

Figure 3.7 – Valence-arousal and Russel's model mapping (affective space) 
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Figure 3.8 - Valence-arousal and Plutchik's theory of emotions mapping 

Images stored in the GAPED database had both a labelling system to describe 
which emotions should arouse and the scores of valence and arousal, even if ranging 
from 0 to 100, so a normalization has been performed. Despite this operation, a 
poor correlation between values of IAPS and GAPED associated with positive 
emotions has been obtained. Some examples of inconsistency are reported in Table 
3.1. 

Table 3.1 - Valence and arousal comparisons for positive images in IAPS and GAPED 
databases 

 IAPS GAPED 
Image subject Valence Arousal Valence Arousal 
Puppies 8.34 5.41 8.68 3.3 
Baby 7.86 5 8.37 3.2 
Seal 8.19 4.61 8.61 1.68 

 
These issues in making correspondences between the two datasets can be 

explained by the different characteristics of the images, IAPS ones looks older, even 
if GAPED is only six years more recent the most used version of IAPS, but mostly 
because of cultural factors of people that evaluated the pictures; indeed, IAPS has 
been developed by the National Institute of Mental Health Center for Emotion and 
Attention at the University of Florida and images have been evaluated by one 
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hundred people aged 18-24, while GAPED comes from Geneva, Switzerland, and 
images have been evaluated by sixty people aged 19-34. 

To solve the issue, all the images have been carefully selected one-by-one. 
GAPED images have been selected more easily since the database is arranged 

in folders (humans, animals, neutrals, spiders, snakes, and positive categories). 
Table 3.4 shows the twenty-four GAPED images values. 

IAPS images have been selected assigning the correct labels of emotions to 
each picture considering in a first instance the work of Coan and Allen [176], then, 
to exclude some contents that could have been resulted ambiguous, the work of 
Bradley et al. [177]. In practice, the contents that generates the same emotion in the 
two genders has been considered and the emotion with the major percentage has 
been taken as predominant (Table 3.2 has been reported from [176]). 

Table 3.2 - List of the most frequent specific emotion descriptors selected when viewing 
different picture contents in the IAPS and the proportion of men and women selecting that 
specific emotion to describe their affective experience. List of emotion descriptors 
included: Happy, Loving, Sexy, Excited, Romantic, Satisfied, Comfortable, Free, Amused, 
Playful, Nurturing, Bored, Confused, Irritated, Sad, Angry, Afraid, Anxious, Pity, 
Disgusted, Impatient 

Picture content Women Men 
Erotic couples Romantic (.41) Sexy (.37) Romantic (.47) Sexy (.44) 
Opposite-sex erotica Amused (.36) Embarrassed (.22) Sexy (.50) Excited (.40) 
Same-sex erotica Bored (.56) Confused (.26) Bored (.56) Confused (.17) 
Adventure Excited (.63) Free (.66) Free (.61) Excited (.55) 
Sports Excited (.69) Free (.60) Excited (.55) Free (.52) 
Food Happy (.37) Satisfied (.17) Happy (.27) Excited (.17) 
Families Happy (.79) Loving (.78) Happy (.58) Loving (.58) 
Nature Free (.76) Happy (.60) Free (.56) Happy (.41) 
Pollution Disgust (.56) Irritation (.43) Disgust (.34) Irritation (.26) 
Loss Sad (.79) Pity (.56) Sad (.61) Pity (.59) 
Illness Pity (.67) Sad (.69) Pity (.58) Sad (.51) 
Contamination Disgust (.88) Irritation (.50) Disgust (.78) Irritation (.40) 
Accidents Sad (.63) Pity (55) Pity (.50) Sad (.49) 
Mutilation Disgust (.81) Sad (.47) Disgust (.75) Pity (.42) 
Animal Threat Afraid (.69) Anxious (.31) Afraid (.42) Anxious (.23) 
Human Threat Afraid (.67) Angry (.42) Afraid (.37) Angry (.35) 
 
A final check with the affective space has been done before the following list 

of images was confirmed (24 IAPS images in Table 3.3, 24 GAPED images in Table 
3.4). Images used in the training phase has not been reported. 

Table 3.3 - Selected IAPS images 

Description Valence Arousal Emotion 
Beaten woman 2.31 6.38 Anger 
Soldiers 2.10 6.53 Anger 
Soldier 1.51 7.07 Anger 
Mutilation #1 1.79 7.26 Disgust 
Mutilation #2 1.79 7.12 Disgust 
Mutilation #3 1.80 6.77 Disgust 
Mutilation #4 1.70 7.03 Disgust 
Mutilation #5 1.48 7.22 Disgust 
Mutilation #6 1.58 6.97 Disgust 
Baby with tumor 1.46 7.21 Disgust 
Injury 1.56 6.79 Disgust 
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Snake 3.79 6.93 Fear 
Dog attack 3.09 6.51 Fear 
Shark 3.85 6.47 Fear 
Kiss 7.27 5.16 Happiness 
Mushroom #1 5.42 3.00 Neutrality 
Mushroom #2 5.15 3.69 Neutrality 
Spoon 5.04 2.00 Neutrality 
Bowl 4.88 2.33 Neutrality 
Lamp 4.87 1.72 Neutrality 
Toddler 1.79 5.25 Sadness 
Sad child 1.78 5.49 Sadness 
Injured child 1.80 5.21 Sadness 
Car accident 2.34 6.63 Sadness 

 

Table 3.4 - Selected GAPED images 

Description Valence Arousal Emotion 

Animal mistreatment #1 2.12 5.89 Anger 
Animal mistreatment #2 2.08 6.46 Anger 
Animal mistreatment #3 2.40 6.88 Anger 
Animal mistreatment #4 1.15 7.23 Anger 
Animal mistreatment #5 1.71 7.46 Anger 
Snake #1 4.94 6.09 Fear 
Snake #2 2.44 6.5 Fear 
Spider #1 4.21 5.44 Fear 
Spider #2 4.85 6.4 Fear 
Spider #3 3.94 5.63 Fear 
Baby #1 8.07 3.38 Happiness 
Baby #2 8.03 2.86 Happiness 
Baby #3 8.21 2.72 Happiness 
Puppies #1 8.19 3.37 Happiness 
Puppies #2 8.68 3.3 Happiness 
Baby fox 7.83 3.11 Happiness 
Kitten 7.77 3.10 Happiness 
Antenna 5.4 2.97 Neutrality 
Chairs 5.01 2.06 Neutrality 
Lamp and sofa 5.84 2.10 Neutrality 
Animal in captivity #1 3.20 6.43 Sadness 
Animal in captivity #2 1.80 7.48 Sadness 
Animal in captivity #3 2.11 6.38 Sadness 
Animal in captivity #4 2.08 5.68 Sadness 

 
 
The final list is also result of an analysis conducted after the trial day; the 

number of 48 images was defined instead of the initial 60, a trade-off to use the 
greatest number of pictures preserving the participants’ attention, and some images 

considered too dated (belonging to IAPS database) have been substituted. Images 
are uniformly distributed among the basic emotions: anger, disgust, fear, happiness, 
sadness, and neutrality. Moreover, Figure 3.9 identifies the images of the final 
dataset onto the Valence-Arousal plane. Surprise is not present among the labelled 
images. 
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Figure 3.9 - IAPS and GAPED distribution in terms of Valence and Arousal 
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3.2.3 Experimental protocol and software description 

The first step of the experiment has been the empathy and alexithymia test 
compiling, that participants carried out before coming to the laboratory. 

Regarding the part of the experiment held in presence, at the beginning 
participants have attended a presentation to become familiar with the context and 
to receive the main indications on what to do during the experiment, without 
influencing their emotionality in any way not to corrupt the results. They have been 
warned about the presence of images that could have potentially bothered their 
sensibility and the possibility of abandon the experiment due to any kind of 
discomfort has been clarified. 

The experiment has taken place in two phases: training and testing. The 
structure of both the phases has been the same: in a first instance one image 
provided by affective databases was displayed in full-screen mode (Figure 3.10), 
then the participants had to fill in the questionnaire about valence, arousal and the 
prevalent felt emotion (Figure 3.11). It has to be noticed that the label surprise has 
been inserted in the questionnaire, to let participants free of choosing the most 
proper basic emotion they felt, independently from the fact that images arousing 
surprise have not been inserted in the final dataset of 48 images. 

 

 
 

Figure 3.10 - Example of full-screen image that aims to arouse happiness 
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Figure 3.11 - Screenshot representing the questionnaire used for the experiment 
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The training phase has been useful mainly to get participants familiar with the 
questionnaire, because answers were forced to be given in no more than 15 seconds, 
to favor spontaneity. SAM icons are intuitive, but not so easy to interpret if never 
seen before. 

The testing phase is composed by 48 images which are randomized for every 
participant and lasts about twenty minutes. Every participant has looked at every 
single image and has answered the relative questionnaire. 

An ad-hoc software has been necessary to deal with both the management of 
images and questionnaire, maximizing the user experience not to distract the user 
from his task, and the management of the RGB-D camera recording. Indeed, the 
Intel RealSense SR300 has been connected to the same application using a different 
thread and has been set up to record user’s expression from the moment during 

which the affective image appears on the screen to two seconds after it disappears, 
to be sure not to lose any expression. An idle interval of 2 seconds between the 
affective image and the questionnaire and between the questionnaire and the next 
affective image has been introduced. The affective image lasts 6 seconds on the 
screen; nonetheless, a smaller frame has been inserted next to the questionnaire as 
a reminder for the user. 

In Figure 3.12 the experimental setup has been sketched. 
 

 

Figure 3.12 - Experimental setup 
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3.2.4 Face Expression Recognition using Deep Learning 

A Convolutional Neural Network (CCN) has been used to perform Face 
Expression Recognition. This is one of the most used neural networks to identify 
objects and faces within frames; among the advantages that this deep learning 
method can provide, it is possible to mention the automatic feature extraction, 
cutting-edge recognition results and the possibility of retraining existing pre-set 
networks for other recognition activities. 

Data obtained from the acquisitions, i.e. color and depth frames, must be 
processed before being used as input for the neural network. Three main steps can 
be identified: 

• Frame capture: the RGB-D camera provides a double data stream 
temporally synchronized. Videos are 6 seconds long; it has been chosen 
to manually extract the most significant frames (Maximum Criterion 
variation) to be analyzed through the neural network. 

• Color to Depth alignment: frames are automatically temporally 
synchronized but need a projection-deprojection process to be spatially 
synchronized. This way, each pixel on both frames refers to the same 
point in the space: the color information is stored in the RGB frame, the 
distance of that point from the camera is specified in the depth frame. 

• Face Detection: in this context, face detection is not the identification 
of the bounding box around the face. The face must be identified only 
in its oval shape, as shown in Figure 3.13, not to mislead the neural 
network neither in the training nor in the testing phase. This is 
automatically obtained if the frames are spatially aligned. 

 

Figure 3.13 - Face oval detected in RGB (left) and Depth (right) frames 

Once that these preprocessing steps have been completed, images must be sized 
adequately, then they are ready to be used as input of the CNN. The size must be 
predetermined since the VGG16 CNN, a pre-set neural network, has been used 
[178]. The size is 224x224. 
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The training phase is the most demanding step when dealing with deep learning: 
a huge amount of data is required, and the BU-3DFE that has been use for the 
training phase contains a limited amount of images: 1800 pictures to train 7 classes. 
Thus, transfer learning techniques had to be applied. 

Transfer learning consists in using a model developed for a task as the starting 
point for a model on a second task. In this context, the model has been trained with 
some data, in this case images belonging to the BU-3DFE database, then the higher 
levels have been tuned using another dataset, more similar to the testing one. In 
other words, the neural network has been trained in two phases: the first one using 
BU-3DFE images, the second one using a small part of the dataset acquired during 
the experiment (221 images out of 1616). Labels to these images have been given 
by visual judgment. 

The results of the testing phase are discussed in the next section together with 
the other experiment results. 

3.3 Results and discussion 

The main issue in the evaluation of the results has been that participants have 
showed expressions not always in line with the answers they gave to the 
questionnaire (Figure 3.14).  

 
 
Figure 3.14 - Percentage of agreement between participants' labels an focus group's visual 
label. To obtain this graph, a focus group has been created to evaluate the expressions of 
participants. 

This way, it is difficult to judge the CNN recognition rate, since the neural 
network can evaluate only the expressions, not the intentions of the participants. 
Reasons behind this results are mainly three: the former is the confusion that 
involves some negative emotions in the affective space, since they are located very 
close each other, thus valence and arousal values often overlap; the second one is 
the possibility of pointing out only the prevalent instead of multiple emotions and 
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once again this could have mainly penalized the negative emotions, that can be 
aroused together; the latter, but the most important one, is the usage of a too weak 
stimulus to arouse emotions. Even if validated by the literature, visual stimuli are 
not as effective as past decades since people got used to these kinds of stimuli and 
need some stronger ones to physically express emotions. Participants have been 
warned to be as spontaneous as they could, nonetheless nobody has asked them to 
force expressions not to corrupt the results. 

In the light of this, results section has been split in two parts to show the result 
in a more systematic way. 

3.3.1 Expected emotions vs aroused emotions 

This subsection compares the emotions expected to be aroused and the 
emotions pointed out in the questionnaire by the participants. This comparison aims 
to verify if the images chosen from the affective database have been effective. 

In Table 3.5 the six considered emotions are displayed on the first column. 
From the second column to the last one, the indication of the emotion pointed out 
by the 35 users has been reported. 

Table 3.5 - Comparisons between expected emotions and questionnaire answers 

  Emotions reported in the questionnaires 

  Happiness Neutrality Sadness Disgust Anger Fear Surprise 

E 
X 
P 
E 
C 
T. 

Happiness 79% 16% 1% 0% 0% 0% 4% 
Neutrality 8% 75% 2% 1% 0% 1% 13% 
Sadness 6% 7% 67% 1% 4% 7% 8% 
Disgust 0% 3% 15% 67% 3% 5% 7% 
Anger 0% 9% 23% 14% 44% 3% 7% 
Fear 4% 26% 0% 26% 0% 27% 17% 
 
It can be noticed that the prevalent emotion found in the questionnaires matches 

with the expected emotion in every case. 
To be coherent with the CNN training and the literature, surprise has been 

maintained as an available option to choose, even if not directly present among the 
affective images. In some cases, participants have chosen this emotion instead of 
neutrality because they did not know how to react. Anyways, 75% of matching 
between expected and aroused neutrality is remarkable, as well as the 79% of 
happiness. 

Obtained results are perfectly consistent with Table 3.2. For instance, 
mutilations should arouse disgust both for men and women, then sadness in women 
and pity in men. Pity is not a basic emotion, the closest one is sadness, and in our 
study the mutilations that have been chosen to arouse disgust, have aroused disgust 
in the 67% and sadness in 15% of the participants. 

Anger images have been mostly evaluated as anger (44%) or sadness (23) or 
disgust (14%) confirming the not so clear area of the affective space occupied by 
these three emotions. 
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Fear has been the emotion aroused with less success (27%). According to 
Edwards et al. [179] disgust can be part of the emotional reaction to certain phobic 
stimuli, this explains why it has been chosen from the 26% of the participants, as 
well as the neutrality, simple to explain that the 26% of the participants have not 
felt these images frightful enough. 

After that emotions have been analyzed, a comparison between valence and 
arousal values expected from one side, valence and arousal pointed out in the 
questionnaires on the other side has been carried on. 

The 48 images have been represented in the affective space (singularly in 
Figure 3.15, compacted in Figure 3.16), both with valence and arousal values 
reported in affective databases and with valence and arousal values given by 
participants’ answers to the questionnaire. In this last case, valence and arousal have 
been averaged among the 35 participants for every image, and to choose the 
emotion that each valence-arousal couple represents, the most selected emotion by 
the participants has been used. 

Surprise has not been reported in the graphs because, as expected, it has been 
chosen a few times by the users and not significative for this comparison. 

 
 
Figure 3.15 - Valence and arousal values comparisons in affective databases and obtained 
during the experiment 
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Figure 3.16 - Valence and arousal barycenter comparisons in affective databases and 
obtained during the experiment. Lines represent the standard variation. 

It can be noticed that characteristics of IAPS and GAPED values are maintained 
in the values retrieved with the experiment. The most evident difference is a 
translation along the y-axis, i.e. the arousal dimension, which testifies that aroused 
emotions have been less powerful in terms of activation (Table 3.6). 

Table 3.6 - Valence and arousal values reported from the affective databases (expected 
values) and obtained during the experiment (averages) 

 Values expected Values obtained 

 Valence Arousal Mean valence Mean arousal 
Anger 1.92 6.74 2.54 4.64 
Disgust 1.65 7.05 2.39 5.63 
Fear 3.76 6.39 3.89 4.8 
Happiness 8.01 3.38 6.95 3.63 
Sadness 2.11 6.07 3.82 3.06 
Neutrality 5.2 2.48 4.91 2.04 

 
The translation towards smaller arousal values can be ascribed to a fact 

previously mentioned: nowadays it is more difficult to arouse emotions in people 
that are continuously submerged by different and strong stimuli. In this context, a 
flat environment such as the one where the experiment has taken place, could have 
also negatively contributed to this aspect. 

Figure 3.17 and Table 3.7 summarize the results just explained. 
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Figure 3.17 - Displacement of the barycenters 

 

Table 3.7 - Displacement of the barycenters: values 

 Euclidean distance 
Sadness expected → Sadness aroused 3.46 
Anger expected → Anger aroused 2.19 
Disgust expected → Disgust aroused 1.6 
Fear expected → Fear aroused 1.6 
Happiness expected → Happiness aroused 1.09 
Neutrality expected → Neutrality aroused 0.53 

 

3.3.2 Expressions vs recognized emotions 

This section compares the emotions acquired with the RGB-D camera 
evaluated manually and recognized by the CNN during the testing phase. 

Emotions are recognized focusing on specific areas that can change considering 
the different features that the neural network has learned to evaluate during the 
training phase.  
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Figure 3.18 shows the result of the testing phase for some images. It has to be 
noticed that colored areas identify the part of the image on which the CNN has 
focused; moreover, each label (whatever it is: anger, neutral, fear, sadness, disgust, 
happiness) has a percentage above it: indeed, the CNN always computes the 
probability of each emotion. To display only the most probable has been a design 
choice for the sake of synthesis. 

 

 

Figure 3.18 - CNN activation 

 
Emotions showed by users in front of the camera have been evaluated and 

compared with the results provided by the neural networks. Best results have been 
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obtained considering only RGB images, correctly recognized 3 times out of 4 
(75,02%). Results considering only depth images have been not satisfactory 
(55,20%), while the combined usage of RGB and Depth has led to a 72,65% of 
agreement. Some considerations about these results must be done. 

Head orientation of the participants was not the most suitable one as can be 
seen in Figure 3.12. The RGB-D camera has been positioned not in the center of 
the field of view of the participants (the area delimited with the dashed lines), 
otherwise the monitor would have not been visible. The result is that faces have 
been framed from the top; in particular, the CNN trained with depth images labelled 
a lot of images as angry, since areas highlighting anger have been pointed out this 
way (wrinkles between eyes). 

This consideration leads to the second one: dataset for training is too limited, 
especially for the negative emotions. The training set is uniformly split, nonetheless 
negative emotions are really close each other in the affective space. This means that 
the CNN, as well as most of classifiers, needs more images to properly run, 
especially those images belonging to classes critical to be discriminated. 

Finally, to maintain consistency, every component asked to evaluate emotions 
(participants to the experiment, human judges, and also the CNN has been forced 
to do it) assigned one single label to every image; nonetheless, some images could 
have led to feel more than an emotion as discussed in previous sections. 

Regardless these considerations, the final recognition rate of 75,02% can be 
considered very satisfactory since it has been obtained using a neural network that 
can be further improved by targeted interventions in the next future. 

3.4 Conclusions and future work 

The number and the quality of the color images acquired with the RGB-D 
camera are not the only parameters that can be enhanced to improve the 
performance of the CNN. Depth images can be used as well to provide a different, 
integrable information source. Chapter 5 shows that CNN can be used also with the 
depth channel. For the present work there are two solutions to successfully integrate 
depth frames: the former is to use a smaller monitor during the experiment, so that 
the camera would be less misaligned with respect to participant’s field of view; the 
latter is to exploit the intrinsic characteristic of 3D: to rotate the depth information 
pretending to align camera and face in post-processing. This would be easier to be 
done with a complete 3D model, depth map are screenshots, and some areas would 
be missing after the rotation process, nonetheless this is a solution to take in serious 
consideration if the rotation angle is sufficiently low, as in the case of the 
experiment already completed. 

Another aspect on which we have already started to work on is the creation of 
immersive virtual reality environment to arouse specific emotions. The goal is to 
substitute images of affective databases to obtain more pronounced and clear 
expressions, especially for those emotions that occupy similar areas in the affective 
space (the negative ones: anger, disgust, fear, and sadness). 
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The satisfactory results, obtained using a neural network that can be improved 
training it not only with a database that prove to be too limited in terms of amount 
of images (BU-3DFE), leads both research groups to believe that to focus on the 
individual is essential to obtain better results. 

The building of an ecological dataset goes exactly in this direction, aiming not 
only to provide quantity, but quality images to train the neural network with images 
describing realistic and truthful emotions. 
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Chapter 4 

 Real-time Face Expression 
Recognition 

Real-time is an essential requirement for many applications and face expression 
recognition is not an exception. Nonetheless, it is not always clear what real-time 
exactly refers to. 

According to literature, real-time systems must guarantee a response within a 
specified range of time, beyond which the response itself is useless. The time 
constraint is also referred as deadline and its value depends on the application that 
it is going to be designed. 

Real-time requirement must be defined during the design phase of an 
application and can vary a lot depending on the considered application. For 
instance, thermal datalogger, which are devices designed both to measure and to 
store temperature data, acquire the temperature every 3 minutes, while Anti-Lock 
Braking Systems (ABSs), which are anti-skid braking system mounted on modern 
vehicles, can apply or release braking pressure fifteen times per second, and also 
the human reaction time is very low, on the order of a quarter of a second (250 
milliseconds).  

 In our case, real-time has been defined considering the fact that the fastest 
voluntary movement that a person can perform is the eyes blinking. A human can 
blink up to five times per second. Consequently, this application is designed to 
perform Face Expression Recognition at a rate not lower than 5 frames per second 
(FPS). 

This chapter aims to describe a procedure to recognize facial expression of a 
subject in front of an RGB-D camera using all the information provided by this 
sensor, namely both the color and the depth streams, and working automatically to 
give the opportunity of obtaining real-time. 

4.1 Introduction 

Real-time is an indispensable requirement for the vast majority of face 
expression recognition applications, such as live videos [180], facial tracking and 
animation [181], tutoring systems for children with autism spectrum disorder [182]. 
Awareness of the numerous fields of application faced in the previous chapters and 
the need of achieving the real-time requirement have led us to develop an automatic 
procedure to perform face expression recognition in real-time.  
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Deep learning methodologies proved to provide state-of-art results in the 
context of object recognition, both using only color images and employing 3D facial 
data [183]; among the other evidence in literature, Eitel et al. [184] have proposed 
a novel architecture focused on learning imperfect sensor data for object recognition 
in real-world applications, Li et al. [185] and Li et al. [186].  

The literature works just described have a common trait; employed neural 
networks have been developed using both RGB and depth information, following a 
multimodal approach to improve final performances. Due to these results, the 
procedure of the data processing described in this chapter has been designed to deal 
with both the data streams provided by the selected RGB-D camera. 

4.1.1 RGB-D camera employed in the study 

The research has proceeded step-by-step, which are going to be showed in the 
present chapter. 

The RGB-D camera choice has been fallen to the Intel RealSense SR300 
(Figure 4.1). The criterion that has led to this choice has been to acquire color and 
depth information under the best possible conditions. The greatest concern was to 
maximize the accuracy of the depth information since the sensor depth resolution 
is usually much lower the sensor color resolution. To put the camera as close as 
possible to the subjects’ faces is the most immediate solution to increment details 
acquisition, provided that the employed depth acquisition technology is different 
from stereoscopy. 

 

 

Figure 4.1 - Intel RealSense SR300 

 
Intel RealSense SR300 is a coded light camera designed to work between 0.2m 

and 1.5m in indoor environments and controlled lighting situation due to the usage 
of a projector to acquire the depth information. It can work in totally dark (0 Lux) 
environments thanks to the infrared light. 

Every image provided by Intel RealSense devices is a 2D matrix with w 
columns (width) and h rows (height). Each cell in the matrix represents a pixel and 
is identified by two indices. The pixel with coordinates [0, 0] is the top left pixel in 
the image referring to the center, while the pixel with coordinates [w-1, h-1] is 
bottom right one. Coordinates identified in this space are referred to as pixel 
coordinates. 
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Frames example are shown in Figure 4.2. 
 

 

Figure 4.2 - Color frame (on the left) and depth frame (on the right) 

Images are also associated with another coordinate system, that allows to 
identify point coordinates in real space, with distance values expressed in meters. 
The origin [0, 0, 0] refers to the center of physical imager. The positive x-axis points 
to the right, the y-axis towards down, and the z-axis towards forward (Figure 4.3). 

 

 

Figure 4.3 - Textured point cloud in real space 

The mapping between pixel coordinates and point coordinates can be done 
knowing intrinsic camera parameters. These parameters vary according frame size 
and frame rate and can be accessed through the advanced mode. Once that all the 
parameters are available, two mapping operations can be performed: projection and 
deprojection. Projection maps a 3D coordinate space point to a 2D coordinate space 
pixel location. Deprojection maps a 2D coordinate space pixel to a 3D coordinate 
space point location. 
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Intrinsic camera parameters are: 
 

• Width and height: row and column numbers within a frame of the video 
stream. 
 

• The focal length: it is the distance between the optical center of the lens 
and the focal point of entering ray lights, emitted from a point located 
at infinity. In other terms it is a value that measures how strongly the 
lens converges or diverges the light. It is expressed by fx and fy, which 
can be slightly different and are multiple of pixel width and pixel height. 
 

• The center of projection: ppx and ppy are the x-coordinate and the y-
coordinate. This information is essential since they do not necessarily 
match with the center of the image, even if they are usually very close 
to it. 
 

• The model describing the distortion introduced in the video streams 
with the related distortion coefficients (up to five). The model employed 
in Intel RealSense SR300 is the inverse Brown-Conrady, which 
provides a closed-form formula to map distorted points to undistorted 
points. Quite the opposite, iterations or lookup tables are required to 
map undistorted points to distorted points. 

These parameters have been introduced because they are essential in the 
alignment process, the first main step in the data processing. 

4.2 Methods 

The developed procedure to perform face expression recognition in real-time 
aims to perform the following operations: color to depth alignment, holes region 
filling, face detection (performed on depth map), cropping, resizing (Figure 4.4). 
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Figure 4.4 - Data processing steps 

4.2.1 RGB to Depth Alignment 

Infrared camera and color camera are very close each other on the depth module 
of Intel RealSense SR300, but they are not coincident (Figure 4.5). 

 

 

Figure 4.5 - Intel RealSense SR300 depth module [187] 

This disparity leads to have color and depth frame misaligned, even if points of 
view of the two cameras, i.e. color and depth, only slightly differ from each other. 
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In order to have the images aligned, an alignment process is inevitable and 
involves two operations: projection and deprojection. 

• Projection allows to select a point in the coordinate space, representing 
the real world, and to map this point to a pixel location on the 2D stream, 
which could be the color one or the depth one. 

• Deprojection makes available the opposite operation; indeed, through 
the deprojection, it is possible to map the location of a 2D pixel, 
belonging to the color frame or to the depth frame, into its location in 
the 3D space. 

The alignment process can be performed in two directions: 

• The depth frame is aligned to the color frame 
• The color frame is aligned to the depth frame 

In both cases, the operations order is the same. 
As shown in  
Figure 4.6, deprojection is performed first, to map a 2D pixel belonging to a 

frame (color or depth) into its corresponding 3D point into the space (real-world); 
then, the point is projected from the real-world system to the other frame (depth if 
the previous frame was color or vice versa), to identify the correct dual pixel. 

In other words, in case of the color to depth alignment, each color pixel from 
the color frame is transformed so that it matches the corresponding pixel in the 
depth frame. 

 
 

Figure 4.6 - Operation order for the alignment process 

In this research, since the alignment of depth to color frames results in a loss of 
resolution, the chosen alignment direction has been color to depth, namely each 
color frame is aligned to the corresponding depth frame. 

Result of this transformation is shown in Figure 4.7. 
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Figure 4.7 – The first image shows the color frame after the alignment with the depth frame 
color frame; the second image shows the depth frame; the third image shows the aligned 
color frame and depth frame overimposed to highlight the pixel-by-pixel correspondence 
between RGB and Depth information 

From a comparison with Figure 4.2, it is evident that depth frame is not 
modified by the color to depth alignment process. Only the pixels belonging to the 
color frame have been changed, so that every pixel in both frames refer to the same 
point in the space (one carrying the color information, the other carrying the depth 
information). 

Visually, the main difference is the removal of the background in the color 
frame. This is due to the fact that no information about the background is present 
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in the depth frame, since the structured light depth acquisition technology has a 
limited operational range, so pixels in the color frame have no corresponding pixels 
in the depth frame (the background is displayed black, which means no information 
available for this part of the image). 

This is an advantage, because aligning depth frames to color frames means also 
to discard some information not useful for further processing; indeed, the data 
processing aims to provide only the oval shape of the face to the neural network. 
This way, a first delimitation of the region of interest (ROI) is performed. 

4.2.2 Holes region filling 

The coded light depth acquisition technology sometimes fails in identifying all 
the point distances from the camera, even if they are within the operation range. 
The problem is ascribable to the pattern projected onto the scene and becomes 
evident in presence of surfaces that absorb or twist infrared wavelength, such as 
beard, eyelashes, eyebrows, and hair. 

In the case small holes are present on the depth map, it is possible to resort to 
some techniques to partially restore the image. Due to the holes nature that are 
usually small details, among the other techniques to average not corrupted pixels 
has provide good results in covering these holes and to obtain a graceful 
degradation. 

 
Figure 4.8 – On the left the depth map with holes, on the right holes are filled with the 
information provided by the neighboring pixels. Depth maps are zoomed to better visualize 
the holes. 

It has been noticed that these artifacts are more critical in manual feature 
extraction methods than deep learning techniques. For instance, CNN focuses on 
specific areas of the face, while an SVM method for face expression recognition 
could need the Euclidean distance between specific landmarks, hence those specific 
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facial points should always be present within the frame. If one on these landmarks 
is missing, the result is unpredictable. 

4.2.3 Face detection on depth frame 

Within this procedure, face detection is the operation that allows to identify the 
ROI on the depth frame. The ROI is composed by all the points belonging to the 
face and is identified by using a pixel clustering technique: the k-means. 

The rough idea behind this implementation is to partition the image in some 
clusters and to identify the cluster to which facial points belong according to some 
pretty strong presuppositions, valid in the context of a controlled experiment, which 
is our situation since this part of the research is ongoing. 

The main steps of face detection on the depth map are shown in Figure 4.9. 
 

 

Figure 4.9 - Data processing: face detection on depth frame 

To better explain every decision taken to perform face detection on a depth 
map, it is useful to consider an example, for instance Figure 4.10. 
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Figure 4.10 - Face detection: starting depth frame 

Every depth frame of a subject in front of the camera in a controlled 
environment can be similar to the image above: the background, identified by the 0 
value, and the foreground with pixels of different values identified by different 
grayscale levels. 

Initially, the frame must be analyzed from left to right and from top to bottom. 
The first pixel not equal to 0, i.e. belonging to the foreground, must be stored. 

Secondly, k-means clustering subdivides the pixels of the depth image in three 
clusters. The choice of 3 as number of clusters refers to the three main area that can 
be distinguished on the depth map: the background, the face and the area that 
includes the neck and the chest. The result is shown in Figure 4.11. 

 

 

Figure 4.11 - Face detection: clustered depth frame 

Since clusters label are randomly assigned to the clusters, to identify the label 
assigned to the face it is necessary to get back the location of the first pixel that has 
been memorized as first operation. The value of that pixel in the clustered image is 
the value of all the pixels belonging to the subject’s face. 

The success of this face detection algorithm depends on too strong assumptions, 
even in a controlled environment, so a polishing up step has been introduced to 
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improve robustness. An analysis of the possible scenarios during which the 
algorithm could run into criticalities has led to consider the situation in which the 
subject is further from the camera (Figure 4.12). 

 

 
 

Figure 4.12 - Subject positioned far from the camera 

In this example, other pixels not referring to the face are part of the same cluster 
(Figure 4.13). 
 

 

Figure 4.13 - Face detection: lower pixels labelled as facial pixels 

Pixels referring to the lower part of the chest have been labelled with the same 
values of the facial pixels. This could be a common situation when the subject is 
further than 40 cm from the camera. 

The solution to this issue is the following: firstly, only the cluster to which the 
face belongs must be considered, i.e. the cluster to which both the connected 
components identified by the upper region (face) and the lower region (lower chest) 
belong, as shown in Figure 4.14. The cluster to which the shoulders area belong and 
the background are discarded. 
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Figure 4.14 - Face detection: all the pixels belong to the same cluster, the face's one 

Secondly, the proper connected component must be identified: this can be done 
selecting the connected component to which the first pixel that has previously 
memorized belong, which is the upper one. 

Final images referring to the examples just explained are shown in Figure 4.15. 

 
 

Figure 4.15 - Face detection: final images with detected faces. On the left the final result 
regarding the subject close to the camera, on the right the final result regarding the subject 
far from the camera 

Since all the images are aligned, it is possible to retrieve the pixels describing 
the face on the depth frame and also on the color frame. Once that the oval of the 
face has been identified, both the depth frame and the corresponding, aligned color 
frame are properly cropped so that a global square shape for the image has obtained. 

The final data processing step is to resize the obtained images in order to fit the 
input requirements of the VGG16 CNN, that expects 224x224 images. This is the 
reason why the cropping has been done square-shaped. 

If the neural network changes, the image dimensions will change accordingly. 

4.3 Convolutional Neural Network 

VGG16 CNNs have been used for performing face expression recognition, 
namely, to implement the last step of the procedure. 



 

89 
 

In order to understand strength and weaknesses, three architectures have been 
set up. A VGG16 CCN requires 224x224 images on three channels so the first 
neural network deals with RGB images (channels: Red, Green and Blue 
components of the image); the second one deals with depth images (channels are 
the Z component replicated three times); the third architecture is composed by two 
VGG16 CNNs, one dealing with color images, one with depth images and 
combined the results together to take advantage of a multimodal approach.  

Output of these CNNs is the probability of membership of the data to seven 
categories: anger, disgust, fear, happiness, sadness, surprise, and neutrality, namely 
the six basic emotions and the neutral state. 

At present, neural networks have been trained using the public database BU-
3DFE. This database contains 2500 images of people performing facial expressions 
at different levels of activation, uniformly distributed. 

The 2500 images have been subdivided as follows: 1800 images have been used 
for the training step, 450 for the validation and 250 for the testing. 

4.4 Results and discussion 

Regarding the real-time constraint, an evaluation of the procedure has been 
done, to understand which are the most expensive steps from the computational 
time point of view. 

A first scenario has considered the implementation of these processing steps: 
color to depth alignment, face detection on depth map, cropping, resizing, and face 
expression recognition. Results are reported in Table 4.1. 

Table 4.1 – Frame rate computation considering all the designed data processing steps 

Operation Frame rate 
Acquisition 30 FPS 
RGB to depth alignment 30 FPS 
Face detection on depth map (k-means) 9 FPS 
Cropping 9 FPS 
Resizing 8 FPS 
Face Expression Recognition (CNN) 4 FPS 

 
The acquisition frame rate is set to 30 FPS. The alignment step does not show 

to decrease this value since it is not a bottleneck for the procedure. Quite the 
opposite, the face detection algorithm has a heavy toll on framerate, decreasing it 
up to 9 FPS; at current state, this strong degradation is due to the fact the k-means 
algorithms, core of this step, has been implemented with a routine that run on a 
single-thread. The cropping phase is not a demanding operation, indeed there is no 
further degradation in performing this step. 

A consideration must be done in evaluating the resizing operation; both depth 
and color frames have been acquired at a 640x480 resolution and the target size for 
each acquired frame is 224x224. If the face detection and the consequently cropping 
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are performed, frame size become closer to the target size and the resizing operation 
is not computationally expensive. The result is a very slight downgrade in the 
performances (from 9 to 8 FPS). 

The CNN has a strong impact, so that the overall performances using all these 
steps is smaller than 4 FPS. 

In order to respect the real-time requirement selected as constraint (5 FPS), 
another scenario has been considered, in which the face detection on depth frame is 
set aside (Table 4.2). 

Table 4.2 - Frame rate computation with limited data processing 

Operation Frame rate 
Acquisition 30 FPS 
RGB to depth alignment 30 FPS 
Cropping 30 FPS 
Resizing 22 FPS 
Face Expression Recognition (CNN) 9 FPS 

 
In this scenario, the real-time constraint is largely respected, achieving an 

overall performance of 9 FPS. 
Nothing has changed for the alignment operation. Frames must be properly 

dimensioned to fit with the input required by the CNN. For this reason, the frame 
is directly cropped to a trade-off squared size (from 640x480 to 400x400) and 
resized to fit with 224x224. This time, since the difference between the cropped 
frame and the target frame is higher, resizing operation results more demanding and 
the downgrade stands at 22 FPS. The implementation of the CNN leads to an overall 
performance of 9 FPS. 

The main drawback of this scenario is that the user must keep his/her position 
in front of the camera. This way, the ecological validity of the results could be 
compromised, hence the first scenario is preferable. 

Regarding the holes filling, the operation is necessary in those situations during 
which depth frames are corrupted due to the technological limit introduced by using 
structured light. This step can be considered not essential in the context of a real-
time application, during which the next frame is available soon and the user can 
move in front of the lens to meet the need of the sensor, allowing to compute the 
results with little adjustments so that the pattern can be projected on the whole 
surface of interest. It goes without saying that in case of extremely corrupted depth 
maps, more drastic solutions are inevitable, such as to change RGB-D cameras in 
situation where the short-range requirement is not respected anymore. 

CNNs used in these trials have been trained with images belonging to the BU-
3DFE database. As seen in the previous chapter, BU-3DFE has a limited number 
of images, so transfer learning techniques must be applied outside the context of 
BU-3DFE database. 

An analysis within the context of the BU-3DFE have been conducted, splitting 
the 2500 images in three groups: 1800 images for the training, 250 images for the 
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validation, and 450 images for the testing phase. The limited number of images used 
for the training is balanced by using images provided by the same database and the 
recognition rates are here discussed: the RGB-only neural network has reached the 
76.8%; the Depth-only neural network has reached the 78.8%; the RGB-D 
architecture the 79.2%. These results support the theory according to which the 
usage of both color and depth information can improve overall performances. 
Another expected confirmation has arrived outside the context of BU-3DFE: face 
expression recognition results more complicated when negative expressions have 
to be recognized. 

Even if CNN has been trained using a database with a limited number of 
images, accentuated happiness and neutrality are recognized (Figure 4.16 and 
Figure 4.17). 

 

 
 

Figure 4.16 - Happiness recognition 
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Figure 4.17 - Neutral expression recognized 

This is consistent with the analysis conducted in the previous chapter, 
according to which negative emotions, in particular anger, disgust and fear (Figure 
4.18), have similar valence and arousal values, so the difficulties in identifying 
those emotions increase; sadness is the least critical emotion to be recognized 
(Figure 4.19). 

 
Figure 4.18 - Anger recognition 
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Figure 4.19 - Sadness recognized 

These considerations are translated into the need of more training images 
regarding negative expressions, while for happiness images this need is less strong. 

All the trials have been done on a system equipped with Intel Xeon E-2186M. 
The CPU specs has been reported since GPU potentialities have not been explored 
yet. 

The application developed to implement data processing steps and neural 
network testing is reported in Appendix D. 

The procedure is ongoing and currently has been set up only in its preliminary 
version, hence the results can be strongly improved and must be interpreted in this 
light. 

4.5 Conclusions and future work 

RGB-D cameras continuously evolve and could provide the opportunity to 
obtain better quality starting data and to fit more scenarios. For instance, a more 
conspicuous usage of active stereoscopy in order to increment the operational range 
is highly predictable; this is the reason why the application developed for the real-
time procedure is fully compatible with Intel RealSense D435, the current state-of-
art Intel active stereoscopy camera. 

However, the awareness of a technological improvement must be supported by 
an adequately algorithm development, which is the core of such an application 
proper functioning.  

At the current state, the steps that have been implemented up to now have been 
useful to focus on specific issues. The final aim must be not to sacrifice any step to 
provide to the CNN the best data possible and to preserve the quality of the data 
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acquired with the RGB-D camera, so the first scenario drawn in the previous section 
should be considered, i.e. the implementation of all the following steps: color to 
depth alignment, face detection on depth map, cropping, resizing, and face 
expression recognition. 

 Computational time performances will be improved optimizing the code to 
complete the data processing steps. The focus will be moved on the face detection 
algorithm since it is the main responsible of the frame rate downgrade. More 
specifically, an efficient way to run the k-means operation should be fine-tuned 
through a multi-thread approach. 

Accuracy can be improved mainly with a substantial increment of training 
images for the CNN. From this perspective, the building of the ecological dataset 
debated in the previous chapter is considered essential, not only to increment the 
number of images (an empirical rule is that every class should be trained with at 
least 1000 images, even if this number depends on a variety of parameters among 
which the application final goal and the difficulties in recognizing the membership 
to a certain class), but also to use spontaneous, more realistic expressions and, 
consequently, more quality images.  
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Chapter 5 

 Perspective Morphometric 
Criteria for Facial Proportion 
Assessment 

The human face is the type of data which this whole work is focused on. Indeed, 
face analysis is a key step for gaining a full understanding of the framework of this 
thesis. 

In particular, the study behind this chapter has been carried on in collaboration 
with a research group of EURECOM, in France, during a visiting period. The focus 
of this work has been moved on faces’ proportions, to make the most of the know-
how of both research groups: French group was familiar with female attractiveness 
[188] and facial applications [189], while the Italian group has conducted several 
studies regarding 3D features on human faces, in particular on geometrical 
descriptors and landmarking [190]. 

Furthermore, the idea for this research project has also been conceived to make 
a socially responsible contribution to this field. In past months, a partnership with 
the maxillofacial department of Molinette hospital in Turin has led to review all 
findings linked 

This work can be addressed to those studies that need the development of an 
average face in the context of facial recognition and facial expression recognition 
but could also be helpful in the medical field, in particular to facial reconstruction 
surgical interventions due to pathological problems. Very general guidelines for 
tissue reconstruction after a surgical intervention exist, but they are rarely a valuable 
auxilium, and physicians need more accurate indications. Obviously, the 
reconstruction target is to obtain a good-looking face, and the present work has been 
directed on that need. Nonetheless, it should be emphasized that for this kind of 
applications surgeons’ experience is irreplaceable and their supervisions will 

always be essential. 
This part of the work has been published in Ulrich et al. [191]. 

5.1 Introduction 

Beauty and proportion of human face have always been object of interest 
through the years, as evidenced by Greek sculptures, ancient Egyptian paints and 
even in prehistory [192]. Some studies on the topic have been carried on during the 
Renaissance period by well-known artists, such as Leonardo da Vinci with his 
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Vitruvian man [193] and Michelangelo Buonarroti, which studied human anatomy 
deeply [194], but it is from the 20th century that systematic studies focused on 
objective assessments began. 

Several studies about facial aesthetics focused on specific aspects: Jefferson 
[195] has claimed that an ideal facial proportion exists, regardless population, age 
and gender and it is related to the concept of divine proportion, Schmid et al. [196] 
have built an index based on neoclassical canons, symmetry and golden ratios to 
compute face attractiveness, Baker et al. [197] have affirmed that divine proportion 
is not sufficient to plan surgical operations on faces, Holland et al. [198] have 
strongly criticized the mask representing ideal facial archetype derived by Stephen 
Marquardt from golden ratio and approved by some cosmetic surgeons, showing 
how it leads to a model of masculinized European women, while Pallett et al. [199] 
have found quantitative values that claimed to be new golden ratios as opposed to 
the traditional one. Furthermore, Zhang et al. [200] have investigated beauty and 
proportions of Chinese male and female faces via automatic shape analysis, 
demonstrating that, under certain limitations, the more beautiful a face is, the closer 
it is to an average face shape, the same conclusion that have reached Edler et al. 
[201], broadening the concept to the different populations to which an individual 
belongs and also Valenzano et al. [202] have found that attractiveness and 
averageness are strongly correlated. 

Cultural influence on beauty assessment plays an important role, as testified by 
different canons that have been adopted through the years to evaluate female facial 
proportions. During the Paleolithic period statuettes of Venus were sculpted in such 
a way that they looked full-figured to symbolize fecundation, fertility, and 
regeneration [203]. Ancient Egyptians considered a large forehead and well-defined 
mandibles attractive [204], whereas Greeks preferred an oval facial shape for both 
men and women, and a forehead as small as possible to highlight the hair [205]. In 
the middle age, there is evidence of a preference for larger foreheads and absence 
of wrinkles, even if the sign at the time was not negatively considered, as testified 
by contemporary positive reflections on grey hair [206]. Cultural differences can 
also be found within the same period. In recent times, debates over femininity 
depicted by the media have been widely discussed [207], suggesting that beauty 
relies on the eye of the beholder; nonetheless, there are several experiments 
suggesting that beauty is assessed through quantitative tips, even if hidden and not 
directly perceived, especially regarding the face. The presence of a strong objective 
component in beauty assessment has been clearly showed, among the others, by the 
following experiments: Iliffe [208] asked 4355 readers of a London newspaper to 
rank 12 women’s pictures taken in the same conditions, showing that the results 
were extraordinarily similar among all the answers even if people differed by 
gender, age and origin within United Kingdom, Udry [209] expanded this survey, 
asking more than 100000 American people to rank the same photographs reaching 
the same conclusions; in particular, the three top choices were exactly the same both 
for the British and the American set of people and the ranking difference 
considering the other choices were very limited. Furthermore, Cunningham’s  [210] 
asked male subjects to evaluate 50 female photographs and, in parallel, 24 facial 
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features of the same photographs were computed; results have confirmed the 
correlation between feature measurements and attractiveness. 

Sforza et al. have focused on analyzing databases of attractive and common 
individuals, from the identification of facial esthetic canons in Italian children in 
the deciduous and early mixed dentition [211] to the soft-tissue analysis of 
adolescent boys’ and girls’ faces [212]. There have also been studies on people of 
non-Caucasian ethnicity, such as Jayaratne et al. [213]. 

Several works show comparisons between normal and attractive women, the 
gender most widely studied in literature. The normal term has been used to identify 
common, non-selected women, whereas attractive is typically used to identify 
good-looking women, typically chosen among actresses, such as Ferrario et al. 
[214] or beauty contest participants, such as Sforza et al. [215] and Galantucci et 
al. [216]. Results appearing in these studies have once more confirmed the presence 
of objective elements defining attractiveness related to the concept of proportions 
between different parts of the face in terms of Euclidean distances and angular 
measurements. 

The medical field is one of the most interested discipline in studying this topic, 
since some branches of surgery must intervene directly on face by modifying the 
shape both for merely aesthetical and pathological reasons [217]; therefore, it is not 
surprising that the study of two orthodontists, Peck and Peck [218], was one of the 
first works aimed to discover and gather facial features. Furthermore, over the last 
two decades there has been an incremental increase of 3D imaging, such as MRI, 
CT [219], and also of stereophotogrammetry, which has been used by Plooij et al. 
[220] and Deli et al. [221] to acquire and to reproduce soft tissues of the face, and 
3D modelling, which one example is the creation of the virtual patient by Kau [222]. 

Before the advent of 3D tools, face operation planning evaluations relied on 
two-dimensional images acquired on sagittal, coronal, and axial planes [223], and 
a quantitative analysis of proportions was critical [224]. Geometrical descriptors 
[225] and landmarks [226] proved to be effective tools to study human face 
proportion, since they allow to gather those common traits that everybody share. 
They have provided the possibility of analyzing point clouds reproducing patients’ 

faces for diagnosis, Hammon et al. [227] and Nanda et al. [228] are two examples 
of this application, and surgical intervention planning, for which handbooks such 
as Proffitt [229] are nowadays widely used, but they have also allowed to build 
virtual faces from scratch, as testified by Fan et al. [230]. Nevertheless, medical 
field is not the only interested field, indeed Average Face Models (AFMs) can be 
used in face analysis applications as preprocessing step to align faces [231], but can 
also be employed to improve robustness of face recognition and face expression 
recognition algorithms; indeed, Dagnes et al. [232] have introduced a new 
geometrical descriptor called personal Shape Index which highlights differences 
between a face and the average face derived from a set of 100 neutral faces 
belonging to Bosphorus database. 

Some databases of human faces have been built to be analyzed and to provide 
new suggestions for further feature extraction and proportions studies, but also to 
validate results already obtained. Two available databases are the BU-3DFE [233] 
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and the Bosphorus [234], employed in the development of the current research 
work, which provides faces belonging to more than one hundred people in various 
poses, expressions and different types of occlusions. 

The present work gathers facial measures that have been identified in previous 
studies as representative of Caucasian female face attractiveness with the purpose 
of classifying Caucasian female faces in terms of proportions. After that, the 
Bosphorus, meaning a database of normal women, has been used to verify if the 
final set of canons is suitable and sufficient for the proportions evaluation of female 
faces. 

Results confirm that selected measures evaluation gets close to human’s 

assessment, providing the opportunity of quantitatively analyzing Caucasian 
women’s facial proportions; moreover, a ranking showing the influence of each 
measure for Caucasian women has been drawn up. The importance of ratios 
between measures and the higher relevance of the vertical measures compared to 
the horizontal have been highlighted. 

5.2 Materials and Methods 

Face analysis is the discipline that studies human faces based on the 
identification of landmarks, specific points common to everyone that can be 
identified on the face. Landmarks can be recognized on the hard tissue through 
palpation or on the soft tissue through observation, even if some of the landmarks 
positioned on the soft tissue depend on landmarks positioned on the hard tissue. In 
order to evaluate women’s proportions, an expanded set of measures, relying on 
landmark positions, has been defined. 

As seen in the previous section, significant experiments proving the presence 
of a strong objective component have been conducted, nonetheless the most 
difficult step in evaluating female beauty is to identify a ground truth that allows to 
compare measures of women’s faces in terms of proportions. In the past decades, 
several works aiming to establish which are the human face traits that influence an 
observer’s assessment on proportions have been conducted. Works considered as 
the most incisive in this field, thus taken into greater account in the present work, 
have been carried out by Farkas et al. [235], Ferrario et al. [214], Sarver et al [229], 
Sforza et al. [215] and Galantucci et al. [216]. 

Each of those works has been carried out live-positioning landmarks on female 
subjects before the acquisition of the point cloud required to compute measures. 
Manual allocation directly on subjects has been chosen in order to achieve the best 
accuracy possible. Acquisitions have been made using RGB-D camera, so that both 
color image and depth information are stored for the further processing steps. 
Subjects were actresses, participants to beauty contests and common women; the 
latter have been chosen to validate the results.  

All the information found by those studies have been gathered to obtain an 
expanded set of measures able to evaluate women’s attractiveness; then, the 

Bosphorus database has been used to validate the expanded set of measures 
comparing it with qualitative evaluations issued by human observers. There are 110 
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subjects in Bosphorus database, but only the 44 women have been analyzed in this 
work. 

The landmark framework considered in this work is reported in Table 5.1 
and shown in Figure 5.1. 
 
Table 5.1 – Landmark framework. The third column reports a description for each 
landmark [236]. 

Landmark Abbreviation Description 

Alar curvature 
point 

ac Point located at the facial insertion of each alar 
base. 

Cheilion ch Point located at each labial commissure. 

Endocanthion en Soft tissue point located at the inner 
commissure of each eye fissure. 

Exocanthion ex 
Soft tissue point located at the outer 
commissure of each eye fissure. 

Gonion (or 
Menton) 

gn (or me) Most inferior midpoint on the soft tissue 
contour of the chin. 

Labiale inferius li Midpoint of the vermilion line of the lower lip. 

Labiale 
superius 

ls Midpoint of the vermilion line of the lower lip. 

Nasion n 
Midpoint on the soft tissue contour of the base 
of the nasal root at the level of the frontonasal 
suture. 

Pogonion pg Most anterior midpoint of the chin. 

Pronasale prn Most anterior midpoint of the nasal tip. 

Stomion sto Midpoint of the horizontal labial fissure. 

Sublabiale sl 
Most posterior point on the labiomental soft 
tissue contour that defines the border between 
the lower lip and the chin. 

Subnasale sn Midpoint on the nasolabial soft tissue contour 
between the columella crest and the upper lip. 

Tragion t 
Point located at the upper margin of each 
tragus. 
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Figure 5.1 – Figure showing landmarks studied in the current work. Landmarks 20 (zy_l), 
21 (zy_r), 22 (midpoint of Tragi), 25 (g), 26 (al_l) and 27 (al_r) have been discarded due 
to lack of available measures involving them. Suffixes _l and _r state that the landmark 
considered is respectively the left or the right one. 

 
All the measures considered in this analysis have been acquired employing the 

above-mentioned landmarks and can be subdivided into three categories: linear, 
angular and ratios. 

Linear measures described in Table 5.2 and shown in Figure 5.2 are Euclidean 
distances between two landmarks or between a landmark and another specific point. 
More specifically, one of those specific points is the point on the E-line that 
minimizes the distance with Labiale superius (or Labiale inferius), where the E-
line is the line passing through the Pronasal and the Pogonion. 

 
Table 5.2 - Euclidean linear distances. The third column reports the work from which the 
measure has been taken. 

Measure Description References 

n-pg Facial line Ferrario et al. [214], Galantucci et al. [216] 

n-sn 
Anterior upper facial 2o 

third height 
Ferrario et al. [214], Galantucci et al. [216] 

ch_r-ch_l Oral length 
Farkas et al. [235], Sarver et al. [229], 

Galantucci et al. [216] 

ex_r-ex_l Upper facial width 
Ferrario et al. [214], Sforza et al. [215], 

Galantucci et al. [216] 
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sn-pg Anterior lower facial height Galantucci et al. [216] 

t_r-t_l Middle facial width Galantucci et al. [216] 

ls-(prn-

pg) 
Upper lip to E-line distance Galantucci et al. [216] 

li-(prn-pg) Lower lip to E-line distance Sforza et al. [215], Galantucci et al. [216] 

ls-li Vermilion height Galantucci et al. [216] 

en_r-en_l Intercantal distance Farkas et al. [235], Sarver et al. [229] 

ac_r-ac_l Width nose base Farkas et al. [235], Sarver et al. [229] 

n-gn Facial height Farkas et al. [235], Sarver et al. [229] 

sn-gn Lower third facial height Farkas et al. [235], Sarver et al. [229] 

ls-sto Upper vermilion Farkas et al. [235], Sarver et al. [229] 

li-sto Lower vermilion Farkas et al. [235], Sarver et al. [229] 

 

 
Figure 5.2 - Euclidean distances 

 
Angular measures described in Table 5.3 and showed in Figure 5.3 are 

angles subtended by a vertex identified by three landmarks or, exceptionally for the 
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Interlabial distance, by two lines lying on the same plane and identified by four 
landmarks, two for each line. 
 
Table 5.3 - Angular measures. The third column reports the work from which the measure 
has been taken. 

Measure Description References 

n-sn-pg 
Facial convexity excluding the 

nose 

Ferrario et al. [214], Galantucci et al. 

[216] 

sl-n-sn Maxillary prominence 
Ferrario et al. [214], Galantucci et al. 

[216] 

prn-sn-ls Nasolabial 
Farkas et al. [235], Sarver et al. [229], 

Galantucci et al. [216] 

n-prn-pg Nasion – Pronasal - Pogonion Galantucci et al. [216] 

ex_l-n-

ex_r 

Left Exocanthion – Nasion - Right 

Exocanthion 
Sforza et al. [215] 

pg-n-ls Maxillo-facial angle (mf) Galantucci et al. [216] 

en_l-n-

en_r 

Left Endocanthion-Nasion-Right 

Endocanthion 
Ferrario et al. [214] 

 

 
Figure 5.3 - Angular measures 
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Ratios between linear distances (Table 5.4) allow to perform quantitative 
evaluations about proportions. Face analysis moves the focus from the local to the 
global point of view, since not only the absolute value of one single measure is 
considered, but rather the overall effect of two measures. Intuitively, ratios are the 
quantitative way to represent the big picture. 
 
Table 5.4 - Ratios of Euclidean distances. The third column reports the work from which 
the measure has been taken. 

Measure Description References 

(t_r-t_l)/(n-

pg) 
Middle facial width to facial height Galantucci et al. [216] 

(n-sn)/(n-pg) 
Nasion - Subnasale / Nasion - 

Pogonion 

Ferrario et al. [214], Galantucci et 

al. [216] 

(sn-pg)/(n-

pg) 

Subnasale - Pogonion / Nasion - 

Pogonion 

Ferrario et al. [214], Galantucci et 

al. [216] 

(t_r-n)/(t_r-

sn) 

Right Tragi-Nasion / Right Tragi-

Subnasale 
Galantucci et al. [216] 

(sn-pg)/(n-sn) Lower to upper facial height Galantucci et al. [216] 

(sn-gn)/(n-gn) Lower third / facial height 
Farkas et al. [235], Sarver et al. 

[229] 

(sto-gn)/(sn-

gn) 
Mandibula / lower third 

Farkas et al. [235], Sarver et al. 

[229] 

 

As a result of the literature review, twenty-nine measures have been 
identified. The present work employs data from the Bosphorus database, namely 
women’s pictures, 3D models and relative landmark coordinates. Because all the 

studies previously cited are carried on by research groups with different expertise, 
slightly different sets of landmarks have been adopted. A landmarking expert 
identified some missing landmarks on 2D pictures and on 3D models on the 
Bosphorus database, in order to complete the landmark framework. Nonetheless, 
some landmarks had to be discarded because they relied on the hard tissue and the 
only way to identify them was through palpation. Thus, it has not been possible to 
include some measures into the expanded set. An example is the zygion (zy), which 
is the most lateral point on the soft tissue contour of each zygomatic arch. 

The works of Galantucci et al. [216], Farkas et al. [235], Sarver et al. [229], 
Ferrario et al. [214] and Sforza et al. [215] provided mean value and standard 
deviation for every measure. Some measures are common to different sources, even 
if related mean value and standard deviation are slightly different depending on the 
study. Indeed, one of the purposes of the present study is to merge the information 
coming from these different sources (Figure 5.4) and build an overall measuring 
methodology.  
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A score, result of sum of penalties, has been computed for each woman present 
in the Bosphorus database. For each measure, if the value of the considered woman 

Figure 5.4 - Definition of the expanded set of measures. 
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was within the range mean value ± standard deviation,meanvalue ±

standarddeviation no penalty has been added. Conversely, if the value was out of 
range, a penalty has been added, and the amount of penalty (1) has been computed 
as the ratio between the distance of the measure from the mean value normalized 
with the mean value. 
 

penalty = weight ∗
| current woman′s measure –  mean value |

mean value
           (1) 

In the case of more than one mean value, since there is more than one source in 
literature that refers to the same measure, the so computed penalty value has been 
then multiplied for a weight (2). 

 

weight =
# women in current study

#women in all the studies referring to the same measure
     (2) 

 
This weight has been introduced to consider the different degree of confidence 

assigned to different studies found in literature. Remembering that in those studies 
canons have been extracted from sets of attractive women, it has been considered 
essential to evaluate more robust the analysis with a greater number of subjects. 
Thus, the weights have been computed as the ratio between the number of women 
involved in a single study and the sum of all the women involved in all the studies 
related to the same measure. For instance, consider a hypothetic measure identified 
by two studies A and B, which involves x and y women, respectively. The weight 
related to the study A will be x/(x+y), while the weight related to the study B will 
be y/(x+y).  

After all the scores have been obtained, a cluster analysis has been performed 
through the usage of k-means methodology, subdividing the dataset in five classes. 
The purpose of this step was to identify which were the women closer to the well-
proportioned standard face in terms of compliance with the measures in the 
expanded set; in other words, considering the descending order adopted, faces 
belonging to class 5 are closer to the well-proportioned standard face than the faces 
belonging to class 1. The number of classes has been chosen to have some 
correspondence with the Likert scale. Indeed, in parallel, a qualitative evaluation of 
the women present in Bosphorus has been made by a focus group using precisely 
the Likert scale. A comparison between the results obtained using the developed 
methodology and the qualitative evaluation performed by human observers has 
been performed (Figure 5.5). 
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Figure 5.5 – Methodology to compare quantitative and qualitative evaluation. 
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Finally, the results of the developed methodology in terms of cluster subdivision 
have been analyzed to rank the influence of each measure of the expanded set in 
women’s facial proportion assessment. 

5.3 Results 

The measures selected from literature and included into the expanded set are 
reported in Table 5.5. The table is set up so that there is a measure for every row 
and mean values and standard deviations on the columns. Since it is possible to 
have more than one mean value and one standard deviation due to the possibility of 
retrieving the same measure from different sources in literature, the last column 
reports the reference number of the considered source. 

 

Table 5.5 - - List of the final set of 29 measures. Reference [24] analyzes two different 
beauty contests (Miss Italia 2006 and Miss Italia 2007) that provide slightly different 
values. "2006" and "2007” has been added in some references to distinguish between those 
two contests. 

Measure Mean value Standard deviation Reference 

n-pg 
97.34 4.03 [216] 

99.06 5.54 [214] 

n-sn 
50.29 2.43 [216] 

52.38 2.76 [214] 

ch_r-ch_l 
45,7 2.77 [216] 

50 3.2 [214] 

ex_r-ex_l 

84,01 2.98 [216] 

101.59 4.97 [214] 

95.2 3.3 [215] – 2006 

92.5 3.5 [215] – 2007 

sn-pg 48.14 2.65 [216] 

t_r-t_l 131.52 4.19 [216] 

ls-(prn-pg) 3.95 1.8 [216] 

li-(prn-pg) 

2.32 1.31 [216] 

2.4 1.4 [215] – 2006 

1,7 1.3 [215] – 2007 

ls-li 17.97 2.29 [216] 

en_r-en_l 32 2.4 [229] [235] 

ac_r-ac_l 31 1.9 [229] [235] 

n-gn 112 5.2 [229] [235] 

sn-gn 66 4.5 [229] [235] 

ls-sto 8.4 1.3 [229] [235] 

li-sto 9.7 1.6 [229] [235] 

n-sn-pg 
163.55 4.37 [216] 

164.02 3.71 [214] 

sl-n-sn 9.33 1.98 [216] 
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8.48 1.72 [214] 

prn-sn-ls 123.12 9.53 [216] 

n-prn-pg 131.12 4.07 [214] 

ex_l-n-ex_r 
124.9 3.5 [215] – 2006 

120.8 4.2 [215] – 2007 

pg-n-ls 7.93 2.1 [216] 

en_l-n-en_r 120.29 5.24 [214] 

(t_r-t_l) / (n-pg) 1.35 0.06 [216] 

(n-sn) / (n-pg) 
0.52 0.02 [216] 

0.5341 0.017 [214] 

(sn-pg) / (n-pg) 
0.49 0.02 [216] 

0.4659 0.017 [214] 

(t_r-n) / (t_r-sn) 0.96 0.02 [216] 

(sn-pg) / (n-sn) 0.9588 0.0600 [216] 

(sn-gn) / (n-gn) 0.586 0.029 [229] [235] 

(sto-gn) / (sn-gn) 0.691 0.028 [229] [235] 

 
After the expanded set definition, each of the forty-four women in Bosphorus 

database has been measured and the scores have been computed summing all the 
penalties. Scores are subdivided into five clusters, so that it is immediate to identify 
women’s faces closer to the well-proportioned standard face, remembering that 
clusters are arranged in descending order, namely faces belonging to cluster 5 are 
the closest to the well-proportioned standard face, conversely faces belonging to 
cluster 1 are the furthest. 

Hereafter, a focus group has met up to evaluate Bosphorus women’s 
attractiveness. The final aim was to compare the developed methodology with the 
human judgment. The results showed that the cluster label and the Likert’s scale 

label are the same, namely the difference between those two values equals to 0, for 
15/44 women (very high correspondence); the difference is 1 for 16/44 women 
(high correspondence); the difference is 2 for 9/44 women (moderate 
correspondence); the difference is 3 for 3/44 women (low correspondence); the 
difference is 4 for 1/44 women (very low correspondence).  

Very high correspondence means that the result of the method matches the 
focus group’s outcome (a woman with very high correspondence label has been 
judged in the same way both by the method and by the focus group). 

All those results are reported in Table 5.6. 

Table 5.6 - Scores, cluster labels, qualitative evaluation labels and correspondence 
between quantitative and qualitative evaluation for each woman. 

Subject Score Cluster 
label 

Qualitative 
evaluation label Correspondence 

1 0.7608 5 4 High 

2 0.7868 5 3 Moderate 

3 5.9095 1 2 High 
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4 2.2549 3 3 Very high 

5 3.3508 2 2 Very high 

6 0.8030 5 4 High 

7 2.8187 2 2 Very high 

8 1.3236 4 3 High 

9 0.7395 5 3 Moderate 

10 1.0387 4 4 Very high 

11 2.9316 2 1 High 

12 1.5750 4 3 High 

13 2.6975 2 2 Very high 

14 2.0539 3 3 Very high 

15 1.4707 4 2 Moderate 

16 2.6951 2 1 High 

17 1.5603 4 1 Low 

18 0.4124 5 4 High 

19 0.7826 5 4 High 

20 2.2078 3 2 High 

21 4.1747 1 1 Very high 

22 3.4563 2 2 Very high 

23 3.2831 2 2 Very high 

24 2.5096 3 1 Moderate 

25 1.8256 3 2 High 

26 4.5707 1 1 Very high 

27 2.3485 3 2 High 

28 4.3690 1 3 Moderate 

29 1.3455 4 1 Low 

30 5.4693 1 1 Very high 

31 3.4337 2 1 High 

32 4.2277 1 2 High 

33 2.9829 2 2 Very high 

34 1.4366 4 2 Moderate 

35 1.9479 3 1 Moderate 

36 2.7541 2 2 Very high 

37 0.7544 5 1 Very low 

38 1.9969 3 1 Moderate 

39 1.7917 3 2 High 

40 1.1677 4 1 Low 

41 1.4717 4 2 Moderate 

42 1.4425 4 3 High 

43 3.3575 2 2 Very high 

44 2.1768 3 3 Very high 

 
Finally, results obtained through cluster analysis have been more deeply 

analyzed. The purpose of this step was to rank the measures to understand which 
are the most important in facial women’s proportion assessment. In particular, the 
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focus has been moved on cluster 4 and cluster 5, which contain attractive and very 
attractive women, respectively. Knowing the cardinality of each cluster, that is 17 
if clusters 4 and 5 are taken together, values out of range have been computed for 
each measure; a measure must be considered influential if the smallest possible 
number of women has that measure out of range. For instance, referring to Table 
5.7, it is possible to notice that the Euclidean distance ls-sto is the most influential 
measure because only two women (12%) belonging to cluster 4 and cluster 5 are 
out of range, conversely ch_r-ch_l is one of the least influential measure because 
only 5 out of 17 women are within range. 

Table 5.7 - Measures ranking. Cardinality of each cluster is reported in the header of the 
table. The first column lists the measures, the second column reports the number of women 
belonging to cluster 4 or 5 that are out of range. For the sake of completeness, in the other 
columns the number of women belonging to each cluster has been reported. 

Measures 
Cluster 

4+5 (#17) 

Cluster 5 

(#7) 

Cluster 4 

(#10) 

Cluster 3 

(#10) 

Cluster 2 

(#11) 

Cluster 1 

(#6) 

ls-sto 
2 

(12%) 

0 

(0%) 

2 

(20%) 

4 

(40%) 

11 

(100%) 

5 

(83%) 

(sn-pg) / (n-sn) 
2 

(12%) 

1 

(14%) 

1 

(10%) 

6 

(60%) 

1 

(9%) 

5 

(83%) 

n-sn 
3 

(18%) 

2 

(29%) 

1 

(10%) 

6 

(60%) 

3 

(27%) 

5 

(83%) 

sn-gn 
3 

(18%) 

0 

(0%) 

3 

(30%) 

4 

(40%) 

11 

(100%) 

5 

(83%) 

(t_r-n) / (t_r-sn) 
3 

(18%) 

0 

(0%) 

3 

(30%) 

4 

(40%) 

4 

(36%) 

3 

(50%) 

ex_r-ex_l 
4 

(23%) 

1 

(14%) 

3 

(30%) 

5 

(50%) 

6 

(54%) 

5 

(83%) 

sl-n-sn 
4 

(23%) 

2 

(29%) 

2 

(20%) 

5 

(50%) 

6 

(54%) 

2 

(33%) 

(t_r-t_l) / (n-pg) 
4 

(23%) 

0 

(0%) 

4 

(40%) 

4 

(40%) 

6 

(54%) 

3 

(50%) 

n-gn 
5 

(29%) 

0 

(0%) 

5 

(50%) 

6 

(60%) 

6 

(54%) 

5 

(83%) 

li-sto 
5 

(29%) 

2 

(29%) 

3 

(30%) 

3 

(30%) 

7 

(64%) 

5 

(83%) 

n-prn-pg 
5 

(29%) 

1 

(14%) 

4 

(40%) 

5 

(50%) 

3 

(27%) 

2 

(33%) 

(sn-gn) / (n-gn) 
5 

(29%) 

1 

(14%) 

4 

(40%) 

7 

(70%) 

3 

(27%) 

2 

(33%) 

en_l-n-en_r 
6 

(35%) 

3 

(43%) 

3 

(30%) 

6 

(60%) 

6 

(54%) 

4 

(67%) 

(sn-pg) / (n-pg) 
6 

(35%) 

2 

(29%) 

4 

(40%) 

3 

(30%) 

4 

(36%) 

2 

(33%) 

n-pg 
7 

(41%) 

3 

(43%) 

4 

(40%) 

7 

(70%) 

6 

(54%) 

5 

(83%) 

pg-n-ls 
7 

(41%) 

0 

(0%) 

7 

(70%) 

3 

(30%) 

6 

(54%) 

4 

(67%) 
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(n-sn) / (n-pg) 
7 

(41%) 

3 

(43%) 

4 

(40%) 

4 

(40%) 

7 

(64%) 

3 

(50%) 

ls-li 
8 

(47%) 

2 

(29%) 

6 

(60%) 

6 

(60%) 

5 

(45%) 

4 

(67%) 

en_r-en_l 
8 

(47%) 

4 

(57%) 

4 

(40%) 

7 

(70%) 

4 

(36%) 

4 

(67%) 

n-sn-pg 
8 

(47%) 

5 

(71%) 

3 

(30%) 

8 

(80%) 

8 

(73%) 

5 

(83%) 

ac_r-ac_l 
9 

(53%) 

3 

(43%) 

6 

(60%) 

6 

(60%) 

9 

(82%) 

4 

(67%) 

(sto-gn) / (sn-gn) 
9 

(53%) 

3 

(43%) 

6 

(60%) 

8 

(80%) 

6 

(54%) 

2 

(33%) 

sn-pg 
10 

(59%) 

3 

(43%) 

7 

(70%) 

3 

(30%) 

6 

(54%) 

3 

(50%) 

ex_l-n-ex_r 
10 

(59%) 

5 

(71%) 

5 

(50%) 

6 

(60%) 

6 

(54%) 

5 

(83%) 

prn-sn-ls 
11 

(65%) 

6 

(86%) 

5 

(50%) 

9 

(90%) 

10 

(91%) 

6 

(100%) 

ch_r-ch_l 
12 

(71%) 

4 

(57%) 

8 

(80%) 

8 

(80%) 

9 

(82%) 

6 

(100%) 

li-(prn-pg) 
13 

(76%) 

4 

(57%) 

9 

(90%) 

7 

(70%) 

5 

(45%) 

5 

(83%) 

ls-(prn-pg) 
15 

(88%) 

7 

(100%) 

8 

(80%) 

8 

(80%) 

9 

(82%) 

3 

(50%) 

t_r-t_l 
16 

(94%) 

6 

(86%) 

10 

(100%) 

7 

(70%) 

10 

(91%) 

6 

(100%) 

 

5.4 Discussion 

Results provided by literature analysis have led to the first outcome of this 
research, namely the expanded set of measures, each of which characterized by 
mean value and standard deviation. In literature, a measure is considered relevant 
for women’s facial proportions if a statistically significant number of attractive 
women possesses similar values of the same measure and, conversely, that measure 
assumes different values in subjects belonging to normal woman set. The critical 
point is to define a ground truth, i.e. a set of measures distinctive for attractive 
women. All the studies carried out in this field agree upon considering attractive 
those women’s faces that are commonly positively evaluated in terms of facial 

proportions, thus famous actresses or beauty contests participants, especially those 
that move on to the final stage of national competitions. 

The present work has focused on gathering measures validated in past studies, 
building the expanded set of measures defined on facial landmarks and analyzing a 
public database of normal women, the Bosphorus. Unfortunately, some of the 
landmarks used in literature were not present in the set of data of the Bosphorus 
database. For this reason, an expert has manually added those missing landmarks 
lying on soft tissue, but some of the hard tissue landmarks have not been considered 
due to the impossibility of identifying them without live palpation. Consequently, 
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a limited set of measures that could have been included into the expanded set has 
been discarded. 

In order to analyze the Bosphorus, a methodology able to integrate information 
provided by different sources was required. Thus, the algorithm based on the 
penalty mechanism has been developed and the results have been clustered to 
provide the possibility of classifying faces into 5 different levels. Cluster numbering 
is from 5 to 1, that means from the most compliance to the well-proportioned 
standard face to the least. Cluster numbering is chosen this way so that the 
opportunity of comparing quantitative outcome and qualitative assessment is 
guaranteed. Likert’s 5-level scale has allowed to analyze the correspondence 
between the developed methodology and people assessment. 

Obtained results displayed in Figure 5.6 show levels of correspondence in 
women’s evaluation from very high to very low, namely from a 4-level difference 
to a 0-level difference between quantitative and qualitative evaluation. The 31/44, 
that means slightly more than 70%, obtained summing high and very high 
correspondence, justifies the theories mentioned in the introduction section stating 
the presence of objective elements that are unconsciously but incontrovertibly 
considered in evaluating women’s attractiveness. 

 

 Cluster analysis has led this study to discover part of those elements in terms 
of proportions between significant measures, ranking them from the most to the 
least influential. Some interesting observations have arisen from the ranking 
analysis. Firstly, vertical measures are typically more meaningful than the 
horizontal: Some examples of influential vertical measures are the thickness of the 
upper lip (ls-sto), the height of the central part of the face (n-sn), and the height of 
the lower part of the face (sn-gn). Going deeper into the detail, the lower part of the 
face in attractive women resulted as higher than the central part, coherently with 
the fact that if they have identical values, faces appear rounded, a characteristic not 
considered attractive. The upper lip was more meaningful than lower lip, but this 
does not mean it should be greater; rather, it means that it is more ordinary to have 
a full lower lip, while to have also a full upper lip is more uncommon, thus it is a 
peculiar feature of attractiveness. The angle between the two exterior corners of the 

Figure 5.6 - Correspondences between quantitative and qualitative evaluation. 
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eyes and the nasion, i.e., the point which separates the upper third of the face and 
the middle third of the face, (ex_l-n-ex_r), and the mouth width (ch_r-ch_l) at the 
end of the table are some examples of less meaningful horizontal measures. This 
does not retract the importance of mouth width in women’s faces assessment; 

simply, a not-so-relevant difference in mouth width between attractive and normal 
women has been shown by the analysis. Secondly, beauty turned out to be strictly 
connected to proportions; 5 out of 7 ratios present in the expanded set of measures 
are on the top half of the ranking, confirming that women’s beauty and well-
proportioned faces are also given by relationships between measures, thus they 
involve a holistic process. Another indication is the relatively poor importance of 
the facial width absolute value, t_r-t_l, compared with the ratio between facial 
width and facial height, (t_r-t_l)/(n-pg), ranked in the top 10 most influential 
measures. 

In total, 70% of high and very high correspondence between quantitative and 
qualitative evaluation is a not neglectable result, but the 30% of non-similarity of 
the results needs to be investigated in the future research. A bigger set of attractive 
and normal women would allow to enlarge the expanded set of measures, as well 
as the opportunity of live acquiring all the needed landmarks would allow to have 
uniform data in term of colors, pose and expressions that could be more properly 
evaluated by humans. Moreover, texture analysis in terms of eye color and skin 
imperfection could lead to further thin that percentage of non-correspondence and 
bridge the gap between attractiveness and facial proportions. 

5.5 Conclusions 

The present study has been carried on considering several experimental 
evidences proving that beauty assessment is not only subjective but rely on 
objective elements. 

Several previous studies have identified relevant measures to assess facial 
women’s beauty and proportion, comparing sets of attractive and normal women 
by measuring Euclidean distances, angular and ratio values; measures have been 
computed relying on landmarks live identified on subject faces. All these works 
have considered different sets of measures to find differences in normal and 
attractive population. 

The current work has defined an expanded set of measures gathering all those 
information present in literature and a methodology to merge the results and to 
classify faces has been developed. For each woman, the methodology provides a 
score, computed as a sum of penalties, and each penalty is given when a woman’s 

measure is not in the range identified by mean value and standard deviation. That 
procedure has been then used on the set of normal women of the Bosphorus public 
database, and after a cluster analysis it has been possible to classify women’s faces 

considering their distance from the well-proportioned standard face, i.e. the 
expanded set of measures. 

After that, a deeper investigation on results provided by the cluster analysis has 
permitted to rank the measures from the most to the least influential, to understand 
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which are the most considered measures in women’s proportions assessment. 
Vertical Euclidean distances showed to be very impactful, as well as ratio measures; 
indeed, the direct comparison between measures resulted to be even more 
significant than the single measure value, as proved by the facial width. Upper lip 
thickness proved to be the most meaningful measure in the mouth area. 

The present work has been designed to give an important contribution in female 
facial proportion assessment and aims to be a key point both for further 
investigations about proportions of human face. Maxillofacial surgery could be an 
application field for this study, indeed the establishment of a set of guidelines to 
reconstruct faces affected by pathological problems is strongly requested by 
physicians to operate at the best of their ability. Another field of application could 
be face analysis, indeed Average Face Models (AVMs) can be used as 
preprocessing step to align faces and to improve robustness of face recognition and 
face expression recognition algorithms 

Further work could focus on a greater number of individuals and different 
subjects in terms of gender, age, and population in order to cover the whole set of 
possible subjects. 
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Conclusions 

This thesis aimed to develop an automatic procedure to investigate face 
expression recognition (FER) methodologies using RGB-D cameras. 

The research has begun identifying the most suitable depth acquisition 
technologies to be used for different scenarios. RGB-D cameras are not born to be 
specifically used for facial applications, nonetheless a strong interest in these 
sensors has grown during the years, given the great opportunity of placing side by 
side color and depth information. In the preliminary part of the thesis, coded-light 
3D cameras have been identified as the most suitable for short-range applications, 
hence the Intel RealSense SR300 has been selected to be used for the further 
experiments. 

A first employment of this camera has been the recording of a subject submitted 
to an interview, to evaluate his emotional activation level through the analysis of 
his facial expressions. Facial expressions have been analyzed with a Support Vector 
Machine algorithm set up for that purpose, which features have been selected 
among Euclidean distances between landmarks and geometrical descriptors of the 
face. Data considered have been provided by the depth frames recorded during the 
interview. The developed algorithm has a recognition rate of 81%, improvable by 
tuning the chosen features and by incrementing the variability and the quantity of 
training image. 

The face expression recognition application in its more canonical sense, i.e. the 
identifications of emotions, has been faced using a deep learning approach. 

From one side, an ecological valid database has been built. The ecological term 
refers to the condition according to which a subject truly feels an emotion and 
consequently makes an expression without acting or being distracted by boundary 
conditions. One of the most used methods to achieve this goal is to arouse emotions 
in subjects through the vision of images belonging to affective databases. 48 
combined images of IAPS and GAPED have been used for the purpose, distributed 
among the following emotions: anger, disgust, fear, happiness, neutrality, sadness. 
The experiment has proved that some emotions have been correctly elicited in most 
cases (79% for happiness), while others need a stimulus different from the static 
visual one, i.e. not images. Literature shows that some negative emotions can often 
be twisted (fear images have aroused fear in the 27% of cases and disgust in the 
26%); hence, future work will provide virtual reality environments designed to 
arouse specific emotions and to minimize the contamination between different 
feelings. The virtual reality component should be introduced to increase the 
effectiveness of the perceived stimulus; indeed, this experiment has proved that as 
the years go by it is harder and harder to arouse specific emotions using the same 
stimuli. Furthermore, the experiment has been the opportunity of testing a 
Convolutional Neural Network trained on the BU3DFE database and tuned by 
transfer learning technique. In this case, the best result has been obtained using the 
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only-RGB CNN with a 75.02% of recognition rate, downgraded to 72.65% when 
using both RGB and Depth information. The issue is clearly ascribable to a lack of 
accuracy in depth frames, since the CNN trained and tested with this kind of 
information has provided the 55.20% in terms of recognition rate. 

In order to face with criticalities encountered using depth frames and also to 
introduce the real-time constraint, a preliminary automatic procedure has been 
developed. Steps involved in the procedure can be gathered into acquisition, data 
processing, and deep learning FER. Regarding the CNN, the future work on the 
ecological valid dataset aims to solve the weaknesses linked to the training phase, 
that is limited by the amount of images provided by the BU3DFE database. 
Regarding the data processing phase, at current state color to depth alignment, 
cleaning of the acquired frames (holes filling), face detection, cropping, and 
resizing have been developed to be used in a controlled environment. Future work 
will be focused on improving and speeding these operations, not to adversely affect 
the overall procedure in terms of framerate. 

 
This research is addressed to those applications where the recognition of the 

user’s mood is necessary to perform a task accordingly to the aroused emotions. 
Human-Computer Interaction could benefit from face expression recognition 

to improve the safety of a human operator working in close proximity with a robot, 
adapting its behavior to the human’s one; people suffering by affective disorders 
could be supported by an artificial intelligence tool to understand and to describe 
emotions; marketing strategies could be better addressed adapting the 
advertisement contents to the user’s state of mind; furthermore, face expression 
recognition could be used within a product lifecycle management in the beginning 
of life phase to contribute to the design of a product or a service more into line with 
users’ needs and expectations. 

These are only some examples because the opportunity of acquiring data to 
interpret the users’ mood can be extended to all those applications within which an 

RGB-D camera can be involved. 
In last years, a progress in the tools towards the adoption of both color and 

depth information has been successfully done also in the context of face expression 
recognition. Nonetheless, overall performances are rarely the best possible due the 
continuous evolution of acquisition systems and the usage of data to train the 
classifiers not fully reliable since clear, strong, and spontaneous facial expressions 
are difficult to be aroused. 

This work tries to address these issues by partially and preliminarily bridging 
the gap.  
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Appendix A – Geometrical 
descriptors 

  
Depth maps represent surfaces, which differentiability/derivability is studied 

by a branch of Geometry called Differential Geometry, and in this context represent 
human faces, defined as free-form surfaces. The human face has no known equation 
but can be broken down into subdomains traceable to known geometries (cones, 
cylinders, paraboloids, saddles). 

Geometrical descriptors are geometrical features extracted from depth maps, 
that aim to be representative of the surface and to speed up the processing in facial 
applications based on feature extraction; furthermore, they should tolerate within-
class variations in FR applications and between-class variation in FER applications.  

The starting point in the definition of geometrical descriptors are the first, the 
second and the mixed derivatives of a surface h, that are hx, hy, hxx, hyy and hxy (which 
is equal to hyx) with respect of x and y directions; h is obtained from the depth map 
provided by the depth camera (Figure 0.1). 

 

 

Figure 0.1 - Example of gradients. The depth map representing the surface h is on the 
bottom-right. In the first line, from left to right: hx, hx, hxy. In the second line, from left to 
right: hxx, hyy, the depth map. 
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A patch or local surface is a differentiable mapping 𝑥: 𝑈 →  ℝ𝑛, where U is an 
open subset of ℝ2. 

Given that a patch can be written as an n-tuple of functions: 
 
𝑥(𝑢, 𝑣) = (𝑥1(𝑢, 𝑣), … , 𝑥𝑛(𝑢, 𝑣))     (1) 
 
the partial derivative of x with respect to u can be defined by 
 
𝑥𝑢 = (

𝜕𝑥1

𝜕𝑢
, … ,

𝜕𝑥𝑛

𝜕𝑢
)       (2) 

 
The first and second fundamental forms provide the first six descriptors of the 

set. Their definitions rely on the possibility of measuring distances on surfaces. 
In Euclidean space ℝ𝑛, if 𝑝 = (𝑝1, … , 𝑝𝑛) and 𝑞 = (𝑞1, … , 𝑞𝑛) are points in ℝ𝑛, 

then the distance s from 𝑝 to 𝑞 is given by 
 
𝑠2 = (𝑝1 − 𝑞1)2 + ⋯ + (𝑝𝑛 − 𝑞𝑛)2.      (3) 
 
Given that a general surface is curved, the distance on it is not the same as in 

Euclidean space; in particular, the form above is in general false however the 
coordinates are interpreted. 

To describe how to measure distance on a surface, the concept of infinitesimal 
is required. The infinitesimal version of that for n = 2 for a surface is 

 
𝑑𝑠2 = 𝐸𝑑𝑢2 + 2𝐹𝑑𝑢𝑑𝑣 + 𝐺𝑑𝑣2     (4) 
 
called first fundamental form, or Riemann metric. This is the classical notation 

for a metric on a surface. E, F, G are functions U → ℝ such that: 
 
𝐸 = ‖𝑥𝑢‖2,        (5) 
𝐹 = 〈𝑥𝑢,𝑥𝑣〉,        (6) 
𝐺 = ‖𝑥𝑣‖2,        (7) 
 
and are called coefficients of the first fundamental form. 
These coefficients are given by inner products of the partial derivatives of the 

surface. Therefore, the first fundamental form is merely the expression of how the 
surface inherits the natural inner product of ℝ3. 

Geometrically, the first fundamental form allows to make measurements on the 
surface (lengths of curves, angles of tangent vectors, areas of regions) without 
referring back to the ambient space ℝ3 where the surface lies. 
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To introduce the second fundamental form, the definitions of Gauss map must 
be given. 

For an injective patch x: U → ℝ𝑛 the unit normal vector field or surface normal 
N is defined by 

 
𝑁(𝑢, 𝑣) =

𝑥𝑢×𝑥𝑣

|𝑥𝑢×𝑥𝑣|
(𝑢, 𝑣)        

    (8) 
 
at those points (𝑢, 𝑣) ∈ 𝑈 at which 𝑥𝑢 × 𝑥𝑣 does not vanish. 
The map that assigns to each point p on a surface the point on the unit sphere 

𝑆2(1) ⊂ ℝ3 that is parallel to the unit normal 𝑁(𝑝), or 𝑁𝑝, is called the Gauss Map. 
 
Let x: U → ℝ𝑛 be a regular patch. Then 
 
𝑒 = −〈𝑁𝑢,𝑥𝑢〉 = 〈𝑁,𝑥𝑢𝑢〉,      (9) 
𝑓 = −〈𝑁𝑣,𝑥𝑢〉 = 〈𝑁,𝑥𝑢𝑣〉 = 〈𝑁,𝑥𝑣𝑢〉 = −〈𝑁𝑢,𝑥𝑣〉,   (10) 
𝑔 = −〈𝑁𝑣,𝑥𝑣〉 = 〈𝑁,𝑥𝑣𝑣〉       (11) 
  
are called the coefficients of the second fundamental form of x, and 𝑒𝑑𝑢2 +

2𝑓𝑑𝑢𝑑𝑣 + 𝑔𝑑𝑣2 is the second fundamental form of the patch x. 
 
Very often a surface is given as the graph of a differentiable function 𝑧 =

ℎ(𝑥, 𝑦), where (𝑥, 𝑦) belong to an open set U → ℝ2. It is, therefore, convenient to 
be provided by formulas for the relevant concepts in this case. To obtain such 
formulas let us parameterize the surface by 

 
𝑥(𝑢, 𝑣) = (𝑢, 𝑣, ℎ(𝑢, 𝑣)),            (𝑢, 𝑣) ∈ 𝑈,    (12) 
 
where u = x, v = y. A simple computation shows that 
 
𝑥𝑢 = (1,0, ℎ𝑢),        (13) 
𝑥𝑣 = (0,1, ℎ𝑣),        (14) 
𝑥𝑢𝑢 = (0,0, ℎ𝑢𝑢),        (15) 
𝑥𝑢𝑣 = (0,0, ℎ𝑢𝑣),        (16) 
𝑥𝑣𝑣 = (0,0, ℎ𝑣𝑣).        (17) 
 
Thus, 
 

𝑁(𝑥, 𝑦) =
(−ℎ𝑥,−ℎ𝑦,1)

√1+ℎ𝑥
2+ℎ𝑦

2
       (18) 

 
is a unit normal field on the surface, and the coefficients of the second 

fundamental form in this orientation are given by: 
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𝑒 =
ℎ𝑥𝑥

√1+ℎ𝑥
2+ℎ𝑦

2
,       (19) 

𝑓 =
ℎ𝑥𝑦

√1+ℎ𝑥
2+ℎ𝑦

2
,       (20) 

𝑔 =
ℎ𝑦𝑦

√1+ℎ𝑥
2+ℎ𝑦

2
.       (21) 

  
From the above expressions, any needed formula can be easily computed. For 

instance, the Coefficients of the first fundamental form are obtained [237]: 
 

𝐸 = 1 + ℎ𝑥
2,        (22) 

𝐹 = ℎ𝑥ℎ𝑦,        (23) 

𝐺 = 1 + ℎ𝑦
2 .        (24) 

 
E, F, G, e, f, and g are six of the twelve primary descriptors. The other six are: 

• K =
hxxhyy−hxy

2

(1+hx
2+hy

2)2 =  
𝑒𝑔−𝑓2

𝐸𝐺−𝐹2 

K is the Gaussian curvature and highlights local maximum and 
minimum points (vertex curvature). 
If a point has K>0 that point is elliptical. 
If a point has K<0 that point is hyperbolic. 
If a point has K=0 and only one of the two principal curvatures is null, 
that point is parabolic. 
If a point has K=0 and both principal curvatures are null, that point is 
planar. 
 

• H =
(1+hx

2)hyy−2hxhyhxy+(1+hy
2)hxx

(1+hx
2+hy

2)
3
2

=  
𝑒𝐺−2𝑓𝐹+𝑔𝐸

2(𝐸𝐺−𝐹2)
 

H is the mean curvature and highlights maximum and minimum 
curvature regions (edge curvature). The behavior of H is smoother than 
the behavior of K. 
 

• k1 = H + √H2 − K 
k1 is the first principal curvature and describes the surface inclination 
variation. 
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• k2 = H − √H2 − K 
k2 is the second principal curvature and highlights regions with strong 
concavity. 
 

• S = −
2

π
arctan

k1+k2

k1−k2
, S ∈ [−1,1], k1 ≥ k2 

S is the Shape Index [238] and gives an information on what is the 
reference surface for the point taken into consideration (spherical cup, 
trough, rut, saddle rut, saddle, saddle ridge, ridge, dome, spherical cap) 
as shown in Figure 0.2. The number of intervals has been subsequently 
reduced to 7, merging spherical cup and trough into cup and dome and 
spherical cap into dome. 
 
 

 

Figure 0.2 - Reference surfaces for Shape Index 

 

• C = √k1
2+k2

2

2
 

C is the curvedness and is null only in planar points. It has been 
designed to overcome some problems emerged using Gaussian and 
mean curvature, in which a null value is assigned also to parabolic and 
minimum local points respectively, resulting not intuitive for the 
observer. 
It does not discriminate between concavity and convexity. 

A recap of the last six descriptor is shown in Figure 0.3. 
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Figure 0.3 - From left to right, then from top to bottom: K, H, k1, k2, S, C 

 
Starting from the twelve primary descriptors, it is possible to obtain derived 

and composed descriptors. 
Derived descriptors are those entities which are built from the application of a 

single standard function such as mean, median, sine, cosine, logarithm. These 
classic functions are directly applied to the primary descriptors to generate the 
derived one. 

Table 0.1 refers to a subject acquired with Konica Minolta Vivid laser scanner. 
Starting depth map is shown in the first cell of the table. 
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Table 0.1 - Derived descriptors 

 
 

Primary 
descriptor mean median sin 

E 
    

F 
    

G 
    

e 
    

f 
    

g 
    

H 
    

K 
    

𝒌𝟏 
    

𝒌𝟐 
    

S 
    

C 
    

 
 
 
 



 

124 
 

Composed descriptors have been designed by adopting standard mathematical 
operations such as combinations, fractions, products, special products of primary 
descriptors to gain novel facial representations. 

These descriptors are shown in Table 0.2. 

Table 0.2 - Composed descriptors 

Composed descriptor(s) Map(s) 

𝒆𝒍𝒍𝒊𝒑𝒔𝒐𝒊𝒅𝟏 =  𝑬𝟐 + 𝑭𝟐 + 𝑮𝟐 

 

𝒆𝒍𝒍𝒊𝒑𝒔𝒐𝒊𝒅𝟐 = 𝒆𝟐 + 𝒇𝟐 + 𝒈𝟐 

 

𝒆𝒍𝒍𝒊𝒑𝒔𝒐𝒊𝒅𝒊 = (
𝒆

𝑬
)

𝟐

+ (
𝒇

𝑭
)

𝟐

+ (
𝒈

𝑮
)

𝟐

 

 

𝒆𝒍𝒍𝒊𝒑𝒔𝒐𝒊𝒅𝒊𝒊 = (
𝑬

𝒆
)

𝟐

+ (
𝑭

𝒇
)

𝟐

+ (
𝑮

𝒈
)

𝟐

 

 

𝒆𝑬 =
𝒆

𝑬
            𝒇𝑭 =

𝒇

𝑭
           𝒈𝑮 =

𝒈

𝑮
 

 

𝑬𝒆 =
𝑬

𝒆
              𝑭𝒇 =

𝑭

𝒇
            𝑮𝒈 =

𝑮

𝒈
         

 
𝑬𝒅𝒆𝒏 =

𝑬

√𝟏+𝒉𝒙
𝟐+𝒉𝒚

𝟐
   

𝑭𝒅𝒆𝒏 =
𝑭

√𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐

 

𝑮𝒅𝒆𝒏 =
𝑮

√𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐

 

 

𝑬𝒅𝒆𝒏𝟐 =
𝑬

𝟏+𝒉𝒙
𝟐+𝒉𝒚

𝟐            

𝑭𝒅𝒆𝒏𝟐 =
𝑭

𝟏+𝒉𝒙
𝟐+𝒉𝒚

𝟐     

𝑮𝒅𝒆𝒏𝟐 =
𝑮

𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐
 

 

𝑬𝒆𝑭𝒇𝑮𝒈 = 𝑬 ∙ 𝒆 + 𝑭 ∙ 𝒇 + 𝑮 ∙ 𝒈    
𝑬𝒈𝑭𝒇𝑮𝒆 = 𝑬 ∙ 𝒈 + 𝑭 ∙ 𝒇 + 𝑮 ∙ 𝒆 

 

𝑬𝒆𝑭𝒇𝑮𝒈𝒅𝒆𝒏 =
𝑬∙𝒆+𝑭∙𝒇+𝑮∙𝒈

√𝟏+𝒉𝒙
𝟐+𝒉𝒚

𝟐
  

 𝑬𝒈𝑭𝒇𝑮𝒆𝒅𝒆𝒏 =
𝑬∙𝒈+𝑭∙𝒇+𝑮∙𝒆

√𝟏+𝒉𝒙
𝟐+𝒉𝒚

𝟐
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𝑬𝒆𝑭𝒇𝑮𝒈𝒅𝒆𝒏𝟐 =
𝑬∙𝒆+𝑭∙𝒇+𝑮∙𝒈

𝟏+𝒉𝒙
𝟐+𝒉𝒚

𝟐       

𝑬𝒈𝑭𝒇𝑮𝒆𝒅𝒆𝒏𝟐 =
𝑬 ∙ 𝒈 + 𝑭 ∙ 𝒇 + 𝑮 ∙ 𝒆

𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐
  

𝒆𝒇𝒈 = 𝒆 ∙ 𝒇 ∙ 𝒈 

 

𝑬𝑭𝑮 = 𝑬 ∙ 𝑭 ∙ 𝑮 

 

𝑬𝑭𝑮𝒅𝒆𝒏 =
𝑬 ∙ 𝑭 ∙ 𝑮

√𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐

 

 

𝑬𝑭𝑮𝒅𝒆𝒏𝟐 =  
𝑬 ∙ 𝑭 ∙ 𝑮

𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐
 

 

𝒔𝒆𝒄𝒐𝒏𝒅 =  𝒉𝒙𝒙 ∙ 𝒉𝒙𝒚 ∙ 𝒉𝒚𝒚 

 

𝒔𝒆𝒄𝒐𝒏𝒅𝒅𝒆𝒏 =
𝒉𝒙𝒙 ∙ 𝒉𝒙𝒚 ∙ 𝒉𝒚𝒚

√𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐

 

 

𝒔𝒆𝒄𝒐𝒏𝒅𝒅𝒆𝒏𝟐 =
𝒉𝒙𝒙 ∙ 𝒉𝒙𝒚 ∙ 𝒉𝒚𝒚

𝟏 + 𝒉𝒙
𝟐 + 𝒉𝒚

𝟐
 

 

𝒙 =
𝒉𝒙

𝒉𝒙𝒙
     

𝒚 =
𝒉𝒚

𝒉𝒚𝒚
 

 

𝒙𝒙 = 𝒉𝒙 𝒉𝒙𝒙      
𝒚𝒚 = 𝒉𝒚 𝒉𝒚𝒚 

 

𝒄𝒍 =  𝒉𝒙
𝟐  +  𝒉𝒚

𝟐  + 𝒉𝒙𝒚
𝟐  +  𝒉𝒙𝒙 

𝟐 +  𝒉𝒚𝒚
𝟐  

 

𝒑𝒏𝒃𝑨𝑨+ = 𝒉𝒙𝒙
𝟐 +  𝟐 ∙ 𝒉𝒙𝒚 +  𝒉𝒚𝒚

𝟐       

𝒑𝒏𝒃𝑨𝑨− = 𝒉𝒙𝒙
𝟐 −  𝟐 ∙ 𝒉𝒙𝒚 +  𝒉𝒚𝒚

𝟐  
 

𝒑𝒏𝒃𝑨+ = 𝒉𝒙
𝟐 +  𝟐 ∙ 𝒉𝒙𝒚 +  𝒉𝒚

𝟐       

𝒑𝒏𝒃𝑨− = 𝒉𝒙
𝟐 −  𝟐 ∙ 𝒉𝒙𝒚 +  𝒉𝒚

𝟐 
 

𝒑𝒏𝒃𝑩𝑩+ = 𝒉𝒙𝒙
𝟐 +  𝟐 ∙ 𝒉𝒙𝒙 ∙ 𝒉𝒚𝒚 +  𝒉𝒚𝒚

𝟐  

𝒑𝒏𝒃𝑩𝑩− = 𝒉𝒙𝒙
𝟐 −  𝟐 ∙ 𝒉𝒙𝒙 ∙ 𝒉𝒚𝒚 +  𝒉𝒚𝒚

𝟐  
 

𝒑𝒏𝒃𝑩+ = 𝒉𝒙
𝟐 +  𝟐 ∙ 𝒉𝒙 ∙ 𝒉𝒚 +  𝒉𝒚

𝟐      

𝒑𝒏𝒃𝑩− = 𝒉𝒙
𝟐 −  𝟐 ∙ 𝒉𝒙 ∙ 𝒉𝒚 +  𝒉𝒚

𝟐 
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𝒑𝒏𝒅𝒑𝑨 = 𝒉𝒙
𝟐 − 𝒉𝒚

𝟐           

𝒑𝒏𝒅𝒑𝑨𝑨 =  𝒉𝒙𝒙
𝟐 − 𝒉𝒚𝒚

𝟐  
 

𝒏𝒆𝒘𝑺𝑰 =  −
𝟐

𝝅
𝒂𝒓𝒄𝒕𝒂𝒏

𝑲+𝑯

𝑲−𝑯
      

𝒏𝒆𝒘𝑺𝑰𝑰 =  −
𝟐

𝝅
𝒂𝒓𝒄𝒕𝒂𝒏

𝑲 + 𝑯

𝑯 − 𝑲
   

𝒏𝒆𝒘𝑪 = √
𝑲𝟐 + 𝑯𝟐

𝟐
 

 

𝑺𝒇𝒐𝒏𝒅𝟏 =  −
𝟐

𝝅
𝒂𝒓𝒄𝒕𝒂𝒏

𝑬+𝑭+𝑮

𝑬+𝑮−𝑭
     

𝑺𝒇𝒐𝒏𝒅𝟐 =  −
𝟐

𝝅
𝒂𝒓𝒄𝒕𝒂𝒏

𝒆 + 𝒇 + 𝒈

𝒆 + 𝒈 − 𝒇
 

  

𝑪𝒇𝒐𝒏𝒅𝟏 = √𝑬𝟐+𝑭𝟐+𝑮𝟐

𝟐
      

𝑪𝒇𝒐𝒏𝒅𝟐 = √
𝒆𝟐 + 𝒇𝟐 + 𝒈𝟐

𝟐
   

𝒏𝒆𝒘𝑮𝒂𝒖𝒔𝒔𝒊𝒂𝒏 = 𝑲 ∙ 𝑯     

𝒏𝒆𝒘𝑴𝒆𝒂𝒏 =
𝑲 ∙ 𝑯

𝟐
 

 

𝒕𝒉𝒆𝒄𝒖𝒓𝒗𝒂𝒕𝒖𝒓𝒆 =
𝒌𝟏 + 𝒌𝟐 + 𝑲 + 𝑯

𝟒
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Appendix B – Empathy test  

In this module you will be asked questions to be answered on a scale from 1 to 
7, where: 

 
(1) = strongly disagree 
(2) = disagree 
(3) = slightly disagree 
(4) = neither agree nor disagree 
(5) = slightly agree 
(6) = agree 
(7) = strongly agree 
 

1. I very much enjoy and feel uplifted by happy endings. 

 

2. I cannot feel much sorrow for those who are responsible for their own 
misery. 

 

3. I am moved deeply when I observe strangers who are struggling to 
survive. 

 

4. I hardly ever cry when watching a very sad movie. 

 

5. I can almost feel the pain of elderly people who are weak and must 
struggle to move about. 

 

6. I cannot relate to the crying and sniffing at weddings. 

 

7. It would be extremely painful for me to have to convey very bad news 
to another. 
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8. I cannot easily empathize with the hopes and aspirations of strangers. 

 

9. I do not get caught up easily in the emotions generated by a crowd. 

 

10. Unhappy movie endings haunt me for hours afterwards. 

 

11. It pains me to see young people in wheelchairs. 

 

12. It is very exciting for me to watch children open presents. 

 

13. Helpless old people do not have much of an emotional effect on me. 

 

14. The sadness of a close one easily rubs off on me. 

 

15. I do not get overly involved with friends’ problems. 

 

16. It is difficult for me to experience strongly the feelings of characters in 
a book or movie. 

 

17. It upsets me to see someone being mistreated. 

 

18. I easily get carried away by the lyrics of love songs. 

 

19. I am not affected easily by the strong emotions of people around me. 

 

20. I have difficulty knowing what babies and children feel. 
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21. It really hurts me to watch someone who is suffering from a terminal 
illness. 

 

22. A crying child does not necessarily get my attention. 

 

23. Another’s happiness can be very uplifting for me. 

 

24. I have difficulty feeling and reacting to the emotional expressions of 
foreigners. 

 

25. I get a strong urge to help when I see someone in distress. 

 

26. I am rarely moved to tears while reading a book or watching a movie. 

 

27. I have little sympathy for people who cause their own serious illnesses 
(e.g., heart disease, diabetes, lung cancer). 

 

28. I would not watch an execution. 

 

29. I easily get excited when those around me are lively and happy. 

 

30. The unhappiness or distress of a stranger are not especially moving for 
me.  
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Appendix C – Alexithymia test  

In this module you will be asked questions to be answered on a scale from 1 to 
5, where: 

 
(1) = strongly disagree 
(2) = disagree 
(3) = neither agree nor disagree 
(4) = agree 
(5) = strongly agree 
 

1. I am often confused about what emotion I am feeling. 

 

2. It is difficult for me to find the right words for my feelings. 

 

3. I have physical sensations that even doctors do not understand. 

 

4. I am able to describe my feelings easily. 

 

5. I prefer to analyze problems rather than just describe them. 

 

6. When I am upset, I do not know if I am sad, frightened, or angry. 

 

7. I am often puzzled by sensations in my body. 

 

8. I prefer to just let things happen rather than to understand why they 
turned out that way. 

 

9. I have feelings that I cannot quite identify. 
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10. Being in touch with emotions is essential. 

 

11. I find it hard to describe how I feel about people. 

 

12. People tell me to describe my feelings more. 

 

13. I do not know what is going on inside me. 

 

14. I often do not know why I am angry. 

 

15. I prefer talking to people about their daily activities rather than their 
feelings. 

 

16. I prefer to watch “light” entertainment shows rather than psychological 

dramas. 

 

17. It is difficult for me to reveal my innermost feelings, even to close 
friends. 

 

18. I can feel close to someone, even in moments of silence. 

 

19. I find examination of my feelings useful in solving personal problems. 

 

20. Looking for hidden meanings in movies or plays distracts from their 
enjoyment.  
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Appendix D – Real-time FER 
application  

 

Figure 0.1 - rsGUI main screen 
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Figure 0.1 shows the main screen. 
In the upper half of the screen there are two boxes that display video streams 

frame-by-frame; on the left the RGB stream, on the right the Depth stream. 
In the bottom-left of the screen there is a panel dedicated to the input data that 

must be processed. It is possible to select single images, recorded videos (Recorded 
Sequence), or to use the live stream (Real-time Streaming) acquired with an Intel 
RealSense camera, if connected and compatible with librealsense2, that is the last 
version of the Software Development Kit provided by Intel. 

The real-time streaming tab inside the input panel allows to make some choices 
regarding the video stream parameters Figure 0.2. 

 

 

Figure 0.2 - rsGUI real-time streaming tab 

Four groups of radio buttons allow to choose one option regarding the 
resolution of the color stream, for the color frame rate, for the depth resolution and 
for the depth frame rate. In this application only the main options are available for 
two reasons: not all the options are available for all the RGB-D cameras. 
Experiments have been conducted with Intel RealSense SR300, nonetheless the 
possibility of using SR305 and D435 is maintained preserving the options available 
for all these RGB-D cameras. Moreover, sensors’ firmware upgrade quite often, 

enabling some new features and disabling some others lesser used by the users (the 
firmware is the software that controls the device’s hardware at low-level). 

The best depth resolution (640 x 480) is always chosen to provide the best depth 
image possible, which provides the geometrical information, while the color 
resolution is typically set at 640 x 480 to favor the alignment process. 

Frame rate, both for color and depth streams, is typically set at 30 FPS. Of 
course, the more is the value selected for the frame rate, the least is the resolution 
available. However, it is not necessary to pay too much attention to this parameter, 
because the application can adapt the frame rate according to the current load of the 
following data processing steps.  
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A label allows to understand if a device is connected. If it is connected, the 
information regarding the device model is displayed. 

Finally, a checkbox permits to take an important decision: to align or not to 
align the color stream to the depth stream. If the streams are not aligned, all the 
information acquired by the color and the depth sensor is preserved; otherwise, 
there is surely a loss of information, but every single pixel is aligned, so that there 
is a one-to-one correspondence between pixels in color frames, representing texture 
information, and depth frames, representing the distance of that point from the 
camera. 

The feature extraction panel on the bottom right of the screen contains two tabs: 
the first one is designed to provide the possibility of displaying gradients and 
descriptors in real-time; this functionality has been implemented to give the 
opportunity of better analyzing the geometrical features acquired by the depth 
sensor and, eventually, to be ready to feed the neural network with a channel 
containing this kind of information. The second tab is designed to activate the face 
expression recognition through a neural network provided as an .h5 model (Figure 
0.3). 

 

 

Figure 0.3 - rsGUI FER with CNN 

The user can control the CNN activation through a checkbox. Once that the 
application is running, the numerical values, output of the neural network, identify 
the degree of membership for every emotion that the CNN aims to recognize, i.e. 
the six basic emotions (anger, disgust, fear, happiness, sadness, surprise) and the 
neutral face, namely the absence of expressed emotions. 

On the right of the panel the recognized expression, evaluated as the emotion 
with the highest score is displayed, as well as the actual frame rate. This information 
is useful to understand how much the downgrade from the frame rate selected at the 
beginning of the session is in order to take countermeasure. This means to evaluate 
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if the frame rate can be still considered real-time or if it is necessary to simplify one 
or more steps in data processing. 
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