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H I G H L I G H T S  

• A new model for estimating the energy consumption of greenhouses is provided. 
• A plant model is coupled to consider the crop effects on thermal and mass balances. 
• The proposed model allows the user to simulate also variable angular speed fans. 
• The model was successfully validated against real monitored data. 
• Electrical energy consumption decreases by 25% using variable angular speed fans.  

A R T I C L E  I N F O   
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A B S T R A C T   

Controlled environment agriculture in greenhouse is a promising solution for meeting the increasing food de-
mand of world population. The accurate control of the indoor environmental conditions proper of greenhouses 
enhances high crop productivity but, contemporarily, it entails considerable energy consumption due to the 
adoption of mechanical systems. This work presents a new modelling approach for estimating the energy con-
sumption for climate control of mechanically ventilated greenhouses. The novelty of the proposed energy model 
lies in its integrated approach in simulating the greenhouse dynamics, considering the dynamic thermal and 
hygric behaviour of the building and the dynamic response of the cultivated crops to the variation of the solar 
radiation. The presented model simulates the operation of the systems and the energy performance, considering 
also the variable angular speed fans that are a new promising energy-efficient technology for this productive 
sector. The main outputs of the model are the hourly thermal and electrical energy use for climate control and the 
main indoor environmental conditions. The presented modelling approach was validated against a dataset ac-
quired in a case study of a new fully mechanically controlled greenhouse during a long-term monitoring 
campaign. The present work contributes to increase the knowledge about the dynamics and the energy con-
sumption of greenhouses, and it can be a valuable decision support tool for industry, farmers, and researchers to 
properly address an energy efficiency optimisation in mechanically ventilated greenhouses to reach the overall 
objective of decreasing the rising energy consumption of the agricultural sector.   

1. Introduction 

The last estimations of United Nations predict that world population 
could reach up to 10.1 billion of people in 2050 [1]. A similar demo-
graphical growth makes meeting the future food demand an issue of 
primary importance. Controlled Environment Agriculture (also known 

as protected agriculture) [2] may considerably contribute to meet the 
future food demand due to its high productivity [3]. The most wide-
spread and efficient solutions for Controlled Environment Agriculture 
are greenhouses with a mechanical control of the indoor environment, 
focus of the present work. In this building type, in fact, climate control 
system manages the indoor environmental parameters (e.g. air tem-
perature, relative humidity, CO2 concentration and light) to provide the 
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Nomenclature 

A , ̃A Sets of simulated and measured values (indoor air 
temperature) 

B , ̃B Sets of simulated and measured values (indoor relative 
humidity) 

C , ̃C Sets of simulated and measured values (electrical energy 
consumption) 

Agh Greenhouse floor area [m2] 
Agl Area of a surface of the greenhouse envelope [m2] 
aflow − cflow Regression coefficients for fan ventilation flow rate 
aperf − iperf Regression coefficients for fan performance 
〈CCO2 i〉 Indoor CO2 concentration [ppm] 
Cgh Greenhouse heat capacity [kJ K− 1] 
cair Air specific heat capacity [J kg− 1 K− 1] 
Cv(RMSE) Coefficient of variation of the RMSE [%] 
Eel Electrical energy consumption [kWh] 
Eel cool Electrical energy consumption for cooling ventilation 

[kWh] 
Eel deh Electrical energy consumption for dehumidification [kWh] 
Eth Thermal energy consumption [kWh] 
Fv View factor [− ] 
gsc Total solar transmission coefficient of the screen [− ] 
Htr em Heat transfer coefficient [W K− 1] 
Htr fen Heat transfer coefficient [W K− 1] 
Htr is Heat transfer coefficient [W K− 1] 
Htr ms Heat transfer coefficient [W K− 1] 
Htr,1 Heat transfer coefficient [W K− 1] 
Htr,2 Heat transfer coefficient [W K− 1] 
Htr,3 Heat transfer coefficient [W K− 1] 
Hve Ventilation heat transfer coefficient [W K− 1] 
ht Sensible heat transfer coefficient due to transpiration 

[W m− 2 K− 1] 
i i-th fan of the greenhouse 
j j-th simulation time-step 
k k-th surface of the greenhouse envelope 
LAI Leaf Area Index [m2 m− 2] 
mLAI Slope of the LAI function [m2 m− 2] 
ṁvap Plant transpiration water vapour flow [mgvap m− 2 s− 1] 
MBE Mean Bias Error [%] 
nach Ventilation air changes [h− 1] 
nfan Number of adopted fans 
nset Cardinality of a set of elements 
nsim Number of simulation time-steps 
nsur Number of envelope surfaces 
patm Atmospheric pressure [Pa] 
pv Water vapour pressure [Pa] 
pvs Saturation water vapour pressure [Pa] 
qLAI y-intercept of LAI function [m2 m− 2] 
Rb Tipping coefficient of the solar radiation [− ] 
RHi Indoor air relative humidity [%] 
RHi max Maximum indoor air relative humidity [%] 
RHo Outdoor air relative humidity [%] 
RMSE Root Mean Square Error 
SFP Specific fan performance [m3 Wh− 1] 
SFPfix Specific fan performance of fixed angular speed fans 

[m3 Wh− 1] 
SFPvar Specific fan performance of variable angular speed fans 

[m3 Wh− 1] 
SHGC Solar Heat Gain Coefficient [− ] 
U − value Stationary thermal transmittance [W m− 2 K− 1] 
Vgh Greenhouse net volume [m3] 

V̇air Ventilation air flow [m3 h− 1] 
V̇cool Ventilation air flow for cooling [m3 h− 1] 
V̇deh Ventilation air flow for dehumidification [m3 h− 1] 
V̇fan fix Ventilation flow rate of fixed angular speed fans [m3 h− 1] 
V̇fan var Ventilation flow rate of variable angular speed fans 

[m3 h− 1] 
V̇inst Maximum greenhouse ventilation capacity [m3 h− 1] 
VPD Vapour Pressure Deficit [Pa] 
xair i Indoor air humidity ratio [gvap kgair] 
xair i MAX Maximum indoor air humidity ratio [gvap kgair] 
xair sup Supply air humidity ratio [gvap kgair] 
z1− 6 Regression coefficients 
γfloor Calibration parameter for the floor [− ] 
γglass Calibration parameter for glazed surfaces [− ] 
γhig Calibration parameter for the greenhouse hygric capacity 

[− ] 
γm LAI Calibration parameter for LAI function slope [− ] 
γq LAI Calibration parameter for LAI function y-intercept [− ] 
γth Calibration parameter for the greenhouse thermal capacity 

[− ] 
Δθair i Thermal gradient inside the greenhouse [◦C] 
ΔEel Energy consumption deviation [%] 
Δpst Static pressure difference between inside and outside [Pa] 
Δτ Time step duration [s] 
δ Dimensionless coefficient for plant transpiration [− ] 
ε Direct saturation effectiveness of the evaporative pads [− ] 
ηH Global efficiency of the heating system [− ] 
θair i Indoor air temperature [◦C] 
θair i(0) Indoor air temperature (0 W m− 2 of heat load) [◦C] 
θair i(10) Indoor air temperature (10 W m− 2 of heat load) [◦C] 
θair o Outdoor air temperature [◦C] 
θair o db Dry-bulb temperature of outdoor air [◦C] 
θair o wb Wet-bulb temperature of outdoor air [◦C] 
θair sup Supply air temperature [◦C] 
θm Building mass temperature [◦C] 
θs Temperature of the indoor building surface [◦C] 
θset C Air set point temperature for cooling [◦C] 
θset H Air set point temperature for heating [◦C] 
λ Latent heat of vaporisation of water [MJ kg− 1] 
μ Angle between beam solar radiation and the normal to the 

surface [◦] 
ρair Volumetric mass density of air [kg3 m3] 
σ Psychrometric constant [Pa K− 1] 
τ Time instant [s] 
ϕH/C nd Supplemental heat load for heating or cooling [W] 
ϕH/C nd(10) Heating or cooling load considering 10 W m− 2 [W] 
ϕia Convective heat flow [W] 
ϕim Radiative heat flow [W] 
ϕlat i Latent heat load due to plant transpiration [W] 
ϕm tot,j Total heat flow during the j-th hourly time-step [− ] 
ϕsens i Solar sensible heat gain (after plant transpiration) [W] 
ϕst Radiative heat flow [W] 
ϕsol b Beam outdoor solar radiation on horizontal plane [W m− 2] 
ϕsol d Diffuse outdoor solar radiation on horizontal plane 

[Wm− 2] 
ϕsol i Solar radiation that enters inside the greenhouse [W] 

X, ̃X Simulated and measured generic time profiles 
χj, χ̃ j Simulated and measured generic value 

Ψ, Ψ̂ Initial and optimal set of calibration parameters 
Ω, Ω̂ Initial and optimal set of calibration parameters 
ω Coefficient for water vapour sorption and storage [− ]  

A. Costantino et al.                                                                                                                                                                                                                             



Applied Energy 288 (2021) 116583

3

adequate indoor microclimate for crop growth also in climates and 
seasons in which the outfield cultivation would be otherwise impossible 
[3] (e.g. exotic plants can be cultivated at higher latitudes [4]). In this 
way, climate control of greenhouses enhances the possibility to cultivate 
crops near the locations of consumption, reducing the transportation 
with the related greenhouse gas emissions and the amount of food that 
perishes during this process [3]. 

The precise control of the indoor environmental conditions brings 
each plant to its genetic potential [5], increasing the quality and espe-
cially the quantity of the production [6]. It is estimated that the 
greenhouse yield referred to the unit of productive surface is between 10 
[7] and 20 times higher than the open-field one [8]. For example, the 
yield of strawberry production is estimated to be 0.5 kg m− 2 annum− 1 in 
open fields, while in greenhouses it reaches 7.3 kg m− 2 annum− 1 [9]. 
Tomatoes can have an open-field yield of 7.5 kg m− 2 annum− 1, while in 
greenhouses the yield exceeds 68 kg m− 2 annum− 1 [10]. The increased 
cultivation yield is possible at the expense of a considerable energy 
consumption due to climate control. The open-field cultivation of one kg 
of strawberries, for example, needs around 0.20 kWh considering both 
direct thermal and electrical energy (1 kWh = 3.6 MJ), while the open 
field cultivation of tomatoes needs 0.26 kWh kg− 1. When the cultivation 
of these crops is carried out in climate-controlled greenhouses, those 
energy consumptions dramatically increase, being 4.60 kWh kg− 1 for 
strawberries and 17.50 kWh kg− 1 for tomatoes (elaboration from 
[9,10]). These high energy consumptions make the greenhouse crop 
cultivation an energy-intensive activity in the framework of the agri-
cultural industry [3]. According to International Energy Agency, in the 
Netherland (a country characterised by a high greenhouse production), 
the energy consumption of the agricultural sector is increasing due to 
the expansion of greenhouse crop cultivation [11]. 

Most of the energy consumption of greenhouses is due to heating 
which can need up to 530 kWh m− 2 annum− 1 in cool climates (such as 
the Scandinavian [12] and British one [13]) or up to 440 
kWh m− 2 annum− 1 in warmer ones, such as in the Mediterranean area 
[12]. Heating represents between 65 and 85% of the total greenhouse 
energy consumption while the remaining share is due to electrical fa-
cilities, such as fans and actuators needed to cool the greenhouse [14]. 
The high solar radiation that enters the greenhouse through the glazed 
envelope, in fact, can considerably increase the indoor air temperature 
with detrimental effects for the cultivated crops. For this reason, cooling 
ventilation through fans and other cooling strategies [15] are adopted in 
greenhouse, increasing even more the energy needed by this building 
type. The high energy consumption that characterises greenhouse crop 
production is not only an environmental issue, but it considerably affects 
the production costs. The installation of the heating systems of green-
houses, in fact, represents between 30 and 60% of the total initial in-
vestment cost [16], while the use of energy is the second highest 
financial running cost after labour [3,14], accounting between 10 and 
30% of the total cost of the production [12]. 

In this framework, the reduction of the energy demand of green-
houses can be identified as a key industry sustainable development goal 
[3] since it involves the three pillars of sustainability. Reducing this 
energy consumption, in fact, would increase the environmental sus-
tainability (lower use of resource), the financial sustainability (lower 
financial cost) and social sustainability (higher food security). For this 
reason, a great attention is being paid on producing greenhouse crops in 
an energy-efficient manner [14], reducing the use of fossil fuels [8], 
replacing them by renewable energy sources through the use, for 
example, of heat pumps [17], biomass [18] or anaerobic digestion [12]. 

To do so, specific energy simulation models for greenhouses are 
needed since they make it possible to assess the effectiveness of energy- 
efficient solutions for greenhouse design and retrofit. The dynamic 
behaviour of greenhouse indoor climate is a combination of physical 
processes involving energy and mass transfer and is strongly affected by 
several time-varying features, such as the outside weather conditions, 

the type and state of the cultivated crops, the adopted climate control 
system and its operation strategy [19]. The development of these models 
is a complex task because a normative framework lacks at European 
level. The European Union standard EN-13031-1 [20], in fact, provides 
only the rules for structural design and construction of greenhouses 
without giving any indications for the assessment of the greenhouse 
energy performance. In addition, ready to use building energy simula-
tion tools such as TRNSYS and EnergyPlus are not suitable for simulating 
this building type since they do not adequately describe the physical 
processes of heat and mass transfer which occur in a greenhouse [21] 
and very complicated modifications are needed for this purpose [22]. 
For example, the effects of plant transpiration are omitted or excessively 
simplified connecting external models to the building energy simulation 
tool for simulating this phenomenon, but this solution does not make it 
possible to consider the plant-environment interaction. To fill this gap, 
several Authors in literature developed customized energy simulation 
models with different purposes. Most of these models are simplified in 
some features (e.g. control, modelling of the thermal inertia and system 
operation) or, on the contrary, are very complex. Complex models 
require several iterations that weigh the calculation down prevent them 
to be used to perform simulations in several scenarios characterized by 
different greenhouse configurations, an issue that considerably limits 
the use of these models among stakeholders (e.g. practitioners, farmers 
and industry). In addition, most of the already developed models 
enhance the improvement of the greenhouse energy performance opti-
mizing the control strategy (operational stage), while few of them 
improve the energy performance focusing on an energy-efficient selec-
tion of the envelope and equipment during the design stage. The energy 
design of greenhouse, in fact, is usually a sort of “pre-selected scheme” in 
which fundamental issues such as the several possibilities that are pro-
vided by envelope and system technologies are not considered in detail. 
Reliable energy simulation models can break that “pre-selected scheme” 
since they can evaluate the effectiveness of new technologies and of 
innovative solutions, providing to stakeholders a clearer idea of the 
typical energy performance (and running cost) of the considered 
greenhouse, under typical conditions. Such simulation models, there-
fore, could significatively improve the energy design of new green-
houses and enhance the retrofit of old ones, increasing the energy saving 
and the crop production. 

Objective of this work is to develop and validate a dynamic energy 
simulation model for assessing the indoor environmental conditions and 
the energy performance for climate control of fully-mechanically 
ventilated greenhouses. The present model is developed for being a 
decision support tool for stakeholders in the energy design and retrofit 
stages of greenhouses. The novelty of this work is to propose a reliable 
energy model able to simulate the greenhouse dynamics (e.g. thermal 
and hygric behaviour of the building, dynamic response of the crops) 
and the consequent dynamic response of the climate control systems. A 
deep attention is paid in modelling the climate control and the climate 
equipment that are mainly adopted in fully-mechanically ventilated 
greenhouses, in particular to variable angle speed fans. These equipment 
represent a new promising energy-efficient technology for the green-
houses sector, but reliable energy simulation models that integrate them 
are not present in literature. The present model integrates them (a 
novelty in literature), representing a first step toward the improvement 
of the knowledge about their effectiveness and their sizing. 

The paper is organized as follows. The dynamics that characterise the 
indoor environment of a greenhouse that should be considered during 
the development of an energy simulation model of such enclosures are 
described in Section 2. In Section 3, the developed energy simulation 
model is described together with the different calculation modules and 
the relative equations. In Section 4, the reliability of the presented 
model is proved through a validation against a real dataset. In Section 5, 
the potentialities of the presented energy simulation model are high-
lighted through a numerical example comparing the indoor environ-
mental conditions and energy performance of similar greenhouses in 
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different climate conditions. The concluding remarks are presented in 
Section 6. 

2. Interactions between plants and the greenhouse enclosure 

The energy modelling of greenhouses is challenging since this 
building type is characterised by peculiar features that are uncommon in 
other building types, such as the dimension of the enclosure, a total 
glazed envelope that entails high solar heat gains and high transmission 
heat losses. Furthermore, greenhouses are densely populated by plants 
that react in a specific way mainly to indoor air temperature (θair i), 
relative humidity (RHi), CO2 concentration (〈CCO2 i〉), and solar radia-
tion entering in the greenhouse (ϕsol i) [3]. 

A fundamental interaction between plants and the greenhouse 
environment is plant transpiration, a process that converts between 30 
and 50% of the incoming solar radiation into latent heat. The driver of 
the transpiration is the Vapour Pressure Deficit (VPD), with the “deficit” 
that is defined as the difference between the vapor pressure in the air 
and the saturated vapor pressure value. The smaller the difference, the 
more moisture-laden the air will be. The larger the difference, the drier 
the air will be. The use of VPD is widespread in the greenhouse pro-
duction since this parameter is independent of θair i and RHi [23]. Crop 
foliage surface deeply affects the transpiration rate and its extension is 
evaluated through the Leaf Area Index (LAI), defined as leaf area per 
unit of greenhouse surface [24]. 

Active climate control systems enhance a precise control of the in-
door climate conditions of the greenhouse. These systems provide sup-
plemental heat through equipment such as gas air heaters or boilers. In 
this way, θair i can be maintained over the minimum indoor air tem-
perature (θset H). On the contrary, mechanical cooling ventilation is 
activated when θair i has to be maintained below a maximum indoor air 
temperature (θset C). Cooling ventilation is supplied by a set of box or 
cone extraction fans provide a bay-flow or a cross-bay flow using out-
door fresh air maintaining the air speed below 0.75 m s− 1 to avoid 
negative effects on CO2 uptake of plants due to high air velocities [25]. 
Another strategy to decrease θair i is the reduction of the solar radiation 
that enters inside the greenhouse (ϕsol i). In greenhouses, the ϕsol i is 
maximized during the cool season for enhancing plant photosynthesis 
and reducing the supplemental heating need, but it must be controlled 
during the warm season to avoid the overheating of the enclosure. For 
this purpose, reflective-diffusive screen systems, mixed glass- 
photovoltaic panels [26] or external film of calcium carbonate are 
adopted [27]. When cooling ventilation and solar radiation reduction 
are not enough to maintain θair i below θset C, evaporative cooling is 
adopted. 

RHi is another parameter that is carefully controlled inside green-
houses. RHi is maintained above 50%, since lower RHi values would 
increase the plant evaporation losses beyond its capacity of replacing the 
water lost, resulting in wilting, and burning of growing tips. Values of 
RHi higher than 80%-90% should be avoided since they would favour 
the proliferation of fungal pathogenic organisms [25]. RHi is controlled 
through extraction fans that are used to provide an airflow of fresh 
outdoor air that enters through a set of upper gable shutters automati-
cally opened and closed to maintain a constant value of static pressure 
between inside and outside the greenhouse (Δpst). In some situations, 
outdoor air can be characterized by a higher value of humidity ratio than 
indoor air. In these situations, ventilation cannot be used to decrease RHi 

since to inlet outdoor air in the enclosure would further increase RHi. 
Therefore, the only solution to decrease RHi is the activation of the 
heating system: the increase of θair i causes a consequent decrease of RHi 

(the humidity ratio of indoor air remains constant in this psychrometric 
transformation). 

The indoor CO2 concentration (〈CCO2 i〉) is also controlled in green-
houses to avoid CO2 compensation point of plants. This condition occurs 
when the amount of CO2 absorbed by photosynthesis is the same 

released by plant respiration, with detrimental consequences for plant 
growth [28]. In greenhouses, 〈CCO2 i〉 is maintained at adequate levels 
through ventilation with the exception of cold days in which CO2 
enrichment (a direct injection of CO2 inside the enclosure) is preferred 
[29]. CO2 enrichment is also performed to enhance plant growth over a 
normal level [29]. 

3. Model structure 

3.1. Modelling background 

As previously described, the dynamics inside a greenhouse are 
several and complex. The climate control systems that are adopted in 
greenhouses to control the indoor environmental conditions are 
different not only from the ones of other building types, but several 
differences can be found also between the ones of different types of 
greenhouses. 

For these reasons, standardized calculation models for the estimation 
of the overall energy consumptions for climate control in greenhouses 
do not exist. On the contrary, various customized energy simulations 
models for this purpose have been developed, as described by the history 
of greenhouse model development presented in [30]. Analysing the 
recent scientific literature and the main reviews on this topic [3,31], 
different models developed for different and specific purposes can be 
found. Van Beveren et al. [32,33] developed a dynamic energy simu-
lation model for optimizing the energy inputs of greenhouses working 
on the indoor environmental conditions. Lin et al. [34] applied the en-
ergy model developed by Van Beveren et al. [32,33] for improving the 
energy efficiency and the operating costs of Venlo-type greenhouses in 
South Africa analysing different control strategies. Chen et al. [35] 
developed a model for estimating the energy consumption of green-
houses through a model optimized prediction methodology in which the 
uncertain parameters of a physical model of the greenhouse were cali-
brated using optimization algorithms. Altes-Buch et al. [36] developed 
an open-source model in Modelica for simulating greenhouse climate 
and its complex interactions with thermal systems (e.g. CHP and heat 
pumps). Ahamed et al. [22] modelled the dynamic requirements of a 
solar greenhouse using TRNSYS and highlighting that this simulation 
tool is not suitable for simulating the greenhouse thermal environment 
since very complicated modifications are needed for this purpose. 
Similarly, Vadiee and Martin [8] developed an energy simulation model 
in TRNSYS to improve the overall energy performance of Swedish 
greenhouses. Taki et al. [37] developed a dynamic simulation model to 
estimate the indoor air temperature in six spots of the greenhouse with 
the aim of analysing the effects of thermal screen on the greenhouse 
energy consumption and on the indoor environmental conditions. 
Mobtaker et al. [38] developed a dynamic energy simulation model to 
predict the main greenhouse indoor temperature (e.g. air, soil and walls) 
with the aim of analysing the thermal energy losses and solar heat gains 
of different greenhouses shapes. A model for a similar purpose (the 
estimation of the main indoor temperatures of greenhouses) was 
developed by Joudi and Farhan [39], while the dynamic energy model 
of Reyes-Rosas et al. [40] was developed for a similar purpose (the 
estimation of greenhouse indoor air, soil and cover temperatures) but it 
was tailored for naturally ventilated greenhouses. Zhang et al. [41] 
developed a dynamic energy model in MATLAB environment that in-
corporates the dynamic absorbance and transmittance values of the 
greenhouse cover. Golzar et al. [31] proposed a coupled model to assess 
the greenhouse energy demand and crop yield for analysing with a high 
temporal resolution the potential of renewable energy use and the ef-
fects of different indoor environmental conditions on the crop yield. The 
work of Ward et al. [21] is different from other ones since it adopts the 
energy simulation model developed by Brown et al. [42] to analyse the 
retrofit opportunities for historic ornamental greenhouses (also known 
as “glasshouses”) in United Kingdom. Recently, greenhouse energy 
models have been coupled with building energy model with the aim of 
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exploring the potentiality of Urban-Integrated 
Agriculture. For example, Jans-Singhet al. [43] co-simulated a 

rooftop greenhouse integrated on the top of a school building. The co- 
simulation was performed through EnergyPlus (school building simu-
lation) and a MATLAB model (greenhouse simulation). A similar anal-
ysis was carried out through WUFI commercial software by Gholami 
et al. [44]. These studies are of a foremost importance since they 
improve the integration of greenhouses in human buildings making it 
possible fine-tuning the exploitation of building waste streams (e.g. CO2 
and exhausted warm air) as input of the greenhouse and, contempo-
rarily, to evaluate the extent to which greenhouses can contribute to 
decrease the building cooling and heating energy demand. 

This literature analysis shows that different types of greenhouse 
energy simulation models are present in literature. Some models are 
mainly focused on estimating indoor temperatures (e.g. air and soil 
temperatures) while others aim at decreasing the energy consumption of 
greenhouses but, in many cases, they were tailored for a specific 
greenhouse. In addition, those models are to be used during the opera-
tive stage of the greenhouses, since they aim at optimizing the climate 
control strategies once selected a given envelope and climate control 
system. On the contrary, the energy simulation model that is presented 
in this work aims at improving the energy performance of the green-
houses through an energy energy conscious design and/or retrofit, 
enhancing the comparison between a wide range of configurations of 
envelope and systems of the considered greenhouse. 

As just presented, several greenhouse energy simulation models 
developed for different purposes are present in literature. Despite the 
differences, all the energy simulation models for greenhouses can be 
grouped in three different categories, as reported in [3]: first-principle, 
data-driven and hybrid energy models, as schematized in Fig. 1. 

First-principle energy models (also known as white-box models) re-
lies on a mathematical set of physical and empirical equations that 
describe the thermal behaviour of the greenhouse. The development of a 
first-principle energy model depends on a deep knowledge of the system 
physics and of the properties of both envelope and HVAC system. A 
negative aspect of first-principle energy models is that a great effort is 
required in the calibration stage. Instead, data-driven energy models 
(also known as black-box models) avoid these problems since they are 
based on large datasets of real measured data that are used to formulate 

a prediction using algorithms (such as Bayesian network [45] or ma-
chine learning [46]) to seek relations between input and output data. 
Data-driven energy models can simulate with a good accuracy the 
thermal behaviour of an existing building, but it is unsuitable for the 
design stage, since measured data are not available, and to obtain 
generalized results that does not refer to an existing case study. Hybrid 
energy models (also known as grey-box models) [47,48] are a compro-
mise between the previously presented models (white-box models) since 
they rely on both physical equations and real datasets. The adoption of 
hybrid energy models represents an interesting choice when the 
knowledge of the problem physics is incomplete or there is a lack of data. 
Since the objective of this work is to develop an energy simulation model 
with a detailed modelling of HVAC system (especially for the new var-
iable angular speed fans) to be used to obtain generalized results also for 
design purposes, data-driven and hybrid energy models are not 
considered the best solutions for the present work and first-principle 
energy models are preferred. 

First-principle energy models (within which the presented model 
falls) can be divided in two subgroups: steady-state and dynamic energy 
models, as visible in the schematization of Fig. 1. The steady-state 
models, in turn, can be further classified in:  

• fully-steady-state models;  
• quasi-steady-state models. 

Fully-steady-state models adopt a very large time-step (up to one 
month) and consider only the steady-state part of the energy balance 
equation, neglecting any transient term, such as the energy storage in 
the building thermal mass. Jolliet et al. [49] developed a steady-state 
model to study the thermal energy balance of greenhouses, that repre-
sented an intermediate solutions between very simple models of low 
precision and precise (but time consumptive) dynamic models. Singh 
and Tiwari [50] performed steady state analyses to determine the best 
shape of the greenhouses to maintain the adequate indoor air temper-
ature and to minimize the energy consumptions. Campiotti et al. [51] 
developed a fully-steady-state model for greenhouses for calculating the 
reduction of the energy consumption in the framework of Italian 
legislation. 

The complexity of steady-state models increases in quasi-steady-state 

Fig. 1. Classification (red dotted contour) of the energy simulation model presented in this work according to the existing literature. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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models [52], since an adjusting parameter is introduced to consider the 
heat storage phenomenon. 

Dynamic energy models are more complex to implement, are char-
acterised by short time-steps (one hour or less) and provide more reli-
able results. They can be classified in:  

• dynamic energy models with one lumped temperature;  
• dynamic energy models with more than one lumped temperature;  
• detailed dynamic simulation models. 

Dynamic energy models with lumped temperatures (one or more) are 
usually customized models implemented in different codes to solve a set 
of energy balance equations [39]. In this type of energy model, HVAC 
system is usually not modelled in detail due to its complexity [3]. To 
enhance the simulation of HVAC systems, detailed dynamic simulations 
performed in Building Energy Simulation tools (BES), such as Ener-
gyPlus and TRNSYS, are preferred. Chen et al. [53] developed a nu-
merical model in EnergyPlus to study the thermal performance of a 
passive solar greenhouse. Rasheed et al. [54] developed a dynamic en-
ergy simulation model of a greenhouse to study the effect of screens 
(characterized by different materials and control strategies) on the 
thermal energy requirements of greenhouses. Bambara and Athienitis 
[55] developed a dynamic energy model of a greenhouse in TRNSYS to 
identify the most cost-effective cladding design for a specific 
greenhouse. 

BES tools enable accurate simulation of the most common types of 
HVAC systems, but they are not suitable for simulating the greenhouse 
environment and the new technologies and HVAC systems typical of 
greenhouses, since they were developed for “civil” buildings and since 
their level of customizability is low [22,56]. Furthermore, BES tools do 
not account peculiar phenomena that usually take place inside green-
houses and strongly influence the energy balance, such as plant tran-
spiration and plant growth. To consider the effects of these phenomena, 
models that simulate them are integrated into the energy model, origi-
nating the so-called coupled energy models [3,52]. 

In this framework, the energy model presented in this work can be 
classified as a first-principle coupled dynamic energy simulation model, 
as shown by the red dotted contour present in Fig. 1. This classification 
depends on the fact that the core of the developed model is a set of 
physical equations that are used for solving a dynamic energy balance 
characterised by one lumped temperature (θair i). The presented model is 
also considered coupled since integrates a plant transpiration model for 
correctly setting the moisture balance and estimating the reduction of 
the solar radiation heat gain. Furthermore, in the present model the 
HVAC system is modelled in detail considering the presence of several 
equipment, with a particular focus on variable angular speed fans, a new 
energy-efficient technology that is spreading in greenhouses. The 
modelling of this technology is a novelty in literature. 

3.2. Model workflow 

The presented energy simulation model was developed in a spread-
sheet environment and it is made by nine calculation modules that were 
developed for modelling all the relevant greenhouse subsystems and the 
plant transpiration. The developed calculation modules are the 
following:  

• Preliminary calculation module  
• Solar radiation module  
• Plant transpiration module  
• Thermal balance module  
• Moisture balance module  
• Heating system module  
• Cooling pad efficiency module  
• Dehumidification ventilation system module  
• Cooling ventilation system module 

The previously presented modules are organised as shown in Fig. 2, 
where the entire workflow of the developed simulation model is pre-
sented. Preliminary stage of the simulation is the user input of constant 
parameter (block “Input” in the workflow of Fig. 2), such as the thermo- 
physical and optical properties of the envelope, the geographical loca-
tion of the greenhouse and the climate control features (e.g. air set point 
temperatures and fan models). Some details about the crop type, such as 
the LAI, are also requested in this phase. In the following stage, the 
model starts with the “Preliminary calculations module” to determine all 
the variables that are needed for the subsequent steps, such as the heat 
transfer coefficients and the total building fabric heat capacity. After the 
preliminary calculations, a calculation loop (represented in Fig. 2 by a 
dotted contour) is repeated for each time-step of the simulation. Each 
loop begins with the calculations of the “Solar radiation module” aimed 
at determining the hourly solar angles to estimate the total solar radi-
ation reaching the crops. This value is an input of the “Plant transpira-
tion module” that estimates the rate of water vapor released by the crops 
and the reduction of sensible heat from solar radiation due to crop 
transpiration. Using these values, the sensible energy balance is solved 
(“Thermal balance module”) for providing the inputs for the estimation 
of RHi (“Moisture balance module”). If RHi exceeds the maximum limit 
value (RHi max), the model calculates the needed dehumidification 
ventilation flow rate (V̇deh, in “Dehumidification ventilation system 
module”) and then the electrical energy consumption for dehumidifi-
cation. The obtained V̇deh is used to update the thermal and moisture 
balances. If RHi is below the limit, the model evaluates if θair i is between 
θset H and θset C. If θair i falls in this range, neither heating nor cooling is 
needed and θair i is in free-floating conditions. If θair i falls out of the 
range and heating is needed (θair i < θset H), the model updates the 
thermal balance, calculates the theoretical thermal energy need 
(“Heating system module”) and the actual thermal energy consumption 
(considering the heating system efficiency). If cooling is needed 
(θair i > θset C), the model updates the thermal balance, calculating the 
cooling load that has to be provided to the greenhouses to reach θset C. 
This estimated cooling load is only theoretical since the model considers 
that no mechanical cooling system is present in the simulated green-
house and θair i is decreased using cooling ventilation. For this reason, 
the obtained theoretical cooling load is converted in a ventilation air 
flow rate (“Cooling ventilation system module”) considering also the 
activation of evaporative pads (“Cooling pad efficiency module”). After 
this stage, the actual electrical energy consumption is calculated, and 
the current iteration of the loop calculation ends. The loop, starting from 
the “Solar radiation module”, is thus repeated for the following hourly 
step. In the meanwhile, the thermal and electrical energy consumption 
calculated at each time-step are integrated along the simulation time 
period, to obtain the yearly thermal and electrical energy consumptions. 
Hourly time profiles of θair i and RHi are additional valuable outputs of 
the model. 

In the following sections, more details and the major equations of the 
main calculation modules are presented. 

3.3. Calculation modules 

3.3.1. Preliminary calculation module 
In the preliminary calculation module, all the variables needed for 

the following calculations are calculated starting from the input data. 
Among the most important variables that are calculated in this module, 
the heat transfer coefficients needed to solve the thermal balance can be 
mentioned. 

3.3.2. Solar radiation module 
This module estimates the actual solar radiation ϕsol i that enters 

inside the greenhouse and can reach the crop canopies. The timely solar 
position in the sky is calculated (using the solar equations of [57]) with 
the aim of considering in the model the effect of the optical properties of 

A. Costantino et al.                                                                                                                                                                                                                             



Applied Energy 288 (2021) 116583

7

the glazed envelope as a function of the angle of incidence of solar ra-
diation on the glazed surface. Furthermore, in this way, the effect of 
eventual solar screens can be properly modelled, considering that they 
can be opened or closed depending on the solar radiation intensity. 

At time-step j, the total solar radiation that enters in the greenhouse 
ϕsol i,j is calculated as 

ϕsol i,j =
∑nsur

k=1

{
Agl,k⋅gsc,j⋅

[
ϕsol b,j⋅Rb,k

(
μj
)
⋅SHGCk

(
μj
)

+ ϕsol d,j⋅Fv,k
(
μj
)
⋅SHGCk

(
μj
) ] }

[W] (1)  

where Agl,k is the generic k-th surface of the glazed envelope exposed to 

the solar radiation, nsur is the total number of these surfaces, gsc,j is the 
total solar transmission coefficient of the screen (dimensionless) at the 
j-th time-step (the screen can be opened or closed), while ϕsolb ,j and 
ϕsol d,j are the beam and diffuse solar radiation on the horizontal external 
plane (W m− 2), respectively, at the considered time-step. The tipping 
coefficient Rb,k (dimensionless) identifies the rate between the solar 
radiation hitting a generically oriented surface k and the solar radiation 
on a horizontal plane. The term Fv,k is the view factor (dimensionless) 
between a generically oriented surface k of the envelope and the sky. 
The term SHGCk (dimensionless) is the Solar Heat Gain Coefficient that 
estimates the total thermal solar radiation that crosses the glazed surface 
k. In Eq. (1), the terms Rb,k, Fv,k and SHGCk are expressed as function of 

Fig. 2. Model workflow through the calculation modules. The dotted contour represents the calculation loop that is repeated for each time-step of the simulation.  
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μj, that represents the angle between the direction of the beam solar 
radiation and the normal to the glazed surface calculated in the j-th 
time-step. 

3.3.3. Plant transpiration module 
This calculation module aims at estimating the amount of water 

vapour that is transpired by the cultivated crops. This is a crucial aspect 
to be considered when a greenhouse is analysed from the thermal and 
hygrometric point of view since plant transpiration considerably affects 
the greenhouse thermal and moisture balances. 

Plant transpiration is a complex phenomenon that is related to 
several parameters, such as the stomatal resistance [58]. In literature, 
several plant transpiration models were proposed, such as the Stan-
ghellini’s one [59], the “big leaf” model of Penman-Monteith [60,61], 
models based on new algorithms (such as the random forest regression 
one [62]) or models that estimates the effects of transpiration starting 
from the outdoor conditions [63]. Even though several models to predict 
transpiration of greenhouse crops are present in literature, is still not 
clear which model is more appropriate [64]. Among them, the Stan-
ghellini’s model [59] is one of the most established and widely used. In 
this work, the latent heat released by the crop due to transpiration is 
calculated through a rearrangement of the diffusion equation. The re-
sistances to diffusion were modelled as a function of the indoor envi-
ronmental conditions inside the greenhouse, described by the already 
cited quantities ϕsol i, θair i, 〈CCO2 i〉 and VPD. Stanghellini’s model has 
been proven to be highly accurate, but it requires to solve a convergence 
problem that involves complex computation and numerous inputs, 
requiring a considerable computing time. For this reason, the simplified 
model by Jolliet [65] was implemented in this work, being an effective 
trade-off between affordable computing time and accuracy of results. 
This latter transpiration model was obtained by linearizing the Stan-
ghellini’s one according to the method proposed in [66] that consists in 
a non-linear regression on the results obtained with the Stanghellini’s 
model and a set of 168 different boundary conditions obtained varying 
ϕsol i, VPD and LAI. The results of this linearization of Stanghellini’s 
model show that transpiration can be approximated with a good accu-
racy through Eq. (2). At each analysed time-step j, the plant transpira-
tion water vapour flow (ṁvap) per unit of cultivated area is calculated as 

ṁv,j =
δ
λ
⋅
ϕsol i,j

Agh
+

ht,j

λ⋅σ⋅VPDj

[mgvap

m2s

]
(2)  

where λ is the latent heat of vaporisation of water (2.5 MJ kg− 1 at 20 ◦C), 
σ is a psychrometric constant (66 Pa K− 1) and VPD is calculated as 

VPDj = pvs,j − pv,j [Pa] (3)  

where pvs,j is the saturation water vapour pressure and pv,j is the water 
vapour pressure at time-step j, both expressed in Pa. The term Agh is the 
greenhouse floor area (input data) expressed in m2. The term δ is a 
dimensionless coefficient that characterises the influence of ϕsol i on 
transpiration, while ht,j is the sensible heat transfer coefficient due to 
transpiration. These coefficients are calculated as 

δ = z1⋅ln
(
1 + z2⋅LAIz3

j
)

[ − ] (4)  

ht,j = z4⋅LAI j⋅

⎛

⎜
⎝1 − z5⋅e

(

−
ϕsol i,j

z6

)⎞

⎟
⎠

[
W

m2K

]

(5)  

where z1 – z6 are the regression coefficients reported in Table 1. The 
term LAIj represents the LAI of the crops present inside the greenhouse at 
the j-th time step of the simulation. The presented energy model, in fact, 
simulates the plant growth linearly varying the LAI during the crop 
production cycle. 

In Fig. 3, an example of calculation of ṁvap according to Eq. (5) was 

performed considering LAI equal to 3 m2 m− 2 and four different values 
of VPD. The results show that in presence of high ϕsol i (above 100 W 
m− 2), ṁvap is affected mainly by VPD, while in presence of low ϕsol i, ṁvap 

is mostly affected by the same solar radiation. 
The term ṁvap,j estimates the amount of water vapour that the plants 

transpire to the surrounding air per unit of cultivated floor area at the 
j-th time step. Knowing ṁvap,j, the equivalent latent heat load (ϕlat i,j) can 
be estimated as 

ϕlat i,j =
Agh⋅ṁvap,j⋅λ

103 [W] (6) 

The plant transpiration converts a share of the solar radiation (sen-
sible heat) that has entered the greenhouse (ϕsol i,j) in latent heat. The 
remaining solar sensible heat gain (ϕsens i,j) can be calculated at each 
time-step j as 

ϕsens i,j = ϕsol i,j − ϕlat i,j [W] (7) 

The calculated values of ϕsens i,j and ṁvap are inputs data for the 
thermal and the moisture balance solution modules, respectively. 

3.3.4. Thermal balance module 
The thermal balance module represents the core of the model and it 

is used at each simulation stage in which θair i has to be estimated. The 
thermal balance integrated in this simulation model is a customization 
of the simple hourly method of ISO 13790 standard [67]. The method 
consists in the thermal-electrical analogy between the analysed building 
and a resistance–capacitance (R − C) electrical network characterised by 
five resistances and one capacitance (5R1C), as showed in Fig. 4. In the 
thermal analogy, the resistances represent the heat transfer resistances, 
and the capacitor represents the entire building fabric heat capacity. The 

Table 1 
Regression coefficients of Eqs. (4) and (5) used in this work.  

Coefficient Value Unit of measurement 

z1  0.154 – 
z2  1.10 – 
z3  1.13 – 

z4  1.65 W m− 2 K− 1  

z5  0.56 – 
z6  13.0 W m− 2   

Fig. 3. Evapotranspiration rates (ṁvap) calculated as a function of the solar 
radiation on the canopies (ϕsol i) and the water Vapour Pressure Deficit (VPD) 
according to Eq. (5) (x-axis is in logarithmic scale). 
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simple hourly method embeds the advantage of adopting an hourly 
time-step for the simulation, that is adequate to follow the variation of 
both solar radiation and ventilation flow rate that are typical of green-
houses. This simulation method is considered reliable by many previous 
studies especially focused on civil buildings [68,69]. Costantino et al. 
[70] applied the simple hourly method of ISO 13790 standard to agri-
cultural buildings, comparing it with a detailed dynamic energy simu-
lation method for estimating the energy consumption for climate control 
and the indoor environmental conditions of livestock houses. Then, 
Costantino et al. [56] developed an ad-hoc energy simulation model for 
broiler houses. 

As shown in Fig. 4 (where a schematization of the present energy 
simulation method is presented), the supply air temperature θair sup and 
the outdoor air temperature θair o are connected to the node θair i 

through the heat transfer coefficient Hve, meaning that ventilation can 
be carried out considering θair o or θair sup. Supply air temperature θair sup 

is considered when evaporative pads are activated, and it is the tem-
perature of the air exiting the pads after the adiabatic saturation. The 
supplemental heat load ϕH/C nd is directly applied on the node θair i. This 
configuration of the thermal network entails that ϕH/C nd and the 
ventilation thermal load directly affects the value of θair i without any 
time delay. 

The heat conduction through glazed surfaces has the same effect (no 
time delay) on θair i, since the θair o node is linked to the θair i through the 
heat transfers coefficients Htr fen and Htr is. The heat transfer coefficient 
Htr fen represents the heat conduction across the glazed surfaces while 
Htr is represents the natural convection between the glazed surface and 
the indoor air. Conversely, the heat conduction through the opaque 
envelope (quite negligible in greenhouses) involves the phenomenon of 
heat storage and release. For this reason, the total building fabric heat 
capacity of the greenhouse 

(
Cgh

)
is placed between the heat transfer 

coefficients Htr em and Htr ms. The heat transfer coefficient Htr em con-
siders the heat conduction occurring from the external environment to 
the building thermal mass. The Htr ms considers the heat transfer be-
tween the building thermal mass and the building surface, characterised 
by θs that averages the temperature of the glazed and opaque envelope. 

The developed model considers that only a fraction of the outdoor 
beam and diffuse solar radiation (ϕsol b and ϕsol d) enters inside the 
greenhouse (ϕsol i). Once entered in the greenhouse enclosure, ϕsol i is in 
part converted by the plants into latent heat (ϕlat i), while the remaining 
sensible part (ϕsens i) is considered in the thermal balance. A visible in 
Fig. 4, ϕsens i is split into three additional heat flows, namely:  

• ϕia: convective heat flow directly applied to θair i;  
• ϕst: radiative heat flow directly applied to θs; 

• ϕim: radiative heat flow directly applied to θm (building mass tem-
perature) and subjected to a time delay. 

In the developed simulation model, the simple hourly method is 
applicated for estimating the supplemental heating/cooling theoretical 
thermal load ϕH/C nd to reach the fixed set point temperatures. If neither 
supplemental heating nor cooling is needed (free-floating conditions), 
the solution of the energy balance provides θair i. 

The main equations adopted for solving the energy balance set in this 
calculation module are reported in Appendix A, while the complete set 
of equations can be found in paragraph C.3 of Annex C of ISO 13790 
[67]. 

3.3.5. Moisture balance module 
In this module, the indoor air water content (or humidity ratio) xair i 

is studied through the following mass balance ordinary differential 
equation that describes the water vapor balance inside the greenhouse in 
non-steady state conditions 

dxair i

dτ ⋅Vgh⋅ρair = ṁvap⋅Agh⋅103 +
V̇air⋅ρair⋅

(
xair sup − xair i

)

3.6⋅103

[gvap

s

]
(8)  

where dxair i
dτ represents the variation rate of xair i (gvap kg− 1

air ) in time τ (s), 
Vgh is the greenhouse net volume (m3) and ρair is the volumetric mass 
density of air (kg m− 3). The term ṁvap is the transpiration water vapour 
flow (mgvap m− 2 s− 1), Agh the greenhouse floor area (m2), V̇air is the 
ventilation flow rate (m3 h− 1) and xair sup is the humidity ratio of the 
supply air (gvap kg− 1

air ). 
The solution of the ordinary differential Eq. (8) is 

xair i(τ+Δτ)=xsup+
ṁvap⋅Agh

nach⋅Vgh⋅ρair
⋅3.6⋅106

+

⎡

⎣xair i(τ)− xair sup−
ṁvap⋅Agh

nach⋅Vgh⋅ρair
⋅3.6⋅106

⎤

⎦⋅e
−

(
nach

3600⋅ω

)
⋅Δτ

[gvap

kgair

]

(9)  

where Δτ is the time-step of simulation and nach is the number of 
ventilation air exchanges per hour (h− 1). The term ω is a dimensionless 
multiplier that is introduced to lump the effect of water vapour sorption 
and storage of the greenhouse elements in the air node. 

For each simulation time-step, xair i is estimated through Eq. (9), 
while RHi is obtained through a psychrometric equation from xair i and 
θair i. 

3.3.6. Heating system module 
This calculation module estimates the thermal energy consumption 

Fig. 4. Analogy between the 5R1C electrical network and the thermal behaviour of a greenhouse.  
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needed to maintain θset H in the analysed greenhouse (Eth) as 

Eth =

∑nsim
j=1

(
ϕH nd,j⋅Δτ

)

ηH⋅103 [kWh] (10) 

The value of Eth is calculated considering ϕH nd,j (the needed thermal 
load at j-th time-step), the duration of the j-th time-step Δτ (one hour) 
and considering the global efficiency of the heating system ηH (a pre-
liminary model input). nsim is the number of the simulation time-steps. 

3.3.7. Cooling pad efficiency module 
This calculation module estimates the supply air temperature exiting 

from the evaporative pads. The direct saturation effectiveness of the 
evaporative pad (ε) indicates the extent to which the complete satura-
tion of the inletting air is approached [71] and is influenced by various 
parameters, mainly:  

• pad model: this affects ε since the air path through the pad is 
different according to its geometrical features, such as the pad depth 
and flute angle. Flute angles can be defined as the angle between the 
pad flutes (in which the air flows through the pads) and the vertical 
axis of the same pad. For example, a flute angle of 0◦ means that the 
flute is horizontal. Cellulose pads are made by vertical array of flutes 
with alternate angles (e.g. 30◦/60◦ or 45◦/15◦).  

• airspeed across the pad: low airspeeds entail high ε. 

Fig. 5 (Authors elaboration on [72,73]) shows the variation of ε for 
different cellulose pad models as a function of the air velocity across 
them. The considered models differ for the thickness (100 mm and 150 
mm) and for the flute angles that are 30◦/60◦ for model 1 and 2, while 
they are 45◦/15◦ for models 3 and 4. The graph shows that ε decreases 
considerably as a function of the air speed across the pads while it in-
creases in thicker pads and in presence of higher flute angles (30◦/60◦). 

In the calculation model, the user selects the pad model and, at each 
time-step, ε is calculated as a function of the airspeed across the pads 
that is estimated as the ratio between the total ventilation air flow rate 
and the pad area. 

The calculation model activates the evaporative cooling only in the 
time-steps in which θair o is higher than θset C. At each time-step, the 
supply air temperature θair sup,j is thus calculated as 

θair sup,j =

{
θair o db,j − ε⋅

(
θair o db,j − θair o,j

)
if θair sup,j > θset C

θair o db,j if θair sup,j ≤ θset C
(11)  

where θair o db and θair o wb are the dry-bulb and the wet-bulb tempera-
tures of the outdoor air, respectively. Please note that, even if the 
evaporative cooling is not activated, the inletting air crosses the pads to 
enter inside the greenhouse, therefore the pressure drop due to the pad 
presence should be always considered. 

3.3.8. Dehumidification ventilation system module 
In mechanically ventilated greenhouses, two main configurations of 

the ventilation system can be adopted. The first configuration relies in 
two different sets of fans, one for dehumidification and the other for 
cooling ventilation. This choice is since dehumidification usually needs 
lower ventilation flow rates than cooling ventilation, hence smaller fans 
can be installed. In the second configuration, a single set of fans deals 
with both dehumidification and cooling ventilation. 

The calculations for estimating the ventilation flow rate and elec-
trical energy consumption for dehumidification and cooling ventilation 
are presented in this section and in the following one. This division is 
since, even though the process is quite similar, these calculations are 
characterised by a main difference. When dehumidification ventilation 
is activated, in fact, the greenhouse climate control system manages the 
inlet opening for maintaining a fixed static pressure difference between 
inside and outside Δpst. Therefore, Δpst in ventilation for dehumidifi-
cation is an input data of the model. On the contrary, when cooling 
ventilation is activated, Δpst is unknown and it has to be estimated by the 
model considering, for example, the pressure drop due to the evapora-
tive pads, as described in the following section. 

This calculation module simulates the control logic of dehumidifi-
cation ventilation and estimates the consequent volumetric ventilation 
airflow rate for dehumidification (V̇deh) needed to maintain RHi below 
the threshold value RHi max (input data). The module also estimates the 
electrical energy consumption resulting from the use of fans. 

Depending on the values of xair sup (supply air humidity ratio) and 
xair i MAX (the maximum xair i that ensures to maintain RHi below 
RHi max), different conditions may occur as visible in Fig. 6, where the 
ventilation logic implemented in the model is schematized. According to 
that diagram, three different situations can occur at each simulation 
time step depending on the value of xair sup. The first situation (A) is 
typical of a winter day with xair sup lower than xair i MAX. In this situation, 
the outdoor supply air can be used to maintain RHi max. In this situation, 
the ventilation airflow rate for dehumidification (V̇deh) is calculated as 

V̇deh = min

⎡

⎣
ṁvap⋅Agh⋅3.6

ρair⋅
(
xair i MAX − xair sup

); V̇ inst

⎤

⎦

[
m3

h

]

(12)  

where xair sup is the humidity ratio of the supply air and xair i MAX is the 
maximum value of xair i that ensures to maintain RHi below RHi max 

(both expressed in gvap kg− 1
air ). V̇inst represents the maximum ventilation 

capacity (for dehumidification) installed in the greenhouse and it is 
considered because V̇deh can never be higher than V̇inst. The value of 
xair i MAX (needed in Eq. (12)) is calculated using the following psy-
chrometric equation 

xair i MAX = 0.622⋅
RHi MAX⋅pvs(θair i)

patm − RHi MAX⋅pvs(θair i)

[gvap

kgair

]

(13)  

where pvs(θair i) is water saturated vapour pressure at θair i and patm is the 
atmospheric pressure (in Pa). In the time-steps in which θair i is not know 
(free-floating conditions), the value of xair i MAX cannot be calculated 
directly through Eq. (13) and the model performs an iterative procedure 
up to convergence. This iterative procedure consists in the application of 
the thermal balance module using the output value of θair i to estimate 
the xair i MAX using Eq. (13). Once xair i MAX is known, the module re- 
applies Eq. (12) and (13) in loop until the convergence. 

The second situation presented in Fig. 6 (B) is common in autumn, 
spring, and summer. Since xair sup and xair i MAX are very close between 

Fig. 5. Variation of the evaporative pad saturation efficiency ε of different pad 
models as a function of the air velocity across them. The considered pad models 
are characterised by different thickness (100 and 150 mm) and different flute 
angles (30◦/60◦ and 15◦/45◦). Authors elaboration on [72,73]. 
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them, a high dehumidification ventilation flow rate is needed. For this 
reason, the maximum ventilation capacity for dehumidification installed 
in the greenhouse (V̇inst, commonly a 5–6 ach) is provided. The last 
situation (C) may also happen during autumn, spring, and summer (like 
the previous conditions). When xair sup is higher than xair i MAX, venti-
lation cannot reduce RHi (as visible from Eq. (12)) and the only way to 
decrease the RHi is by increasing θair i. This strategy is suitable during 
autumn and spring, but it increases the greenhouse thermal energy 
consumption, and its adoption is led by economic considerations. During 
summer, the increase of θair i to reduce RHi is not adopted since it has the 
opposite effect of cooling ventilation. 

The presented energy model was developed to simulate greenhouses 
equipped with fixed and/or variable angular speed fans, therefore the 
greenhouses can be simulated considering two sets of fans that carry out, 
respectively, dehumidification and cooling ventilation, or a single set 
that deals with both the tasks. Fixed angular speed fans cannot control 
the propeller speed and they provide a single value of airflow as function 
only of the fan operative static pressure Δpst, that is the difference be-
tween the pressure that would be measured upstream and downstream 
of the fan (inside and outside the greenhouse). To obtain the desired 
ventilation rate, fixed angular speed fans are operated according to a 
duty cycle (intermittent activation). On the contrary, variable angular 
speed fans can modulate the propeller speed for providing exactly the 
needed ventilation rate. 

This difference should be considered when fans are modelled. In 
particular, the ventilation flow rate V̇fan fix for a fixed angular speed fan 
reads 

V̇ fan fix = aflow⋅Δp2
st + bflow⋅Δpst + cflow

[
m3

h

]

(14)  

where a, b and c are interpolation parameters for ventilation rate 
(subscript flow). 

To estimate the electrical energy consumption for ventilation Eel, the 
Specific Fan Performance (SFP) is considered. The SFP represents the 
hourly flowrate delivered by the fan per each watthour of electrical 
energy consumption. For a fixed angular speed fan, the SFP reads 

SFPfix = aperf ⋅Δp2
st + bperf ⋅Δpst + cperf

[
m3

Wh

]

(15)  

where a, b and c are interpolation parameters for SFP (subscript perf). 
Eq. (14) and (15) show that for fixed angular speed fans, both the 

flowrate and the SFP vary only on a single curve as a function of Δpst 

only, as shown in Fig. 7. As stated before, in dehumidification ventila-
tion, Δpst is known since the automatic climate control system of the 
greenhouse maintains Δpst constant at the established value (usually 20 
Pa) by opening and closing the fan shutters and the greenhouse open-
ings. In the simulation model, the user can set the value of Δpst that has 
to be maintained by the dehumidification ventilation. 

Conversely, a variable angular speed fan operates with a set of 
operative curves depending on the propeller speed and, thus, both the 
flowrate and the SFP (at the same value of Δpst) can get different values 
depending on the propeller speed, as shown in Fig. 8. The graph shows 
that when a variable angular speed fan is operated at a low propeller 
speed (such as 60% of the maximum speed), the flowrate (Fig. 8a) is 
lower if compared with high propeller speeds (such as 100% of the 
maximum speed), but the specific performance (Fig. 8b) increases 
considerably (at the same Δpst) and less energy is needed by the fan to 
deliver the same amount of air. For this reason, climate control systems 
of greenhouses usually share the ventilation flow rate between the 
installed fans with the aim of making them work at low angular speeds 
(usually around 60–70% of the maximum speed). Higher angular speeds 
are reached only when high ventilation flow rates are needed. 

The estimation of the propeller speed needed to ensure the required 
flowrate is not an easy task and, consequently, the calculation of the SFP 

Fig. 6. Control logic for the dehumidification ventilation adopted in the present model.  

Fig. 7. Fixed speed fan (a) flowrate and (b) Specific Fan Performance (SFP) as function of fan static pressure.  
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of a variable angular speed fan is more complex than for a fixed angular 
speed fan. The solution for calculating the SFP consists in generating a 
set of additional fictitious variables defined as a combination of the 
flowrate V̇fan var and Δpst to interpolate the energy consumption of the 
fan at different propeller speed. An example of that a process is 

SFPvar = dperf ⋅V̇ fan var + eperf ⋅V̇
2
fan var + fperf ⋅Δpst + gperf ⋅Δp2

st

+ hperf ⋅Δpst⋅V̇ fan var + iperf

[
m3

Wh

]

(16)  

where dperf , eperf , fperf , gperf , hperf are interpolation coefficients that depend 
on the model of variable speed fans. In this case, V̇fan var has the same 
value of V̇deh since this fan type provides exactly the required ventilation 
flow rate. 

Knowing the SFP of both fixed and variable angular speed fans, the 
electrical energy consumption for dehumidification ventilation Eel deh is 
calculated as 

Eel deh =
∑nfan

i=1

⎛

⎜
⎝

SFPfix/var,z⋅V̇ fan fix/var,z

103

⎞

⎟
⎠ [kWh] (17)  

where SFPfix/var,z and V̇fan fix/var,z are the SFP and the ventilation flow rate 
of the i-th fixed or variable angular speed fan. The term nfan indicates 
number of fans that are present in the ventilation system. 

3.3.9. Cooling ventilation system module 
This calculation module simulates the control logic of the cooling 

ventilation and estimates the ventilation air flow rate needed to main-
tain the required θair i and the resulting electrical energy consumption. 
The previously obtained value of ϕC nd (sensible cooling load) is used to 
calculate the hourly ventilation rate needed for cooling V̇cool. 

The cooling ventilation logic implemented in this model as sche-
matized in Fig. 9. Two different types of control can be performed inside 
greenhouses. The first type of control is the temperature control, and it 
maintains a fixed θset C in a certain spot of the greenhouse (where the 
climate control probe is placed). When temperature control is per-
formed, two different situations can occur depending on θair sup. If θair sup 

is lower than θset C,V̇cool (situation A of Fig. 9) is calculated from ϕC nd as 

V̇cool = min

[
ϕC nd⋅3.6⋅103

ρair⋅cair⋅
(
θair i − θair sup

); V̇ inst

] [
m3

h

]

(18)  

where cair is the specific heat capacity of the air (in J kg− 1 K− 1) and ρair its 

Fig. 8. Variable speed fan (a) flowrate and (b) Specific Fan Performance (SFP) as function of static pressure.  

Fig. 9. Control logic for the cooling ventilation adopted in the present model.  
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volumetric mass density (kg m− 3). The term V̇inst represents the 
maximum ventilation capacity (for cooling) actually installed in the 
greenhouse. This term is considered in Eq. (18) since V̇cool can never be 
higher than V̇inst. If θair sup is higher than θset C, θset C cannot be main-
tained and V̇inst is provided (situation B of Fig. 9). 

The second type of temperature control maintains a minimum fixed 
value of temperature gradient (Δθair i, of 3–4 ◦C) between two spots of 
the greenhouse (usually the beginning and the end) in addition to 
guarantee θset C. This temperature control criterion is adopted to prevent 
the crop from being subject to different temperatures and, thus, different 
growing conditions depending on their position in the greenhouse. In 
the first situation of temperature gradient control presented in Fig. 9 
(situation C), θair sup is smaller than the set point gradient, therefore V̇cool 

can decrease θair i. In the second situation (D), Δθair i (an input data of 
the model and of the greenhouse climate control system) should be 
reduced to make it possible to guarantee θset C. The third situation (E) is 
the worst one since outdoor air cannot be used to achieve Δθair i. In this 
situation, the maximum cooling ventilation capacity V̇inst is used or 
evaporative cooling is activated. Last situation (F) is the one in which 
θair sup has the same value of the θset C considering also Δθair i. Please 
note that, when it is present, evaporative cooling can be activated in 
each one of situations presented in Fig. 9. Its activation, in fact, reduces 
θair sup and, consequently, also V̇cool and Eel deh. 

In the calculation of the electrical energy consumption for cooling 
ventilation Eel cool, the main difference with respect of the dehumidifi-
cation ventilation calculation (as stated before) is that in cooling 
ventilation Δpst is unknow, since is not maintained constant by the 
climate control system but depends on the air speed through the pads 
and, consequently by the ventilation rate. 

To estimate Δpst, the pressure drop due to the presence of evapora-
tive pads is considered. Inlet air, in fact, enters through the pads, even 
when they are not activated. The static pressure that is generated by the 
air flow passing through the cooling pad system (15–20 Pa at maximum 
airflow) can be estimated by the data provided by the manufacturers of 
the pads that express the static pressure drop as a function of the air 
velocity across the pad, as reported in Fig. 10 (Authors elaboration on 
[72,73]), where the same pad models of Fig. 5 are presented. The graph 
shows that pad models with higher flute angles (i.e. 30◦/60◦) are 
responsible of higher static pressure drops. 

The pressure drop due to pads presence is the main component for 
the calculation of Δpst since the distributed static pressure drop due to 
the airflow crossing the greenhouse can be neglected. The low airspeed 

inside the greenhouse (usually does not overcome 0.75 m s− 1), in fact, 
entails negligible values of pressure drops around 1 or 2 Pa. 

To calculate Eel cool, two different approaches are followed by the 
model depending on the type of fan used. For cooling purposes, in fact, 
both fixed and variable angular speed fans can be used, similarly to what 
happens for dehumidification ventilation. 

When fixed angular speed fans are used, the aeraulic circuit resis-
tance curve (pad curve of Figure) and the fans performances curves of 
Fig. 7 are crossed to estimate the ventilation flowrate generated by the 
fixed angular speed fans during cooling ventilation (solution of a system 
of two equations in two variables). Fig. 11 represents the approach 
followed by the calculation model to estimate the ventilation capacity of 
the system according to the number of fans that are activated. A higher 
number of fans means a higher ventilation rate but also a higher Δpst 

and, thus, a lower ventilation capacity of each fan. 
Once the ventilation capacity of the system is calculated, Eel cool is 

estimated knowing Δpst using the SPF, with an equation similar to Eq. 
(17). 

When variable speed fans are used, the calculation is simpler since 
the ventilation provided by fans is exactly V̇cool calculated through Eq. 
(18) as fans can modulate their propeller speed. In addition, also the 
static pressure is easily calculated since it consists in applying the pad 
curve equation with the airspeed resulting from the V̇cool flowrate. SFP 
and Eel cool are calculated in a similar way to the dehumidification 
ventilation, referring to Eq. (16) and (17). 

Finally, the overall electrical energy consumption Eel for ventilation 
(dehumidification and cooling) is calculated as 

Eel =
∑n

j=1

(
Eel deh,j + Eel cool,j

)
[kWh] (19)  

where Eel deh,j and Eel cool,j are the electrical energy consumption for 
dehumidification and cooling at the j-th time-step, respectively and n is 
the number of the time-steps of the simulation period. 

4. Model calibration and validation 

4.1. Calibration and validation overview 

The presented energy simulation model is validated against real 
monitored data for guaranteeing the reliability of the results. Before the 
validation, a calibration process is carried out. This step is needed 
because mathematical models for predicting greenhouse climate con-
ditions need a calibration of their parameters before their validation 

Fig. 10. Static pressure drop generated by the cooling pad according to the 
model and thickness. Authors elaboration on [72,73]. 

Fig. 11. Ventilation system performance, the fan operative condition is 
correlated to the type of cooling pad. 
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[74]. This is especially true in first principles models because they rely 
on physical equations based on several parameters (e.g. U − value and 
greenhouse thermal capacity) that could be difficult to adjust [47]. 
Calibration process alters the model parameters making them more 
similar to the ones of the physical world and obtaining a better fit be-
tween simulated and measured data [75]. 

In the framework of this work, a dataset of indoor air temperature 
θair i, relative humidity RHi and electrical energy consumption Eel was 
acquired from a selected case study. Part of those data were used to 
perform an optimization-based calibration [76], while the remaining 
part (the greatest one) was used to validate the simulation model in 
compliance with the main international protocols and guidelines. 

4.2. Case study 

4.2.1. Case study description 
A multi-span greenhouse for experimental cultivations located in 

Northeast Italy was selected as a suitable case study site. The considered 
building, which is part of a larger greenhouse complex for floricultural 
production, was favourably chosen due to its layout, its management, 
and the installed heating and cooling equipment. Furthermore, being 
devoted to experimental cultivation of new hybrid plants (small 
flowers), its indoor climate is accurately controlled to provide the 
adequate conditions to the sensitive new cuttings. 

The schematic layout and the main geometrical dimensions of the 
monitored case study are presented in Fig. 12. As shown by the figure, 
the greenhouse is composed by seven bays (6.4 m of width each one) 
with a metal frame structure and a single glazing envelope. Part of the 
envelope is white painted to reduce the solar radiation gains. The main 
axis of the bays is aligned with northwest-southeast direction and the 
southwest wall is considered adiabatic since in direct contact with a 
conditioned space. The useful floor area is approximately 1690 m2 while 
the enclosed volume is around 7510 m3 and, inside, the cultivation is 
carried out on benches. Inside the greenhouses, insect proof screens are 
adopted to reduce the pest population and to entail a lower incidence of 
insect-transmitted diseases [77]. These screens lead to a further pressure 
drop to be considered when ventilation flow rate and SFP are calculated. 
The increase of pressure drop is calculated according the equation re-
ported in [78]. 

The production cycle takes 60 days to be completed and, according 
to the greenhouse technicians, the LAI at the beginning of the production 
cycle can be estimated around 0.4 m2 m− 2, while at the end it increases 
up to 1.6 m2 m− 2. In the simulation model, the LAI variation in time is 
approximated with a linear behaviour. 

The thermophysical properties of the envelope were estimated for 
both the glazed surfaces and the floor. The U − value of the single glazed 
envelope (including the metal frame) is equal to 6.3 W m− 2 K− 1 as re-

ported in [25,79], while the internal areal heat capacity is considered 
negligible due to its due to its minor relevance. The floor is a concrete 
slab (0.2 m of thickness) and its U − value was estimated to be 3.7 
W m− 2 K− 1, while its internal areal heat capacity is 181.2 kJ m− 2 K− 1. 

To calculate the total heat capacity of the greenhouse, the heat 
storage property of the main elements contained inside the greenhouse 
(e.g. soil and cultivation benches) are considered. Table 2 shows the heat 
capacity of the different elements considered for this calculation. The 
total heat capacity of the greenhouse (Cgh) is estimated to be 476,957 
kJ K− 1. Nevertheless, Cgh is characterised by a great uncertainty since 
the estimation of the total amount of the elements present inside the 
greenhouse, their volumetric mass density and their specific heat value 
is a complex task. For this reason, a calibration parameter will be applied 
to Cgh, as shown later in the text. 

The heating system of the greenhouse is centralized, and a gas boiler 
(460 kW of heating capacity) produces the supplemental heat that is 
transferred and distributed into the enclosure through a hydronic pipe 
system hanging above the cultivation benches. The climate control 
system guarantees θset H of 16 ◦C during daytime and 14◦ C during night- 
time (a sort of setback temperature). 

In the greenhouse, an exhaust ventilation system deals with both 
dehumidification and cooling ventilation. The dehumidification venti-
lation is carried out to maintain a RHair max of 65%, while cooling 
ventilation is activated to maintain θset C of 27.7◦ C and a maximum 
temperature gradient of 0.6 ◦C. The ventilation air flow rate is provided 
by seven variable angular speed fans with a diameter of 52′’ (1.32 m) 
that are placed on the southwest wall of the greenhouse. In free delivery 
conditions (Δpst = 0 Pa) and at 495RPM (the optimum energy effi-
ciency), each one of the installed cone fans can provide a ventilation 
flow rate of 53,200 m3 h− 1. In Table 3, The coefficients to be used in Eq. 
(16) for calculating the SFP of the installed fan model are presented 
(data from technical datasheet). In the northwest wall (opposite to the 
one of the fans), evaporative pads are placed. The installed pads are 

Fig. 12. Schematization of the monitored case study with the main geometrical dimensions.  

Table 2 
Heat capacities of the greenhouse elements considered in this work.  

Element Heat capacity value 
[kJ K− 1]  

Greenhouse floor 147,875 
Aluminium cultivation benches 14,500 
Soil for plant cultivation 288,990 
Water in hydronic pipe system (heating and 

irrigation) 
15,052 

Cultivated plants 1437 
Air inside the enclosure 9102  

Total 476,957  
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0.15 m thick, with flute angles of 30◦/60◦, and a direct saturation 
effectiveness of 91% (estimated considering an air velocity across the 
pads of 0.5 m s− 1). 

The monitored greenhouse is equipped with circulating fans to 
decrease the thermal stratification and with solar shading screens to 
control the incoming solar radiation. The screens are activated when the 
outdoor solar radiation is higher than 600 W m− 2 or when θair i is higher 
than 26 ◦C. The climate control system manages the bay openings for 
dehumidification ventilation maintaining the required Δpst fixed at 22 
Pa. 

4.2.2. Monitoring campaign 
A monitoring campaign was carried out inside the selected case study 

with the aim of acquiring the needed data for calibrating and validating 
the developed energy simulation model. The data were acquired 
through an ad-hoc installed sensor network that monitored the indoor 
air temperature θair i, the relative humidity RHi and the electrical power 
absorbed by ventilation fans. The monitoring campaign concerned 360 h 
at the beginning of a production cycle during July 2018 (warm season). 

The values of θair i and RHi were collected using the following de-
vices (accuracy noted in brackets):  

• four data loggers that embed a thermistor for the measurement of 
θair i (±0.21 ◦C) and a humistor for the measurement of RHi (±2.5%);  

• 11 resistance temperature detectors PT1000 (±0.15 ◦C) connected to 
analog portable loggers for the measurement of θair i (Fig. 13 (a) and 
(b)). 

The adopted θair i and RHi sensors are characterized by high accu-
racies that make them suitable to be used for the objective of this work. 
The errors due to the sensor accuracy is considered negligible (as done in 
similar works present in literature [41,80]), therefore those errors are 
not considered in the model validation stage. 

All the data loggers adopted a USB communication protocol, and all 
the sensors were shielded from direct solar radiation (Fig. 13 (a)). Using 
the previously described devices, θair i was monitored in 15 different 
spots inside the enclosure and RHi in four different spots. The sensors 
were spaced inside the enclosure (e.g. in the centre, close to the pads and 
the fans) and at different height from the floor (0.5, 1.0, 1.5 and 2.0 m). 
The numerosity of the installed sensors was because greenhouses are 
characterised by a not homogenous indoor thermal environment and the 
indoor climate conditions may differ considerably between the different 
spots of the enclosure [81]. The acquisition time-step was set from one to 
ten minutes, according to the memory capacity of the different devices. 
The outdoor weather data were obtained from a third part weather 
station (Regional Agency for the Protection of the Environment of 
Veneto, ARPAV) near to the monitored greenhouse, that provides the 
values of θair o, RHo and total (beam and diffuse) solar radiation on 
horizontal plane. 

The electrical power absorbed by the fans was monitored using split- 
core current transformers placed in the electrical panel of the green-
house and connected to kWh transducers (Fig. 13 (c)) set with a 10-sec-
ond logging time-step. The split-core current transformers have ± 0.75% 
of accuracy, an error that is considered negligible for this application 
and, therefore, neglected for the model validation stage. 

The entire dataset acquired through the monitoring campaign have 
been processed to be comparable with the simulation outputs obtained 
for the same time period. Since the developed energy simulation model 
is a lumped parameter one with an hourly time step, the values of θair i 

and RHi that were monitored in the different spots of the enclosure were 
first spatially averaged (through the arithmetic mean) between them to 
obtain single values properly representative of the indoor environmental 

Table 3 
Performance parameters of the fan model installed in the monitored greenhouse 
for the SFP calculation (data from manufacturer).  

Coefficient Value Unit of measurement 

dperf  6.418⋅10− 4  W− 1  

eperf  − 3.382⋅10− 8  h m− 3 W− 1  

fperf  − 2.579  m3 h− 1 W− 1 Pa− 1  

gperf  1.028⋅10− 2  m3 h− 1 W− 1 Pa− 2  

hperf  2.973⋅10− 2  W− 1 Pa− 1  

iperf  96.188 m3 Wh− 1   

Fig. 13. (a) Analog data logger with three PT1000 temperature detectors (installation stage). (b) Analog portable data logger ready for the monitored campaign. In 
the bottom, the figure shows also the device adopted to shield the air temperature probe from solar radiation (c) Detail (split-core current transformer and kWh 
transducers) of the monitoring systems installed in the electrical panel of the greenhouse. 
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conditions of the entire enclosure at each logging time step. Then, the 
time profiles of the measured variables were temporally averaged (also 
through the arithmetic mean) over one hour obtaining three measured- 
based temporal profiles: (1) the Ã set constituted by the hourly average 

of the measured θair i, (2) the ̃B set constituted by the hourly average of 

the measured RHi and the ̃C set constituted by the hourly values of 
monitored electrical energy consumption. 

The Ã , ̃B and ̃C time profiles were thus divided into two disjoint 
subsets each one: the first one (72 h) is used to calibrate the model, while 
the second one (288 h) is used to validate it through a calibrated 
simulation. 

4.3. Model calibration 

4.3.1. Calibration parameters definition 
In the present work, an optimisation-based calibration [82,83] is 

adopted and, for this aim, an optimisation problem is set, defining the 
optimisation parameters (even called calibration parameters), the 
objective functions and constrains of the problem. The selection of pa-
rameters to be calibrated was performed considering the aspects of the 
model that are characterised by a higher uncertainty, due to modelling 
simplifications (e.g. plant transpiration and greenhouse heat storage 
phenomena) or the use of literature data instead of measured ones. In 
addition, the adopted calibration parameters were selected on purpose 
among the input data (that are constant during the entire simulation) 
with the aim of not affecting the dynamics of any physical phenomenon. 

The thermal transmittances of the glazed surfaces and of the floor, 
which were estimated from on-site inspections, are characterised by a 
high uncertainty. For this reason, the calibration parameters γglass and 
γfloor are introduced. Both the defined parameters are dimensionless 
multiplicative factors of the U − values of glazed surfaces and floor 
(constant input data), respectively. 

The calibration stage also concerns the heat and moisture storage 
property since, as previously stated, the estimation of heat and moisture 
capacity is deeply affected by the properties of the elements contained 
inside the building that, in a complex environment such a greenhouse, 
are difficult to be properly determined. Since several parameters affect 
the preliminary assessment of heat and moisture capacity, the dimen-
sionless calibration parameter γth and γhig are defined. The calibration 
parameter γth is a multiplier of Cgh, while γhig is a multiplier of ω pre-
sented in Eq. (9). Both the terms Cgh and ω are input data that are 
constant during the entire simulation. 

Another source of uncertainty in the model is the plant LAI dynamics 
of the grown experimental cultivations, the accurate measurement of 
which is destructive [84] or very difficult [85]. In this work, the LAI 
variation in time was modelled with a linear function characterised by 
the slope mLAI and the y-intercept qLAI. In the calibration process, mLAI 

and qLAI are corrected by the two dimensionless multiplicative param-
eters γm LAI and γq LAI, respectively. The calibration parameter γq LAI, 
therefore, modifies the LAI value of the plants at the beginning of the 
simulation, while γm LAI calibrates the velocity of plant growth during 
the same simulation. The introduction of γq LAI and γm LAI do not affect 
the dynamic of the plant growth since LAI still changes with an hourly 
basis. 

4.3.2. Objective functions definition 
The previously defined set of calibration parameters is organized in 

two column vectors (Ψ and Ω) since the optimization process is per-
formed in two consecutive steps. In the first step, the calibration pa-
rameters related to the sensible heat (vector Ψ) are optimized for 
minimizing the deviation between the monitored and the measured in-
door air temperatures. In the second step, the set of calibration param-
eters mainly related with the indoor air humidity (vector Ω) are 
optimized for minimizing the deviation between the monitored and the 

measured indoor air relative humidity. Vectors Ψ and Ω read 

Ψ =

⎡

⎣
γglass
γfloor
γth

⎤

⎦ (20)  

Ω =

⎡

⎣
γm LAI
γq LAI

γhig

⎤

⎦ (21) 

The deviation between the simulated and measured values is quan-
tified through the Root Mean Square Error (RMSE) calculated between 
the simulated and measured values of θair i and RHi. The RMSE is defined 
as 

RMSE
(

X, X̃
)
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑nset

j=1

(

χj − χ̃j

)2

nset

√
√
√
√
√

[
◦C] (22)  

where (X) is the vector representing the simulated time profiles and ̃X 
the vector representing the measured ones. In Eq. (22), χj and ̃χj are the 
simulated and measured values, respectively, while nset represents the 
cardinality of the considered subset (72 for the calibration phase). 

During the first step of the optimization process, firstly, a General-
ized Reduced Gradient (GRG) nonlinear algorithm is used to solve the 
following optimisation problem 

Ψ̂ = min
Ψ

[

RMSE
(

A (Ψ), Ã

)]

(23)  

to find the optimal set of parameter values Ψ̂ for θair i. Then, in the 
second step, the GRG nonlinear algorithm was used to solve the 
following optimisation problem 

Ω̂ = min
Ω

[
RMSE

(
B (Ω),

̃
B

) ]
(24)  

where Ω̂ is the vector of the set of the calibration parameters that 
minimizes the RMSE for RHi, similarly to Eq. (23). 

A set of constrains are fixed for the two considered optimisation 
problems to decrease the calculation time and to ensure to obtain results 
that are reliable from a physical point of view and that respect the as-
sumptions that are presented later in the text. 

The defined constrains are the following: 

0.75 ≤ γglass ≤ 1.25 (25)  

0.75 ≤ γfloor ≤ 1.25 (26)  

γth ≥ 1 (27)  

γLAI ang > 0 (28)  

γhig ≥ 1 (29) 

The constrains of Eq. (25) and (26) are set considering that an error 
by ±25% can be present in the estimation of the U-values from litera-
ture. The constraint for γcap (Eq. (27)) is needed since the total green-
house heat capacity must be positive (γcap > 0) and because its first 
estimation was precautionary, therefore it is assumed that a lower value 
is very improbable (γcap ≥ 1). The constraint related to LAI calibration 
parameter (γLAI ang) is needed since the LAI value should increase as a 
function of time and the function should be bijective (Eq. (28)). No 
constrains were defined for γq LAI. The constrain of the calibration 
parameter γhig is set to have a value higher than one (Eq. (29)) since the 
first approximation of the hygric capacity of the greenhouse only 
considered the hygric capacity of the air inside the greenhouse (the ω 
factor of Eq. (9) was set equal to one). This choice was because no 

A. Costantino et al.                                                                                                                                                                                                                             



Applied Energy 288 (2021) 116583

17

reliable data concerning the moisture buffer value of greenhouse are 
available in literature, therefore the estimation of the final value of ω is 
performed through the calibration process. 

The results of the optimisation process that are then used for the 
calibrated simulation for the model validation are presented in Table 4. 
In the first instance, the LAI was considered equal to 0.4 m2 m− 2 at the 
beginning of the production cycle and 1.6 m2 m− 2 at the end of it. The 
optimization process changed those values and in the calibrated model 
the LAI is equal to 0.15 m2 m− 2 at the beginning of the production cycle 
and 1.14 m2 m− 2 at the end of it. 

4.4. Model validation 

4.4.1. Goodness-of-fit indexes 
The presented model is validated comparing the results carried out 

through a calibrated simulation with the data acquired through the 
monitoring campaign. 

The differences in terms of θair i, RHi and Eel between the measured 
and the estimated values are evaluated using two different goodness-of- 
fit indices that are calculated with an hourly basis. The first index is the 
Mean Bias Error (MBE) that reads 

MBE =

∑nset
j=1

(

χ̃j − χj

)

∑nset
j=j χ̃ i

⋅100 [%] (30)  

where χj and χ̃j are the simulated and measured values at the hourly 
time-step j, respectively, while nset is the number of hourly values 
considered in the validation period. 

The other chosen calculated goodness-of-fit index is the Coefficient 
of variation of the RMSE (Cv(RMSE)) that reads 

Cv(RMSE) =
RMSE

(
∑nset

j=1χ̃ j

)

⋅ 1
nset

⋅100 [%] (31)  

where RMSE is the Root Mean Square Error calculated similarly to Eq. 
(22). 

The reliability of the model in estimating the electrical energy con-
sumption due to dehumidification and cooling ventilation over long 
periods of simulation is estimated also considering the deviation of the 
simulated energy consumption from the monitored one (ΔEel) over the 
validation period as 

ΔEel =

(∑nset
j=1χj

)
−

(
∑nset

j=1χ̃ j

)

(
∑nset

j=1χ̃ j

) [%] (32)  

4.4.2. Validation results 
In Fig. 14 the hourly trends of simulated values of θair i, RHi and Eel 

are displayed against the measured ones during the validation period. In 
addition, the monitored values of θair o and RHo are also displayed. 
During the considered period (July), both θair o and RHo are 

characterised by considerably high values. In particular, θair o ranges 
between 17.1 and 33.2 ◦C, while RHo values are between 50 and 90%. 
These outdoor air external conditions entail high values of θair i and RHi 

and, consequently, high Eel due to fan activation. 
Fig. 14 shows that the model is reliable (from a qualitative point of 

view) in estimating the indoor environmental conditions and electrical 
energy consumption of the monitored greenhouse. The measured and 
simulated trends of θair i (Fig. 14a) are very similar between them, 
especially during nighttime, when θair i is in free-floating conditions due 
to the absence of solar radiation and the lower value of θair o (no cooling 
is needed). During daytime, the higher θair o and the presence of solar 
radiation cause the activation of the installed fans (as visible from the Eel 

trends of Fig. 14c) and slight differences between the two θair i trends 
(the measured and simulated ones) stand out. These differences are 
especially evident on July 9th and 10th when (at around 12:00) the 
simulated θair i suddenly decreases while the measured θair i follows 
rising. This discrepancy is due to slight differences in the modelling of 
the evaporative cooling system. 

The difference in evaporative pad activation also explains the small 
spikes that characterize the simulated trend of θair i that have a major 
effect the trend of simulated RHi, showed in Fig. 14b. The simulated RHi 

trend, in fact, is characterized by spikes that are not present in the 
measured one. Those spikes are caused by the sudden activation of the 
evaporative cooling pads that enhances the inlet of fresh saturated cool 
air inside the greenhouse. The inlet of this air causes a consequent 
decrease of θair i (as visible in Fig. 14a) that reflects in the sudden in-
crease of RHi. In addition, it has to be considered the incoming air is 
characterized by a high xair sup (due to the adiabatic cooling process that 
takes place inside the pads) that increases xair i and, consequently, RHi. 
The RHi spikes are present in the trend estimated by model since it 
considers that the pads are activated/deactivated with an hourly time 
step. In the real greenhouse the situation is quite different since pads are 
activated/deactivated with sub-hourly time steps, avoiding the presence 
of similar spikes in the monitored trend. 

Fig. 14c shows the comparison between the simulated and measured 
hourly Eel due to fan activation. As visible from the chart, the main 
difference between the measured and simulated energy trends regards 
the maximum of energy consumption that is achieved daily. The 
measured Eel, in fact, achieves a maximum daily value higher than the 
simulated Eel. This difference is slight (less than 1 kWh) and it seems a 
sort of systematic error since it is appreciable during most of the days of 
the validation period, except July 10th, 11th, 12th, and 18th. This sys-
tematic error could be ascribable to a slight difference between the fan 
implemented in the energy model and the real ones installed in the 
monitored greenhouse. This difference may be due how the fan was 
implemented in the energy model or due some discrepancies between 
the specifications reported in the technical datasheet of the fans and 
their real performance once installed on field. 

Another interesting element that stands out from the analysis of 
Fig. 14c is the trend of both monitored and simulated Eel on July 11th 

and 12th that is considerably different from the other days. This differ-
ence is due to the θair o values (visible in Fig. 14a) that, on July 11th and 
12th, is at the minimum values of the analysed period. The cooler θair o 

makes it possible to maintain θset C (27.7 ◦C) without activating cooling 
ventilation. Therefore, during July 11th and 12th only dehumidification 
ventilation was activated, requiring a lower electrical power. 

The reliability of the model that is proved from a qualitative point of 
view by Fig. 14, is also analysed from a quantitative point of view 
comparing the calculated MBE and Cv(RMSE) with the main thresholds 
for validating energy simulation models for buildings through calibrated 
simulations, as recommended in [82]. The sources of thresholds 
considered in this work are:  

• American Society of Heating, Refrigerating and Air-Conditioning 
Engineers (ASHRAE) Guidelines 14 [86]; 

Table 4 
Values of the calibration parameters after the 
solution of the optimisation problem.  

Coefficient Value [-] 

γglass  1.25 
γfloor  0.99 
γth  3.83 
γm LAI  0.82 
γq LAI  0.36 
γhig  1.48  
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• International Performance Measurements and Verification protocol 
(IPMVP) [87];  

• Federal Energy Management Program (FEMP) Measurements and 
Verification (M&V) guidelines [88]; 

In Table 5, the values of MBE and Cv(RMSE) for θair i, RHi and Eel 

calculated before and after the calibration are shown together with the 
respective threshold values for hourly validation. In addition, the RMSE 
is also presented since even though ASHRAE Guidelines 14 [86], IPMVP 
[87] and FEMP [88] do not provide threshold values for this index, it 

Fig. 14. Trends of monitored and simulated values of (a) indoor air temperature (θair i), (b) relative humidity (RHi), (c) and hourly electrical energy consumption. 
The outdoor air temperature (θair o) and relative humidity (RHo) are also showed. 

Table 5 
Values (before and after the calibration) of goodness-of-fit indices and threshold values for the hourly validation of the presented energy simulation model, concerning 
indoor air temperature (θair i), relative humidity (RHi) and hourly electrical energy consumption (Eel).  

Parameter Goodness-of-fit index Calculated value Thresholds value (hourly validation) 

Before calibration After calibration ASHRAE [86] IPMVP [87] FEMP [88]  

MBEa  0.7% 0.3% ±10% ±5% ±10% 
θair i  Cv(RMSE)b  5.2% 4.5% 30% 20% 30%  

RMSEc  1.35 ◦C 1.16 ◦C – – –   

MBE  − 10.6% − 6.1% ±10% ±5% ±10% 
RHi  Cv(RMSE) 18.2% 13.1% 30% 20% 30%  

RMSE  12.7% 9.1% – – –   

MBE  –33.2% − 1.2% ±10% ±5% ±10% 
Eel  Cv(RMSE) 83.7% 55.3% 30% 20% 30%  

RMSE  2.04 kWh 1.35 kWh – – –  

a Mean Bias Error. 
b Coefficient of Variation of the Root Mean Square Error. 
c Root Mean Square Error. 
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represents a good measure of the extent of the error between the esti-
mated trend and the simulated one. Please note that the goodness-of-fit 
indices reported in Table 5 were calculated considering the hours of the 
validation period only. The hours that were used for the model cali-
bration were not considered for the calculation of those indices. 

The values reported in Table 5 show that the calculated goodness-of- 
fit indices respect all the considered threshold values for both θair i and 
RHi (even the most restrictive ones from IPMVP), while Eel does not 
respect only the Cv(RMSE) thresholds. The RMSE is equal to 1.16 ◦C for 
θair i and 9.1% for RHi demonstrating that the error of the model in 
estimating these two indoor environmental parameters is small during 
the validation period, confirming the reliability of the presented model. 
The obtained RMSE are similar to the ones found in other similar works 
in the literature [7,41]. The RMSE for Eel is 1.35 kWh a value that would 
further decrease if the systematic error that was highlighted in Fig. 14c is 
not considered. This error could appear slightly high, but it should be 
considered that the developed model adopts an hourly simulation time 
step. To improve the energy consumption prediction, lower simulation 
time steps should be adopted to improve the simulation of the dynamics 
of fan activation. Nevertheless, lower simulation time steps would in-
crease the computation time reducing the usability of the model. 

The reliability of the model from the energy point over long periods 
of simulation can be also evaluated comparing the simulated and 
measured energy consumptions over the entire validation period. The 
model, in fact, estimates an electrical energy consumption for dehu-
midification and cooling ventilation of 711 kWh, while the monitoring 
campaign provided an electrical energy consumption of 703 kWh. Ac-
cording to the formulation of Eq. (32), a ΔEel of roughly can be calcu-
lated 1.1%, meaning that there is just a slight overestimation of the 
electrical energy consumption. The model estimates that during the 
validation period no thermal energy was needed to heat the enclosure, a 
result that is confirmed by the monitoring campaign in which, the 
heating system was not operative. 

The previous analyses show that the model is reliable for the purpose 
of this work and it can be adopted to perform long term simulations 
considering different configurations of the greenhouse systems at both 
the envelope and system levels to find the best configuration for 
improving the greenhouse energy performance. An example of model 
application is presented in the following section. 

5. Model application 

The potentialities of the presented energy simulation model are 
several since it enhances the possibility to simulate different types of 
greenhouses in different climate conditions and specially to evaluate the 
effect of different types of control systems and new equipment. The re-
sults provide interesting information about the indoor environmental 
conditions and the related energy performance. 

To exploit the potentialities of the presented model, the greenhouse 
described in Section 4.2.1 is simulated in three different scenarios 
considering the climate conditions of three different locations presented 
in Table 6 (data from the Test Meteorological Year). 

In Fig. 15, the absolute and cumulative frequencies of the simulated 

θair i for the three climate scenarios are presented. The frequencies of 
Verona and Nantes scenarios are quite similar between them, while 
important differences stand out comparing those climate scenarios with 
the Sevilla one. Verona and Nantes scenarios, in fact, are characterized 
by a higher frequency of lower θair i since the cumulative frequency of 
the class 20 ◦C is higher than 70% in both the climate scenarios. On the 
contrary, in Sevilla scenario higher temperatures can be observed and 
the cumulative frequency of 20 ◦C is 50%, considerably lower than in the 
other considered climate scenarios. This different distribution of θair i 

frequency will reflect also in different thermal and electrical energy 
consumption that are showed later in the text. 

The absolute frequency distributions presented in Fig. 15 show that 
θair i is always higher than 14 ◦C. The most frequent value of θair i is 16 ◦C 
for all the climate scenarios and its absolute frequency ranges between 
around 2100 (Seville) and 3200 (Nantes). This high absolute frequency 
is explained considering that 16 ◦C is the set point temperature that is 
maintained by the climate control system during the day. During 
nighttime, the climate control system maintains a setback temperature 
of 14 ◦C. Consequently, 14 and 16 ◦C are characterized by very high 
absolute frequencies. On the contrary, 15 ◦C has a very low absolute 
frequency since this θair i value can occur only in certain conditions 
during nighttime and in those hours in which θair i increases from 14 to 
16 ◦C and vice versa. 

In Fig. 16, the cumulative electrical and thermal energy consumption 
for heating and ventilation in the simulated climate scenarios are pre-
sented. Fig. 16a shows that the higher electrical energy consumption is 
from Seville scenario where the warm outdoor weather conditions entail 
a considerably electrical energy consumption for fan activation (10,180 
kWhel, 6.02 kWhel m2). That energy consumption value is considerably 
higher than the ones of Verona (2161 kWhel, 1.28 kWhel m2) and Nantes 
(534 kWhel, 0.32 kWhel m2). 

An opposite trend regards the thermal energy consumption, as 
visible from Fig. 16b. Seville scenario, in fact, is characterised by a 
yearly thermal energy consumption of 57,063 kWhth (around 33.77 
kWhth m2) a value considerably lower than the one found for Nantes 
scenario (199,397 kWhth, around 117.99 kWhth m2) and Verona one 
(269,528 kWhth, around 159.48 kWhth m2). 

The presented results agree with other studies present in scientific 
literature that underline how most of the energy consumption of 
greenhouse is due to space heating [12,14]. For this reason, future in-
vestigations should aim at reducing heating energy consumption 
exploiting energy simulation tools such the one presented in this work. 
In particular, the estimated thermal energy consumption results 
considerably higher than the one of other agricultural building charac-
terised by high values of energy consumption for climate control, such as 
intensive livestock houses [89]. 

The previously presented electrical energy consumptions were esti-
mated considering variable angular speed fans installed in the simulated 
greenhouse (as described in Section 4.2.1). In Table 7, the previously 
obtained electrical energy consumption are compared with the ones that 
were obtained considering a set of 15 fixed angular speed fans of 0.56 
kW (0.75 hp) and 19,100 m3 h− 1 of maximum flow rate installed in the 
greenhouse, as it can be observed in many existing structures. As visible 
from the table, variable angular speed fans entail a decrease of the 
electrical energy consumption for ventilation between 24 and 34% if 
compared with fixed angular speed fans. 

6. Conclusions 

In this work a coupled first-principle dynamic energy simulation 
model for the calculation of energy consumption and indoor environ-
mental conditions of fully mechanically ventilated greenhouses was 
elaborated and presented. After a monitoring campaign for the acqui-
sition of the dataset, the model was validated through calibrated simu-
lations. The results were evaluated in compliance with the main 

Table 6 
Outdoor climate conditions used to perform the simulations.  

Scenario Location θair o(average)a  Annual solar 
radiationb 

Verona (Italy) Southern Europe 12.3 ◦C 1070 kWh m− 2  

Seville (Spain) Southwestern 
Europe 

18.4 ◦C 1769 kWh m− 2  

Nantes 
(France) 

Northwestern 
Europe 

12.2 ◦C 1180 kWh m− 2   

a Value calculated considering the hourly values of the entire TMY. 
b Value referring to the total outdoor solar radiation on horizontal surface. 
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Fig. 15. Absolute and cumulative frequencies of indoor air temperature for the considered scenarios of Verona (a), Seville (b) and Nantes (c).  

Fig. 16. Cumulative electrical (a) and thermal (b) energy consumption for the considered climate scenarios.  
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protocols for building energy simulation present in literature. The model 
proved to be reliable in providing the estimation of time profiles of the 
indoor air temperature and relative humidity in accordance with those 
measured in the experimentation. The model also properly estimates the 
electrical energy consumption for dehumidification and cooling 
ventilation. 

The main strength of the presented model lies in its integrated 
approach in simulating the greenhouse dynamics (e.g. thermal and 
hygric behaviour of the building) and the consequent dynamic response 
of the climate control systems. The presented energy model integrates 
the most adopted climate control equipment in large multi-span 
greenhouses, including the new variable angular speed fans, a prom-
ising energy-efficient technology for greenhouses that has yet to be 
exploited in this sector. Integration of such fans in this simulation model, 
represents a novelty in literature. 

The presented model could represent a decision support tool for the 
stakeholders in the energy design and retrofit stage of fully- 
mechanically ventilated greenhouses. Stakeholders, in fact, will use 
this energy simulation model to create a greenhouse “digital mock-up” 
to test a wide range of configuration creating scenarios characterized by 
different solutions with different solutions at both envelope and system 
level, by different features production cycle (e.g. cultivated crop and 
cycle length), and by different settings of climate control system (e.g. set 
point temperatures and minimum ventilation). The results of those 
simulations could lead stakeholders to adopt the most energy-efficient 

solution to improve the energy performance for climate control of 
greenhouses. An example of the application of this model was presented 
in this work, considering various solutions at system level (variable and 
fixed angular speed fans) in different outdoor climate conditions. 

Further improvements and fine-tuning calibrations could convert the 
presented model also in a digital twin of existing greenhouses, providing 
analytics useful for improving the greenhouse management and further 
improving the energy performance during the operational stage. Future 
model improvements may integrate additional equipment for climate 
control, new technologies and new calculation modules for different 
purposes (e.g. simulation of natural ventilation, the estimation of on-site 
energy renewable energy production and the assessment of greenhouse 
gas emissions). 
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Appendix A. Set of equations for thermal balance solution 

To calculate ϕH/C,nd, the equivalent electrical network is solved with an hourly time discretization according to a Cranck-Nicholson time scheme. 
To simplify the equations, the above reported heat transfer coefficients are grouped into Htr 1, Htr 2, and Htr 3, as described in paragraph C.3 of 

Annex C of ISO 13790 [67], where the complete set of equations of the adopted method is contained. For the j-th time-step, the network has to be 
solved to calculate the value of the θair i,j considering as mass temperature θm,j− 1, referred to previous time-step. The calculation is performed through 
the following equations 

θm,j =

θm,j− 1⋅
[

Cgh
3600 − 0.5⋅(Htr 3 + Htr em)

]

+ ϕm tot,j

Cgh
3600 + 0.5⋅(Htr 3 + Htr em)

[
◦C] (A.1)  

where ϕm tot,j represents the whole heat flow occurring in the hourly time-step (calculated according to [67]) and Cgh is the building fabric heat 
capacity (J K− 1); 

θm =
θm,j + θm,j− 1

2
[
◦C] (A.2)  

θs,j =

Htr ms⋅θm + ϕst + Htr fen⋅θair_o + Htr 1⋅
(

θair sup +
ϕia+ϕH/C nd

Hve

)

Htr ms + Htr fen + Htr 1
[
◦C] (A.3)  

in Eq. (A.3), θair o is used instead of θair sup when evaporative pads are not activated; 

Table 7 
Comparison between electrical energy consumption for ventilation considering 
variable and fixed angular speed fans.  

Scenario Eel (variable 
angular speed 
fans)  

Eel (fixed 
angular speed 
fans)  

Energy saving due to 
variable angular speed 
fans 

Verona 
(Italy) 

2161 kWhel  2958 kWhel  − 27% 

Seville 
(Spain) 

10,180 kWhel  13,441 kWhel  − 24% 

Nantes 
(France) 

534 kWhel  810 kWhel  − 34%  
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θair i,j =
Htr is⋅θs + Hve⋅θair sup + ϕia + ϕH/C nd

Htr is + Hve
[
◦C] (A.4) 

To determine if the air temperature θair i,j is within the range θset H and θset C, and to compute the possible required thermal load ϕH/C nd, Eqs. (A.1- 
A.4) are performed twice for each time-step j, imposing the following two values of ϕH/C,nd:  

• ϕH/C nd = 0 W m− 2;  
• ϕH/C nd = 10 W m− 2. 

The air temperature calculated imposing ϕH/C,nd equal to 0 W m− 2 is named θair i(0), while when it is calculated imposing ϕH/C nd equal to 10 W m− 2 

is named θair i(10). At this stage of calculation, two different situations can occur:  

1. if θair i(0) stays within θset H and θset C, the building does not require neither supplemental heating nor cooling (ϕH/C nd = 0 W m− 2) and θair i is in 
free-floating conditions;  

2. if θair i(0) falls out of the range (θset H − θset C), ϕH/C nd is calculated as 

ϕH/C nd = ϕH/C nd(10)⋅
θset H/C − θair i(0)

θair i(10) − θair i(0)
[W] (A.5)  

where ϕH/C nd(10) is the heating or cooling load calculated considering 10 W m− 2. 
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