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Abstract Fluorescence recovery after photobleaching (FRAP) is a widely used technique for studying diffusion in biological1

tissues.Most of the existing approaches for the analysis of FRAP experiments assume isotropic diffusion, while only a few account2

for anisotropic diffusion. In fibrous tissues, such as articular cartilage, tendons and ligaments, diffusion, the main mechanism3

for molecular transport, is anisotropic, and depends on the fibre alignment. In this work, we solve the general diffusion equation4

governing a FRAP test, assuming an anisotropic diffusivity tensor and using a general initial condition for the case of an elliptical5

(thereby including the case of a circular) bleaching profile. We introduce a closed-form solution in the spatial coordinates, which6

can be applied directly to FRAP tests to extract the diffusivity tensor. We validate the approach by measuring the diffusivity7

tensor of 3 kDa FITC-dextran in porcine medial collateral ligaments. The measured diffusion anisotropy was 1.42 ± 0.015 (SE),8

which is in agreement with that reported in the literature. The limitations of the approach, such as the size of the bleached region9

and the intensity of the bleaching, are studied using COMSOL simulations.10

Keywords FRAP · anisotropic diffusion · fibrous tissues · ligaments · direct measure11

1 Introduction12

Molecular diffusion is the process by which chemical species, e.g., solutes or macromolecules, move from regions of higher13

concentration to regions of lower concentration. Diffusion plays a vital role in cellular functions, such as protein-protein14

interactions and metabolism (Verkman, 2002). In porous connective tissues such as ligaments and cartilage, diffusion is one of15

the primary mechanisms for nutrient transport. For this reason it has been extensively studied in healthy and degraded tissues16

(Maroudas, 1968; Burton-Wurster and Lust, 1990; Xia et al., 1994, 1995; Leddy and Guilak, 2003; Leddy et al., 2006). Several17

techniques can be used for measuring self or molecular diffusivity (or diffusion coefficient in the isotropic case) of solutes in18

biological tissues: fluorescence correlation spectroscopy (c.f., Lee et al. (2011)), single-particle tracking (c.f., Qian et al. (1991)),19

and diffusion tensor MRI (c.f., Le Bihan et al. (2001); Lori et al. (2002)). However, the most common method is Fluorescence20

RecoveryAfter Photobleaching (FRAP), as it requires less instrumentation than the other approaches (e.g., confocalmicroscopes),21

and diffusivity can be directly quantified.22

In general, in a FRAP experiment, a tissue is stained with fluorescently labelled molecules, and a region of interest (ROI)23

is photobleached using a high intensity laser beam causing irreversible photochemical bleaching of the ROI. As a result, the24

fluorescence intensity detected by the microscope drops in the ROI. Due to the Brownian motion, the surrounding labelled25

molecules will eventually be transported into the ROI, restoring the intensity. By analysing the fluorescence recovery pattern26

over time, a direct measurement of diffusivity is obtained (Axelrod et al., 1976).27

The first mathematical model describing FRAP was developed by Axelrod et al. (1976) and has been adopted in the literature28

with some variations. The model, which is derived for isotropic diffusion in a plane, considers the bleaching over a circular29
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spot defined in an (xy)-plane, and occurs uniformly throughout the z-axis, and thus, the recovery is two-dimensional. Besides30

the theory, the model by Axelrod et al. (1976) provided a guideline to evaluate diffusivity from experiments, where diffusivity31

is obtained as a function of the dimension of the ROI (radius, if it is a circle) and the characteristic time of recovery. Early32

models generally assumed isotropic diffusion. With the widespread use of confocal microscopy, and its application in FRAP33

experiments, the analysis was adapted from the conventional FRAP to confocal FRAP (Kang et al., 2010, 2012), but assumed34

isotropic diffusion. Leddy et al. (2006) proposed a technique that detects diffusion anisotropy in collageneous tissues, termed35

Continuous Point Bleaching. In this technique, a single pixel is bleached for a prolonged period of time, and the resulting36

bleached region, approximated by an ellipse, gives a direct measure of the diffusion anisotropy. This method can be used to find37

diffusion anisotropy without the diffusion magnitude. Based on spatial Fourier analysis, Shi et al. (2010) proposed a model that38

can capture diffusion anisotropy in two-dimensional confocal FRAP experiments. The analysis is performed in the wave-vector39

domain (sometimes loosely called the “frequency domain”, in analogy with the case of time-frequency analysis). The intensity,40

and therefore the concentration, is normalised with respect to the intensity of the bleached image in its initial condition. The41

normalised function is then the fundamental solution of the diffusion equation. The fitting is performed in the wave-vector domain42

to obtain the diffusivity tensor.43

In this work, we propose to introduce a direct approach that can be applied in the spatial coordinates to detect and evaluate44

diffusion anisotropy. The method is based on solving the diffusion equation for the case of anisotropic diffusion, using an45

appropriate initial condition, and allowing for data fitting in the spatial coordinates. Moreover, we show that the moment of46

inertia tensor of the concentration can be seen as a promising quantity for detecting and measuring anisotropy.47

To test the validity of the approach, we performed a set of FRAP experiments on medial collateral ligament (MCL) explants48

collected from porcine knee joints. Testing was performed on medial collateral ligaments since they have strong fibre alignment49

(see Figure 1), which leads to anisotropic diffusivity. Since our model describes transport by passive diffusion, we tested dextran50

molecules as they are inert and uncharged. However, the diffusivity might still be influenced by interactions with the matrix,51

e.g., binding, and also by the cells (Leddy and Guilak, 2003) . As for the size of the test molecule, we used 3 kDa dextran (with52

a hydrodynamic radius of 1.4 nm, Sigma-Alrdich) as it could be viewed as a molecule of intermediate size compared to the53

small therapeutics used for osteoarthritis, such as NSAIDs and steroids (with hydrodynamic radii smaller than 0.55 nm), and the54

relatively large therapeutics, such as growth factors and antibodies (up to 5 nm in hydrodynamic radius, see DiDomenico et al.55

(2018) for more details). The choice of both ligaments and 3 kDa dextran provides a basis for comparison of the results with56

existing literature (Leddy et al., 2006)57

Additionally, we performed COMSOL sensitivity simulations by varying the size of the bleached region, and the intensity58

of bleaching. The fitting procedure, which was performed over an idealised unbounded domain, implies an error, evaluated59

by numerically simulating the diffusion over a realistically bounded domain, in order to address the accuracy of the analytical60

method.61

Fig. 1: Scanning electron microscope (SEM) images of a medial collateral ligament sample, showing the alignment of the fibre bundles in two different
locations. Note the 4 µm scale bar at the bottom right of the image.

2 Fluorescence Recovery After Photobleaching62

Here, we briefly recall the basics on Fluorescence Recovery After Photobleaching (FRAP). FRAP consists of staining the sample63

of interest with fluorescently-labelled molecules (or with fluorophores). It is usually assumed that the molecule of interest is64

large enough compared with the conjugated fluorescent probes, so that the diffusion observed is representative of the molecule65

of interest. A FRAP test occurs in three steps, explained here for a confocal microscope, but the same steps also apply to any66

light microscope (Axelrod et al., 1976; Sprague et al., 2004):67

1. Prebleaching: imaging of the sample at low power laser intensity. The laser is set at the wavelength at which fluorescent68

probes are excited. We will refer to these images as prebleached images/frames (Figure 2, left);69
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2. Bleaching: a region of interest (ROI), usually of circular shape, is bleached with a high power laser beam over a short period70

of time, so that recovery is minimal during the bleaching process. This yields a photochemical reaction that permanently71

causes the probes in the ROI to be nonfluorescent. We will refer to this image as bleached image/frame (Figure 2, middle);72

3. Postbleaching: as a result of Brownian motion, the molecules carrying intact fluorophores are transported from the region73

surrounding the bleached ROI into the ROI, and the molecules inside the ROI move into the surrounding region and, thus,74

the fluorescence intensity inside the ROI is restored. We will refer to these images as postbleached images/frames (Figure 2,75

right).76

Fig. 2: Steps of fluorescence recovery after photobleaching (FRAP) showing the prebleached image (left, t < 0), the bleached image (middle, t = 0),
and a postbleached image (right, t > 0; in this specific image, t ' 1.5s). The images were taken for a medial collateral ligament sample, and acquired
with a 40 × /1.1 NA objective mounted on a Zeiss 710 inverted microscope (Zeiss Inc., Germany).

In Figure 3, a schematic diagram summarises the steps that will be followed in this work: tissue preparation, testing, fitting77

the experimentally determined concentration, analytical/numerical determination of the diffusivity.78
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I. Tissue preparation

1. Healthy porcine

medial collateral ligament

2. Sectioned to 70 µm slices

(Leica CM3050 S cryostat)

3. Fibre alignment: Second Harmonic Generation

(Olympus FVMPE-RS)

4. Stained

5. Tested (Zeiss 710 confocal microscope)

II. Testing - FRAP

Prebleaching (t < 0) Bleaching (t = 0) Postbleaching (t > 0)

fluorescence/
concentration
(experimental)

concentration
(model)

III. Data fitting

c = c∞ c(x, y, t = 0) c(x, y, t)r

kc∞

c∞ k, r D

Fig. 3: Schematic diagram showing the different steps followed in this work: I. tissue preparation, II. testing and III. data fitting, which were performed
for select samples.
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3 Methods79

In this section, we determine the analytical expression of the concentration of the molecules during the recovery phase of a FRAP80

experiment for the case of anisotropic diffusion. We assume that the initial distribution is Gaussian, and consider both a circular81

and an elliptical ROI.82

3.1 Analytical Expression of the Recovery Profile83

The recovery observed in FRAP experiments is due to molecular diffusion, which can be described in terms of the mass balance84

law85

∂tc = div(D grad c), (1)
where c is the concentration of the molecules, D is the diffusivity tensor and Fick’s law is adopted to express the molecules’86

diffusive mass flux vector as −D grad c. Note that, in the present context, Equation (1) is assumed to apply to the whole two-87

dimensional Euclidean space E2. In our problem, the concentration is prescribed to tend towards a constant value c∞ (referring88

to the “unbleached condition”) far away from the bleached region, i.e.,89

lim
‖x−x0 ‖→∞

c(x, t) = c∞, (2)

and its gradient, grad c, is required to have vanishing magnitude in the same limit, i.e.,90

lim
‖x−x0 ‖→∞

‖grad c(x, t)‖ = 0. (3)

We notice that in (2) and (3) the limits are assumed to exist independent of the direction along which x moves away from the91

centre of the bleached region, x0.92

The initial concentration c(x, 0), occurring at the instant of bleaching, t = 0, and resulting from a confocal laser, is empirically93

approximated by94

c(x, 0) ≡ c0(x)

= c∞
[
1 − k exp

(
−2 (x − x0) · A

−1(x − x0)
)]
, (4)

for all x, x0 ∈ E
2, where k is the bleaching depth parameter (Axelrod et al., 1976; Kang et al., 2012) and A is a symmetric and95

positive definite second-order tensor. The bleached region is denoted by96

B := {x ∈ E2 : (x − x0) · A
−1(x − x0) ≤ 1}, (5)

i.e., it is the region bounded by the curve ∂B, given by the ellipse of equation (x − x0) · A
−1(x − x0) = 1.97

Remark 1. Ideally, when considering a circular ROI, a perfectly isotropic Gaussian distribution of intensity (and thus, concen-98

tration) is to be adopted as the initial condition, in which case the tensor A of Equation (4) is isotropic, and is thus represented99

by the matrix100

[A] =
[
r2 0
0 r2

]
, (6)

where r is the effective radius of the circular bleached area, which is generally greater than the set bleaching radius (Kang et al.,101

2012). Equation (6) allows us to re-write Equation (4) as102

c(x, 0) = c∞

[
1 − k exp

(
−2
‖x − x0‖

2

r2

)]
, (7)

which is the form usually found in the literature (Kang et al., 2010). However, in order to account for possible anisotropy during103

the bleaching process, we consider a generally anisotropic tensor A in the initial condition (4), which makes the Gaussian104

distribution anisotropic and allows for the application of this method to the case of the bleaching of an elliptical ROI.105

Equations (1)–(4) generate a differential problem on an unbounded domain that, due to the condition (2), makes the integral106 ∫
E2 c(x, t) dµ(x) divergent (note that, here and in the sequel, dµ(x) denotes the Lebesgue measure in E2). This inconvenience107

can be eliminated by noticing that the diffusion equation (1) is invariant under the transformation108

q(x, t) = c∞ − c(x, t), (8)

where q is an unknown function satisfying the differential problem109

∂tq = div(D grad q), (9a)
lim

‖x−x0 ‖→∞
q(x, t) = 0, (9b)

lim
‖x−x0 ‖→∞

‖grad q(x, t)‖ = 0, (9c)

q(x, 0) ≡ q0(x) = c∞k exp
(
−2(x − x0) · A

−1(x − x0)
)
, (9d)
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and having convergent integral
∫
E2 q(x, t) dµ(x) < +∞. For future use, we also introduce an equivalent expression for the initial110

datum, q0(x), which can be recast in the form111

q0(x) = c∞
B

2π
√

det
( 1

4 A
) exp

(
− 1

2 (x − x0) ·
[ 1

4 A
]−1
(x − x0)

)
, (10)

where the constant B (which has the physical units of area, whereas k is dimensionless) is defined by112

B = k2π
√

det
( 1

4 A
)
. (11)

Note that the integral of q0(x) overE2 is given by c∞ B, whichmeans that it is as if all the particles of initial (fictitious) concentration113

q0(x) were concentrated in a bounded region of E2 of area B. A well-established argument allows for the determination of the114

unknown q by means of the convolution integral115

q(x, t) =
∫
E2

G(x − y, t)q0(y) dµ(y), (12)

where G is referred to as Green’s function of the problem defined by (9a)–(9d). We emphasise that, consistently with the116

conservative nature of the problem (9a)–(9d), it holds true that
∫
E2 q(x) dµ(x) =

∫
E2 q0(x) dµ(x), i.e. the total “mass” of the117

molecules is conserved. When D is independent of space and time, as is the case in the present context, G is given by118

G(x − y, t) =
1

2π
√

detΣ(t)
exp

(
− 1

2 (x − y) · [Σ(t)]−1(x − y)
)
, (13)

with119

Σ(t) = 2tD (14)

being the covariance tensor. We recall that G satisfies identically Equation (9a) and complies with the condition120

lim
t→0

G(x − y, t) = δ(x − y), (15)

where δ(x − y) ≡ δy(x) is the Dirac delta distribution centred at y, and the limit is to be understood in the sense of distributions.121

We remark that the functional expression of G does not depend on whether D and, thus [Σ(t)]−1 is isotropic or anisotropic, a122

statement that can be verified by direct substitution of Equation (13) into (9a).123

Equation (12) can be solved in the wave-vector domain, by turning the convolution into the product of the Fourier transforms124

of Green’s function and of the initial datum, thereby obtaining125

Q(ξ, t) = G(ξ, t)Q0(ξ), (16)

where ξ is the wave vector, Q(ξ, t), G(ξ, t) and Q0(ξ) are the Fourier transforms of the auxiliary concentration, of Green’s126

function and of the initial datum, respectively, and they are defined as127

Q(ξ, t) =
∫
E2

q(x, t) exp (−i2πξ · [x − x0]) dµ(x), (17a)

G(ξ, t) =
∫
E2

G(x − y, t) exp (−i2πξ · [x − y]) dµ(x), (17b)

Q0(ξ) =

∫
E2

q0(x) exp (−i2πξ · [x − x0]) dµ(x). (17c)

A direct computation, exploiting the symmetry and positive-definiteness of tensors Σ(t), for t > 0, and A, the theorem of change128

of variables, the Gaussian structure of G(x − y, t) and q0(x), and the completing-the-square technique, yields the expressions129

G(ξ, t) = exp
(
−4π2tξ · Dξ

)
, (18a)

Q0(ξ) =
1
2πc∞k

√
det A exp

(
− 1

2π
2ξ · Aξ

)
. (18b)

We note that Shi et al. (2010) obtained (18a) in terms of the Fourier transform of the concentration c and used it to fit experimental130

diffusion data and to determine the anisotropic diffusion tensor. Substitution of (18a) and (18b) into (16) leads to the expression131

of the Fourier transform of the auxiliary concentration, i.e.,132

Q(ξ, t) = G(ξ, t)Q0(ξ)

= 1
2πc∞k

√
det A exp

(
− 1

2π
2ξ · [8Dt + A]ξ

)
. (19)
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Upon setting R(t) := 8Dt + A, and noticing that tensor R(t) is symmetric and positive definite for all t ≥ 0, q(x, t) can be found133

by performing the inverse Fourier transform of Q(ξ, t), i.e.,134

q(x, t) =
∫
K2

Q(ξ, t) exp (i2πξ · [x − x0]) dµ(ξ)

= c∞k

√
det A√

det R(t)
exp

(
−2(x − x0) · [R(t)]−1(x − x0)

)
, (20)

whereK2 is the space of wave vectors ξ . We notice that, for t = 0, it holds that R(0) = A and Equation (20) returns q0(x). Finally,135

the concentration c(x, t) reads136

c(x, t) = c∞ − q(x, t)

= c∞

[
1 − k

√
det A√

det R(t)
exp

(
−2(x − x0) · [R(t)]−1(x − x0)

)]
. (21)

Remark 2. All the calculations leading to Equations (18a), (18b) and (20) are analytical. More importantly, we emphasize137

that they hold true regardless of whether the tensors featuring in the Gaussian integrals are isotropic or anisotropic. As a138

sketch of such calculations, we look at the determination of Q0(ξ) in (18b). Specifically, we perform the change of variables139

z − x0 = A−1/2(x − x0), which entails the change of measure dµ(z) = det(A−1/2) dµ(x) = (det A)−1/2 dµ(x), and we rewrite140

Equation (17c)141

Q0(ξ) =

∫
E2

q0(x) exp (−i2πξ · [x − x0]) dµ(x)

= c∞k
√

det A
∫
E2

e−2‖z−x0 ‖
2−i2πA1/2ξ ·[z−x0] dµ(z)

= c∞k
√

det Ae−
1
2 π

2ξ ·Aξ
∫
E2

e
−

[
√

2(z−x0)+i 2πA1/2ξ
2
√

2

]2

dµ(z). (22)

Finally, since the integral on the very far right-hand-side of Equation (22) is Gaussian and equal to142 ∫
E2

e
−

[
√

2(z−x0)+i 2πA1/2ξ
2
√

2

]2

dµ(z) = 1
2π, (23)

one obtains the result reported in Equation (18b), i.e.,143

Q0(ξ) =
1
2πc∞k

√
det A exp

(
− 1

2π
2ξ · Aξ

)
. (24)

Remark 3. In the case in which both D and A are isotropic tensors, i.e., D = DI and A = r2I , where I is the identity tensor and144

r is the effective radius of the bleached area, which is now circular, Equation (21) becomes145

ciso(x, t) = c∞

[
1 − k

r2

8Dt + r2 exp
(
−

2‖x − x0‖
2

8Dt + r2

)]
. (25)

3.2 Data Fitting146

In this section, we briefly describe the procedure for obtaining the components of the diffusivity tensor from FRAP experiments147

and, in Section 4, we clarify the procedure with examples. The fitting is performed over three steps:148

1. To remove possible unevenness in the illumination, at each time t, the measured fluorescence intensity I(x, t) of the image is149

first normalised with respect to the intensity Ip(x) of a prebleached image (see for example Jönsson et al. (2008), in which the150

normalised fluorescence intensity Ī(x, t) is termed “relative fluorescence intensity”), i.e., the normalised intensity is given by151

Ī(x, t) =
I(x, t)
Ip(x)

, (26)

and, for ideal conditions, represents the normalised concentration c̄(x, t) = c̄(x, t)/c∞. In (Jönsson et al., 2008), it is assumed152

that Ī(x, t) is related to c̄(x, t) by Ī(x, t) = β(t) c̄(x, t), where β(t) is a parameter that accounts for variations of intensity with153

time, such as drifting and fluctuations in light intensity.154

2. In a given FRAP experiment, parameters k and A are fixed throughout. These parameters are obtained from fitting the155

experimental data of the bleached image, represented by Ī(x, 0), with the initial condition, c̄(x, 0) = c(x, 0)/c∞, the normalised156

form of Equation (4). All calculations were performed using Mathematica (Wolfram Research, Champaign, Illinois, USA).157

The non-linear solver NonlinearModelFit was used to fit k and the components A11, A22 and A12 of the symmetric tensor158

A. The QuasiNewton method was used for all calculations.159

3. At each postbleached frame, fitting of normalised intensity Ī(x, t) is performed with the normalised form of Equation (21),160

i.e., c̄(x, t), with the fitting parameters being the components D11, D22 and D12 of the diffusivity tensor D. Finally, effective161

values of the diffusivities can be obtained as the mean values of the fitted diffusivities with time. We will discuss an additional162

approach for obtaining the effective measures of the fitted diffusivities based on the use of the moments of inertia in Section 6.163
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4 Anisotropic Diffusion in Ligaments164

In this section, we validate the approach by examining the diffusion anisotropy ratio for 3 kDa-FITC conjugated dextran in165

porcine medial collateral ligaments (MCL), and compare the ratio to that obtained by Leddy et al. (2006).166

4.1 Preparation167

This study was carried out in accordance with the guidelines of the Canadian Council of Animal Care and was approved by the168

committee for Animal Use and Ethics at the University of Calgary. Fresh knee joints of young pigs (3-6) month-old were obtained169

from a local abattoir. Full thicknessMCL tissues were collected from the midsection of theMCL, to ensure presence of fibres with170

strong alignment. Thin samples (Figure 4) of the tissues with 70 µm thickness were then cut using a Leica CM3050 S cryostat.171

Three sample thicknesses were initially considered: 30, 50 and 70 µm. We noticed that with the 30 µm and 50 µm sections, full172

recovery from FRAP tests did not always occur, while in the 70 µm, full recovery always occurred. This might be related to the173

amount of fluid that can be retained by the fibre network. Also, there might have been disruptions in the fibre network in the thin174

samples. The samples adhered properly to the coverslips, and were kept hydrated with phosphate buffered saline (PBS) until the175

stain was applied. Afterwards, samples were stained with solution of PBS and 3 kDa FITC-Dextran (Sigma-Aldrich, Missouri,176

United States) with a concentration of 2 mg/ml (0.67 mM). Samples were stained at 4◦C for 24 hours. Given the thickness of177

the samples, full penetration of the stain was possible during the staining time. Prior to the FRAP tests, the stained samples were178

stored in a humidity chamber to keep them hydrated, and also to prevent exposure to natural light and, thus, bleaching.179

Remark 4. Preliminary tests were performed on full thickness-ligaments, without sectioning and, later, sectioned ligaments180

were used. There are several advantages in using thin compared to thick ligament samples. First, in thin samples, scar tissue is181

avoided and illumination is even. Second, thin ligament samples adhere to the coverslip more easily, providing better stability182

for FRAP tests. Third, the fluorescence recovery from the off-plane direction is minimised, providing a more accurate measure183

of the in-plane diffusivity tensor.184

Fig. 4: An MCL section (left), a set of stained MCL sections, and a solution of 3 kDa FITC-dextran and PBS, placed on a glass bottom dish to minimise
fluid drift during the FRAP experiments.

4.2 Testing185

An inverted microscope (Zeiss LSM 710, Germany) with a 40 × /1.1 NA water-immersion objective (Zeiss Inc., Germany) was186

used for both imaging and bleaching. An Argon laser of 25 mW was used for all testing. Imaging was performed at ∼ 0.5 %187

laser power, and bleaching at 100%. The field of view was 212 µm × 212 µm (pixel size: 0.42 µm). The ROI diameter was set188

to 42 µm for all experiments (100 pixels). The excitation maximum of 3 kDa FITC-Dextran stain is 490 nm and, therefore, the189

laser wavelength was set at 488 nm for both imaging and bleaching. Emitted light was collected above 520 nm. Since the theory190

adopted in this work is based on fluorescence recovery in the plane, and neglects any contribution from the off-plane direction,191

ideally bleaching should be performed throughout the thickness of the sample, in order to prevent off-plane recovery (as done,192

e.g., by Greene et al., 2008). However, in order to avoid the cut-surfaces and any resulting disruption in the fibre network,193

bleaching was performed in an optical slice smaller than the sample’s thickness. A set of FRAP tests was initially performed194

using two pinhole openings: 265 µm which results in a ∼ 7 µm optical slice, and 520 µm, which results in a ∼ 14 µm optical195

slice. The difference between the results was not significant, indicating that the planar recovery was not sensitive to the off-plane196

direction.197

We note here that the ROI diameter, 42 µm, was chosen to be large enough to be representative of the tissue, and to capture198

the anisotropy, as can be seen in the scanning electron microscopy images in Figure 1, in which the fibre orientation is visible199

within a region smaller than 20 µm, whereas our ROI diameter is 42 µm, i.e., the anisotropy is generally captured in the FRAP200

experiments. The ROI was also chosen to be small enough in order to be approximated as homogeneous. We initially studied201

the diffusivity for different ROI sizes, and adopted an intermediate size, using the same microscope objective, for the following202

reasons203
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1. Bleaching a smaller ROI than the one chosen in our experiments, leads to recovery during bleaching, as the half-life204

recovery time is proportional to the squared diameter of the bleached ROI. This could lead to underestimating the diffusivity205

measurement;206

2. Increasing the ROI beyond the 42 µm diameter ROI chosen in our experiments would require a longer scanning interval207

of the post-bleached frames, leading to unwanted photo-bleaching. Moreover, as the size of the ROI increases, while using208

the same microscope objective, the accuracy of the numerical fitting would be compromised as will be explained in the209

COMSOL simulations in Section 5.210

211

In order to quantify the effect of off-plane recovery, a set of independent FRAP tests was performed using a solution of 3 kDa212

FITC-dextran and PBS, at the same concentration as used in the experiments with ligament samples, at a ∼ 14 µm optical slice213

thickness, and similar experimental conditions as for the ligament tests. The results were then compared to a theoretical baseline,214

represented by the Stokes-Einstein equation, as will be explained in Section 4.3.215

4.3 Results and Analysis216

In the following, we report the results of diffusivity magnitude and anisotropy ratio for 3 × 3 × 15 FRAP tests (performed on 3217

animals, with 3 samples tested from each animal, and 15 FRAP tests performed for each sample; the representation of an example218

set of data is given in Figure 5). The average diffusivity D = 1
2 tr D (coefficient of the spherical part of the two-dimensional219

diffusivity tensor) was 90.2±1.13 µm2/s (SE), and the anisotropy ratio D1/D2 (where D1 and D2 are the maximum andminimum220

eigenvalues of the in-plane diffusivity tensor D) was 1.42 ± 0.015 (SE). The anisotropy ratio is close to that obtained by Leddy221

et al. (2006), who found it to be ∼ 1.33 ± 0.07.222

t = 5t = 3t = 1t = 0

c̄(x, t)

Fig. 5: Example of data fitting of normalised concentration with the theoretical solution for an MCL sample, following steps 2 and 3 of the validation
method in Section 4, respectively. Images show the initial condition (left) and three postbleached images.

1 2 3 4 5 6 7
time (s)

20

40

60

80

diffusivity (μm2/s)

D11

D12

D22

Fig. 6: Diffusivity values obtained from fitting of experimental data from FRAP tests on porcine MCLs.

In Figure 6, we show the values of the diffusivity components found from fitting for each frame. In a given FRAP test,223

the average of the diffusivity component over time provides an effective measure for each component of the diffusivity tensor.224

However, one way of calculating the effective diffusivity over time is through the moment of inertia tensor (or, simply, tensor of225
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inertia) M of the concentration c, i.e.,226

M(t) =
∫
E2

c(x, t)
[
‖x − x0‖

2I − (x − x0) ⊗ (x − x0)
]

dµ(x), (27)

where I is the identity tensor. The integral in (27) diverges because the concentration c( · , t) tends to the non-zero value c∞ at227

infinity. Thus, we use the rescaled tensor of inertia J of the quantity q( · , t) = c∞ − c( · , t) defined in Equation (8), which instead228

converges to zero at infinity, i.e.,229

J(t) =
∫
E2

q(x, t)
[
‖x − x0‖

2I − (x − x0) ⊗ (x − x0)
]

dµ(x). (28)

To determine an explicit expression of J(t), we exploit the well-established property of Gaussian integrals. To begin with, we230

notice that for every symmetric second-order tensor H with positive determinant, the following integral identity holds true231

I(H) :=
∫
E2

exp
(
−2(x − x0) · H

−1(x − x0)
)

dµ(x)

=

∫
E2

exp
(
−2H−1 : [(x − x0) ⊗ (x − x0)]

)
dµ(x)

= 1
2π
√

det H . (29)

Equation (29) completely defines I as a differentiable scalar function of H , and differentiation of its expression on the far232

right-hand-side of (29) yields233

∂I

∂H
(H) = 1

4π
√

det H H−1. (30)

On the other hand, by differentiating the integral expression of I with respect to H , and employing the tensor identity234

∂H−1

∂H
(H) = − 1

2
[
H−1 ⊗H−1 + H−1 ⊗H−1] , (31a)

∂(H−1)mn

∂Hi j
(H) = − 1

2
[
(H−1)mi(H

−1)nj + (H
−1)mj (H

−1)ni
]
, (31b)

which makes use of the special tensor products ⊗ and ⊗ introduced by Curnier et al. (1995), one obtains235

∂I

∂H
(H) = 2

∫
E2

exp
(
−2H−1 : [(x − x0) ⊗ (x − x0)]

) {
H−1[(x − x0) ⊗ (x − x0)]H

−1} dµ(x). (32)

Since the tensors H−1 can be factorised out of the integral, Equation (32) can be recast in the form236

∂I

∂H
(H) = H−1

{
2
∫
E2

exp
(
−2H−1 : [(x − x0) ⊗ (x − x0)]

)
[(x − x0) ⊗ (x − x0)] dµ(x)

}
H−1. (33)

Hence, equating (30) to (33) and multiplying the resulting expression from the left and the right by H , one obtains237 ∫
E2

exp
(
−2H−1 : [(x − x0) ⊗ (x − x0)]

)
[(x − x0) ⊗ (x − x0)] dµ(x) = 1

8π
√

det H H . (34)

Note that, even though (x − x0) ⊗ (x − x0) is a singular tensor, the integral in Equation (33) is a non-singular tensor.238

239

By taking the trace of Equation (34), one obtains240 ∫
E2

exp
(
−2H−1 : [(x − x0) ⊗ (x − x0)]

)
‖x − x0‖

2 dµ(x) = 1
8π
√

det H trH . (35)

Finally, by combining (35) with (34), with H replaced by R(t), and recalling the definitions of q and J , one finds241

J(t) = 1
8πc∞

√
det A {[trR(t)]I − R(t)} . (36)

From Equation (36) and the definition of R(t) = 8Dt+A, we can see that the tensor of inertia J(t) is affine in the diffusivity tensor.242

More specifically, in a coordinate representation, each component of the matrix associated with J(t) is affine in one diffusivity243

component; i.e., each component of the matrix of J(t) is given by a linear function in one of the diffusivity components plus a244

constant. Indeed, J11 is affine in D22, J22 in D11 and J12 in D12. Indeed, in components, we can write245

[J(t)] = 1
4 c∞B


8D22t + A22 −8D12t − A12

−8D12t − A12 8tD11 + A11

 . (37)
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Fig. 7: Moments of inertia of the different fitted diffusivities, together with the best fit lines.

Fig. 8: Image of a porcine ligament sample, showing the maximum principal direction of diffusion anisotropy found by best fitting the experimental data.

For a given FRAP test, the fitted values of a component of the diffusivity tensor, at different frames, can be substituted in the246

expression of the tensor of inertia component that they feature in, and a best fit line can be used to find the effective diffusivity.247

For the example shown in Figure 6, the values of the fitted diffusivities were substituted into Equation (37), and the best fit lines248

are shown in Figure 7. After obtaining the matrix of the effective values of the components of the diffusivity tensor, [D]eff , the249

eigenvalues and eigenvectors are found, i.e., anisotropy ratio and principal directions are known (See the sample test in Figure 8,250

showing the principal direction associated with the maximum eigenvalue).251
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It is important to point out that there are variations in the fibre alignment and fibre density, even within the same ligament252

sample, which contributes to variations in the diffusivity tensor and, thus, leads to relatively large standard errors.We demonstrate253

these structural variations using two examples. In the first case, we can see different patterns of fibre alignment, or waviness,254

within a few hundreds of micrometers within the same sample (Figure 9). In the second example ( Figure 10 ), we show two255

explant samples collected from the same MCL tissue, with one (right) having strongly aligned fibres and higher fibre density256

than the other sample (left).257

In order to capture inhomogeneities of the tissue, FRAP tests were carried out at different locations within the same sample.258

Moreover, second harmonic generation (SHG) images were collected, for selected samples, at different locations within the same259

sample, and for different samples using two-photon excitation microscopy (FVMPE-RS, Olympus, Japan), using a 25×/1.05 NA260

water-immersion objective (Olympus Inc., Japan). However, since the FRAP testing was performed using confocal microscopy,261

for which the theory is developed, and the SHG images were obtained by two-photon excitation microscopy, FRAP tests could262

not be matched to the SHG images.

 

 

 

Fig. 9: SHG image of an MCL sample, showing two regions with different fibre alignment within less than 300 µm of each other.

 

Fig. 10: SHG images taken from two samples of the same MCL tissue, showing significant differences in fibre alignment and fibre density.

263

In order to assess the effect of the off-plane recovery, we first discuss the theoretical measure for diffusivity for a spherical264

particle with radius r , in a dilute solution and a small Reynold’s number, which is given by the Stokes-Einstein equation (see,265

e.g., Brinkman, 1949)266

Dth =
kB T

6πµ r
, (38)

where kB = 1.380648 × 10−23m2kg/s2K is Boltzmann’s constant, T is the temperature expressed in Kelvin, µ is the dynamic267

viscosity of the fluid. All tests were performed at room temperature, T = 298 K, and the solution’s viscosity is assumed to be268

8.9× 10−4 Pa s (water), and the hydrodynamic radius of the 3 kDa dextran molecules is 1.4 nm (Sigma-Alrdich). The theoretical269
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scalar diffusivity value, calculated from Equation (38) is Dth = 175 µm2/s. The spherical part of the diffusivity for n = 40 FRAP270

tests was 170 ± 1.17 µm2/s (SE). Results suggest that an optical slice of 14 µm is sufficient for assuming planar recovery.271

5 Error Analysis: COMSOL Simulation272

In this section, we examine the validity and the limitations of the method by numerically simulating an anisotropic FRAP273

experiment. The simulation serves two purposes274

1. A comparison between the analytical solution used for fitting Equation (21), which assumes the condition at infinity275

lim‖x−x0 ‖→∞ c(x, t) = c∞, and the solution of the diffusion equation (1) for a bounded domain, represented by the dimensions276

of the frames. The error is then plotted as a function of time to determine a time window through which the error can be277

tolerated. We should emphasize at this point that data fitting is done with respect to the analytical solution of the unbounded278

domain and, therefore, the error resulting from the comparison with the bounded domain case should be regarded as the279

worst case scenario, which one would not expect to occur in reality. As for the dimensions of the frame, a 212 × 212 µm2
280

window was used throughout the simulation, which corresponds to the dimensions used in the experiments.281

2. Effect of parameters k and A on the error. For simplicity, the spherical part of A, i.e., r2 (or alternatively, of r), is considered.282

The parameters chosen for k and r were based on the experiments in Section 4, and helped in determining the level of the283

bleaching intensity and the radius of bleaching that can be safely used. Moreover, the diffusivity tensor used was based on284

the results obtained for the MCL tissues in Section 4.285

Equation (1) is solved numerically on the bounded domainΩ = [−L/2, L/2]×[−L/2, L/2], i.e., the square with side L = 212 µm286

(which corresponds to the dimensions of the frame) centered at x0 = 0, by means of a finite element method, implemented in287

the commercially available software COMSOLMultiphysics™, along with the initial condition (4) and for c∞ equal to unity and288

different values of k and r . The numerical solution is found by imposing Dirichlet conditions on the entire boundary ∂Ω of Ω.289

In particular, we impose290

c(x, t) = c0(x) ∀ x ∈ ∂Ω, ∀ t . (39)

We remark that, for the comparison with the experiments, the numerical simulations were run only for the isotropic case. More291

specifically, for each computation, Lagrange cubic polynomials were chosen as interpolation functions and the space discretisation292

of the computational domain was done by means of unstructured grids, which changed adaptively for varying values of the radius293

of the bleached region. For instance, for r = 25 µm, the number of degrees of freedom of the problem was 123127. The time to294

complete the simulation was 30 s, and the time discretisation of the problem followed an Euler backward scheme with the constant295

time step of 0.1 s. We also note that the choice of the computational domain size L is essentially dictated by optical constraints:296

we cannot choose too large of a window. If we were able to choose a very large window, then the numerical solution would be297

closer to the analytical solution, even maintaining the boundary condition c(x, t) = c0(x), for x ∈ ∂Ω, because boundary effects298

would become negligible, and we would approach the ideal conditions of an infinite plane. Indeed, by increasing the size of the299

computational domain, the value of c0(x) on ∂Ω becomes closer to c∞, thereby reducing the weight of the boundary condition300

that is chosen for the numerical simulations. In other words, granting all the symmetry properties that the solution should have,301

any other boundary condition tending towards c∞ for ‖x − x0‖ → ∞ would yield similar results. However, it is also important302

to emphasize that the boundary condition c(x, t) = c0(x), for x ∈ ∂Ω, is not the one that minimizes the discrepancies between303

the analytical solution and the numerical one, because it compels the numerical solution to be constant in time at the boundary304

of Ω, whereas the analytical solution varies in time on the points of ∂Ω (it is, in fact, defined all over E2 and, thus, also on ∂Ω).305

Note that we selected such a boundary condition on purpose, in order to make sure that our calculations were sufficiently robust.306

On the other hand, the discrepancies between the analytical and the numerical solutions could have been reduced by using the307

restriction of the analytical solution on ∂Ω as boundary condition. This would have avoided the differences between the values308

taken by the numerical and the analytical solution at the boundary of the frame (see e.g. Fig. 11), which arise because, in all the309

simulated cases, c0(x) does not depend on time.310

In order to quantify the discrepancy between the numerical solution, based on an integral evaluated on the bounded domain311

Ω ⊂ E2, and the analytical solution (21), based on integrals evaluated over the whole E2 plane, we define the error312

χ(x, t) :=
�� cn(x, t) − ca(x, t)

�� , (40)

where the subscripts “n” and “a” stand for “numerical” and “analytical”, respectively, and we compute the L2-, H1- and L∞-norm313

of the error, i.e. (Brezis, 2010),314

‖ χ(x, t)‖L2(Ω) :=
1

Area(Ω)

∫
Ω

[χ(x, t)]2 dµ(x), (41a)

‖ χ(x, t)‖H1(Ω) :=
1

Area(Ω)

∫
Ω

[χ(x, t)]2 dµ(x) +
∫
Ω

‖gradχ (x, t)‖2 dµ(x), (41b)

‖ χ(x, t)‖L∞(Ω) := sup
x∈Ω
{χ(x, t)}. (41c)

An example simulation of a FRAP test using the parameters that were most frequently used, k = 0.7 and r = 50 µm, and the315

accompanying error, are shown in Figure 11. We notice that the L2-norm of the error is small for a relatively large time window,316
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suggesting that fitting with Equation (21), which results in a smaller error compared to the simulation, is safe. For the analysis,317

we consider a time window comparable to that of the half recovery time of the molecule, for which an estimate can be found318

based on using the diffusivity of the molecule in pure fluid, Equation (38), in the relation by Axelrod et al. (1976)319

τ1/2 =
r2

4 D
γ, (42)

where γ is an experimental parameter that depends on the bleaching parameter k for a beam with Gaussian intensity profile. For320

simplicity, we adopt the value 0.88 of the case of a beam of uniform intensity (called a “circular beam” in the paper by Axelrod321

et al., 1976, from which we took the value of γ). In the case of diffusivity of 3 kDa dextran in fluid, Equation (42) results in322

τ1/2 = 3.14 s and for diffusion in ligaments, based on the diffusivity that obtained, τ1/2 = 6.1 s, when r = 50 µm2/s.323

We should note here that the analysis in this work is performed for the 3 kDa dextran molecules, but a similar analogy can324

also be used for larger molecules, for which larger time windows for the analysis would be considered (following Equation (42)),325

but the error should not increase, as diffusivity is smaller for the larger molecules. To test the effect of the intensity of bleaching
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Fig. 11: Concentration recovery in a simulated FRAP experiment with k = 0.7 and r = 50 µm, and the resulting error.

326

and thus, k, and the effect of the size of the bleached region and, thus, r , additional simulations were performed. Figure 12 shows327

the concentration recovery after fixing k = 0.7, and using two values of r: 25 µm and 75 µm. For the case of r = 25 µm, we can328

see that the error is very small, while r = 75 µm results in a much larger error. Figure 13 shows two cases, where r is fixed at329

50 µm, and two values of k are considered, k = 0.5 and 0.9. When k = 0.5, the error is very small, while the error for k = 0.9 is330

larger.331

To compare the numerical solutions with the analytical ones in the isotropic case, we plot the concentration profiles for332

different times (left panels of Figs. 11–13) and the associated errors (right panels of Figs. 11–13). The curves on the left panels333

are evaluated for x2 = 0 and show, thus, the concentrations as functions of x1 only. Because of the assumed isotropy, we would334

obtain exactly the same curves if we evaluated the concentrations for x1 = 0 and let x2 vary in [−L/2, L/2].335

In summary, the difference between the analytical solutions (solid lines) and the numerical ones (dashed lines) can be336

appreciated by looking at the left panels of Figs. 11–13. The discrepancies between the numerical and the analytical curves337

depend on the chosen parameters k and r . Looking at the right panels of Figs. 11–13, we notice that the L2-norm of the error is338

close to zero for all times and increases for increasing values of r in the time window [0 s, 30 s]. However, it goes towards zero339

for sufficiently long times. Although the same occurs also for the H1- and the L∞-norms, they exhibit larger deviations from340

zero in the time interval [0 s, 30 s]. Regarding the H1-norm, this behaviour may be due to the discrepancies in the derivatives341

of the concentrations, which tend to become more evident in the neighbourhood of the domain’s boundaries. In the case of342

the L∞-norm, it is possible to observe quite rapid oscillations close to t = 0 s, followed by a more stable trend, which goes343

asymptotically towards zero for very long times.344

6 Discussion and Conclusions345

Fluorescence recovery after photobleaching is a common technique for studying the mobility of molecules on the cellular and346

on the tissue level. Although the emergence of multi-photon microscopy allowed for bleaching of three-dimensional ROIs and,347

thus, some models for multi-photon FRAP have been introduced (e.g., Mazza et al., 2008; Shi et al., 2014), the theory and the348

analysis are generally complicated, and due to the relatively large time needed for bleaching and imaging of three-dimensional349

regions, the diffusivity measurement could be underestimated, e.g., due to recovery during bleaching. Therefore, studying the350

two-dimensional diffusion behaviour with confocal microscopes is still widespread. Here, we propose to add an approach for351

quantifying the full diffusivity tensor to the existing literature. The aim behind the work is to allow for simple extraction of the352

anisotropic diffusivity tensor from a FRAP test with a circular (or elliptical) ROI in the spatial domain. The approach, which is353

based on solving the diffusion equation with a Gaussian distribution as the initial condition, is direct, and can be implemented354

using a commercially available software (Mathematica in our case) by fitting the pixel values of the normalised intensity data355

with the analytical solution.356
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Fig. 12: Effect of varying r on the concentration recovery and the resulting error in a simulated FRAP experiment with k = 0.7 for two values of r :
r = 75 µm (top row) and r = 25 µm (bottom row).
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Fig. 13: Effect of varying k on the concentration recovery and the resulting error in a simulated FRAP experiment with r = 50 µm and two values of k:
k = 0.9 (top row) and k = 0.5 (bottom row).
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To test and to validate the approach, we performed FRAP tests of 3kDa FITC-dextran solution in porcine MCL tissues, and357

found the anisotropy ratio of the diffusivity tensor, which was close to the results obtained by Leddy et al. (2006). We addressed358

several factors that can impact the diffusivity measurements, such as the initial bleaching profile, the optical slice, the effective359

diffusivity, the time window for analysis, as well as the radius and intensity of bleaching. We introduced an anisotropic form360

for the initial Gaussian condition in Equation (4). Since we are using a laser-scanning microscope, the bleaching (and scanning)361

occurs from the top to the bottom of the bleached ROI. We noticed upon fitting the data of the bleached ROI that its profile362

may deviate slightly from the preset circle. This deviation would not have a significant impact in the isotropic case, but would363

affect the anisotropy and, thus, the use of the anisotropic initial condition which minimises this effect. As for the optical slice,364

we showed with separate experiments performed using a solution of 3kDa FITC-dextran that the planar assumption for diffusion365

recovery holds for the pinhole opening used. The experimental results for the spherical part of diffusivity, 170 ± 1.17 µm2/s366

(SE), were very close to the theoretical value in the Stokes-Einstein equation at 175 µm2/s, Equation (38). In these tests, the367

anisotropy ratio, expected to be exactly 1 in the case of fluid, deviated slightly at 1.04± 0.0016(SE). This standard error, besides368

the standard error of the diffusivity at 1.17 µm2/s, could be attributed to the fact that fluid drifting cannot be entirely prevented.369

Moreover, the anisotropic ratio may also be viewed as a measure of the threshold for the accuracy of the fitting approach.370

After spatially fitting the experimental data and obtaining measures of the diffusivity components for each postbleached371

frame, we suggested using the tensor of inertia for finding an effective measure for each diffusivity component. One major372

advantage of using the moments of inertia is that not only are they affine in the diffusivity components, but they also form a373

system of independent equations in the diffusivity components. As a consequence, for a given diffusivity component, the fitted374

values of that component, obtained from the postbleached images, should follow a line once they are substituted in Equation (28).375

Based on the goodness of fit for this line, one can be confident that the effective diffusivity components are accurate, Figure 7.376

Although our use of the tensor of inertia in this work is limited to finding effective diffusivity measures, we believe that its simple377

form, Equation (28), makes it a promising potential measure for diffusion anisotropy that can be used as a stand-alone method.378

In Section 5, we addressed the issues related to fitting the data of a bounded domain to the solution of the unbounded domain,379

and investigated the upper bound for the error. The parameters studied were the size of the bleached region (radius r) and the380

intensity of bleaching (parameter k). For the tested values of r and k, and within the time window used for the analysis, the error381

was small. Additional error analyses were performed for different values of k and r to test the sensitivity of the errors to these382

parameters, which can be helpful in choosing the radius of the bleached region and the bleaching intensity. It should be noted383

that such errors will also be present in other approaches of FRAP analysis, as they arise from the nature of FRAP experiments.384

A limitation of the method in the current form is that it assumes that all molecules are mobile and, therefore, the recovery is385

complete. This assumption can be corrected for by following a procedure similar to that adopted by Axelrod et al. (1976) (see386

the unnumbered equation at the bottom of page 1061 in their paper).387

In summary, the goal of this work was to introduce a practical approach for extracting the full anisotropic diffusivity tensor388

from a FRAP test in spatial coordinates, with only a few steps that can be directly implemented with a commercially available389

software.390
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