
19 April 2024

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Security in Approximate Computing and Approximate Computing for Security: Challenges and Opportunities / Liu,
Weiqiang; Gu, Chongyan; O'Neill, Maire; Qu, Gang; Montuschi, Paolo; Lombardi, Fabrizio. - In: PROCEEDINGS OF
THE IEEE. - ISSN 0018-9219. - ELETTRONICO. - 108:12(2020), pp. 2214-2231. [10.1109/JPROC.2020.3030121]

Original

Security in Approximate Computing and Approximate Computing for Security: Challenges and
Opportunities

IEEE postprint/Author's Accepted Manuscript

Publisher:

Published
DOI:10.1109/JPROC.2020.3030121

Terms of use:

Publisher copyright

©2020 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any
current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating
new collecting works, for resale or lists, or reuse of any copyrighted component of this work in other works.

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2851031 since: 2020-11-24T16:39:10Z

IEEE



PROCEEDINGS OF THE IEEE, VOL. XX, NO. X, XX 2020 1

Security in Approximate Computing and
Approximate Computing for Security: Challenges

and Opportunities
Weiqiang Liu, Senior Member, IEEE, Chongyan Gu, Member, IEEE, Máire O’Neill, Senior Member, IEEE,
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Abstract—Approximate computing is an advanced computa-
tional technique that trades the accuracy of computation results
for better utilization of system resources. It has emerged as
a new preferable paradigm over traditional computing archi-
tectures for many applications where inaccurate results are
acceptable. However, approximate computing also introduces
security vulnerabilities mainly due to the fact that the uncertain
and unpredictable intrinsic errors during approximate execution
may be indistinguishable from malicious modification of the input
data, the execution process, and the results. On the other hand,
interestingly, approximate computing present new opportunities
to secure the system and the computation. Existing work on
the security of approximate computing covers threat models,
countermeasures, and evaluations, but lacks a framework for
analysis and comparison. In this article, we provide a classifica-
tion of the state-of-the-art works in this research field, including
threat models in approximate computing and promising security
approaches using approximate computing. Open questions and
potential future research directions are also discussed.

Index Terms—Approximate computing, hardware security,
cryptography

I. INTRODUCTION

IN the last couple of decades, various advanced computing
systems, including supercomputers, ubiquitous computing

centers, and servers have been developed and widely deployed.
Unfortunately, Moore’s law is approaching its limit [1], and
conventional computing techniques are not effective in provid-
ing further performance enhancement under physical restric-
tions such as power consumption. These new and emerging
limitations have opened to many new challenges and some
interesting solutions. One of the most promising directions to
explore is to focus on a suitable reduction of the computational
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accuracy without sacrificing functionality and “perception”.
This approach is known as “approximate computing”.

Inspired by the fault tolerance capability of the human
brain, approximate computing can accept errors in calculation
without affecting the results of certain human perception and
recognition related computation, such as artificial intelligence
(AI), (deep-) machine learning (ML), signal processing and
communication, etc., in which noisy data, redundant infor-
mation, and inaccurate results are tolerable for the compu-
tation. Research in this area has attracted a large amount
of interests from both academia and industry [2], [3], [4].
Approximate computing techniques are crucial for energy
efficient systems and are being considered for high speed
and low power nanoscale integrated circuit (IC) designs [5],
[6], [7]. For example, a probabilistic design method was
proposed to reduce the energy for multimedia applications by
deliberately dropping the decoding of certain frames as long as
the introduced errors cannot be noticed by human [8]. Another
example is Google’s deep learning (DL) chip, where the tensor
processing unit (TPU) achieves a significant improvement in
processing performance using common approximate comput-
ing techniques, such as precision scaling [5]. Recently, IBM
research has launched the project of building on-chip AI
accelerators with approximate computing techniques [6]. They
utilize multiple approximate computing techniques, including
precision scaling and approximate arithmetic units with var-
ious precision, and achieve a 4x-200x speedup over existing
methods [7].

Most of the current research focus on using approximate
computing to improve system performance with acceptable
loss of accuracy [3], [9]. However, approximate computing
also introduces security vulnerabilities [10], mainly because
of the uncertainty and unpredictability of the intrinsic errors
during approximate execution, which may be indistinguishable
from malicious modification of the accurate result. If approxi-
mate computing can have security vulnerabilities, applications
using such techniques will undoubtedly be affected. It is
also pointed out [10] that approximate computing is well-
suited for security applications. For example, approximate
circuits, based on simplified circuits which can reduce area
and power consumption, have been proposed for information
hiding [11]. Compared to conventional security solutions based
on exact circuits, approximate circuit-based security strategies
not only provide the same security level but also save hardware
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resources. Approximate computing opens up both challenges,
security for approximate computing, and opportunities, ap-
proximate computing for security.

Several recent works have studied approximate computing
and security. Some potential security vulnerabilities that may
affect the integrity and security of approximate computing
systems are reported in [12] with focus on approximate circuits
and storage, including approximate DRAM, phase change
memory and SRAM. Security threats of approximate comput-
ing from the perspective of hardware, namely, Side-Channel
Analysis (SCA), reverse engineering, cloning/counterfeiting
and active attacks are discussed in [10]. Case studies in
approximate computing-based hardware security applications
and future research directions are reported in [13]. These
papers provide an initial introduction and discussion for this
emerging field.

However, to date the existing works lack a comprehensive
and systematized analysis and comparison of threat models,
countermeasures, and evaluations. This article aims to filling
this gap. More specifically, the main scientific contributions
are as follows.
• We provide a classification of the challenges in approxi-

mate arithmetic circuits and approximate storage.
• We present a classification of approximate computing

applications in building security schemes, such as approx-
imate computing for cryptography, hardware security and
machine learning based-schemes.

• We propose open questions and potential future research
directions in the area of security in approximate comput-
ing and approximate computing for security.

This article is organized as follows. Section II provides the
background treatment to approximate computing, including
approximate computing design objectives and classifications.
Section III introduces some advanced cryptographic schemes
which are treated in more details in later sections. Section IV
presents a classification of the security threats in approximate
arithmetic circuits and approximate storage. A classification of
approximate computing for security is discussed in Section V.
The use of approximate computing for security, such as
cryptography, hardware security and machine learning based
security approaches is presented. Section VI describes future
research directions. Conclusions are drawn in Section VII.

II. APPROXIMATE COMPUTING

Approximate computing [9], [2], [3], [4] is driven by
applications that are related to human perception and inher-
ent error resilience, such as digital signal processing (DSP),
communication, multimedia, machine learning and pattern
recognition. It can be applied to these applications due to the
large and redundant data sets that contain significant noise;
therefore, numerical exactness can be relaxed. In this section,
the design objectives associated with approximate computing,
including the relationship between speed performance, power
and accuracy of an approximate computing design are in-
troduced. In [14], approximate computing is classified based
on the levels on which approximate computing is applied,
namely algorithm, application, architecture and circuits. In this

article, approximate computing is classified based on the ap-
proximate level (Section II-B1) and the behavior determinism
(Section II-B2) [9], [14].

A. Design Objectives

Approximate computing can reduce power consumption and
improve system performance by introducing acceptable errors.
As such, computation accuracy has been introduced as a
third design parameter in addition to delay and power/area
consumption as shown in Fig. 1. In Fig. 1(a), the 3-dimension
(3D) design space presents the design objectives: performance,
power/area consumption and an additional dimension, compu-
tation accuracy. Conceptually, the more accurate the compu-
tation is, the slower/poorer the performance is and the more
power and area the system consumes. The process of designing
a system with approximate computing is to balance these
design objectives in the 3D design space. More specifically,
as shown in Fig. 1(b) on the right, the baseline design S0 is
the traditional design that provides exact results and optimized
for speed and power. With approximate computing, both speed
and power could be improved. For example, design S1 has
errors within the “Preferred” range, but provides both speedup
and power saving. If more computation error is acceptable, de-
sign S2 can further improve system performance. Any design
beyond the right of the vertical line S2 will be considered a
failure because it has unacceptable errors.
B. Classification

1) Abstraction Level of the Approximation: Approximate
computing can be applied to different categories, in hardware
and software and in different layers of systems. A classification
of approximate computing techniques based on approximate
level is summarized as follows.
• Software Approximation: Power consumption is reduced

by using simplified functions or data in programs. For
example, loop perforation [15], precision scaling [16],
[17], [18], using program versions of different accuracy
[19], and data sampling [20],

• Approximate Architectures: Approximate errors can be
detected or optimized in approximate accelerators [21] or
programmable processors [22]. Other techniques include
memory access skipping [23], lossy compression [24],
[25], and unreliable emerging technologies [26].

• Approximate Storage: Approximate storage is emerging
as an efficient technique to reduce a significant portion
of system power consumption. The techniques include
reducing refresh rate for DRAM [27], voltage scaling [28]
and inexact read/write [29].

• Software/Hardware Codesign: Most research on approx-
imate computing focuses on either software or hardware.
Software and hardware coordinated designs have also
been presented to achieve efficient, high performance
and dedicated outputs using approximate approaches. A
hardware/software codesign method was proposed for
approximate semi-supervised K-means clustering [30]. It
reduced the power consumption while only a small loss of
accuracy is introduced. An automatic hardware platform
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Figure 1: Approximate computing design space: (a) 3-D with
performance, power and computation accuracy, (b) the trade-
off between system performance (speed and power/area) and
computation accuracy (error).

with approximate algorithm operations was demonstrated
in [31]. The incremental network approximation (INA)
method has also been proposed to integrate approximate
circuits with deep neural network (DNN) algorithms with
little loss of accuracy [32]. A similar work [33] also
proposed an approximate multiplier to improve accuracy
and hardware efficiency of neural networks (NNs).

• Approximate Arithmetic Circuits: this involves simplify-
ing circuit designs to achieve an approximate operation
of the desired function, such as addition, multiplication
and division. The main approximate arithmetic units
proposed to date include approximate adders [34], [35],
approximate multipliers [36], [37], [38] and approximate
dividers [39]. Other approximate arithmetic circuits pro-
posed include approximate fast fourier transform (FFT)
[40] and approximate CORDIC circuits [41].

• Underprovisioned Circuits: the circuits, which are ad-
justed to operate at extreme conditions, such as power
boundaries, can easily trigger errors and achieve lower
power consumption. Relevant techniques include voltage
overscaling [42] and frequency overscaling [43].

2) Deterministic and Non-deterministic: The classification
of deterministic and non-deterministic for approximate com-
puting depends on the output of the approximated design [44].
A deterministic design repeatedly returns the same output

when given the same input as shown in Fig. 2(a). In contrast,
Fig. 2(b) presents a non-deterministic design which may return
different outputs for the same input. For a deterministic ap-
proximate design, a constant error E is generated when given
the same input A. However, a non-deterministic approximate
design generates different errors, Ei, Ej , Ek for the same input
A, which leads to different outputs, Oi, Oj , Ok, respectively.
To ensure that the errors, Ei, Ej , Ek, are acceptable for the
underlying system, an error threshold θ is necessary for
evaluation. However, it is not necessary for a deterministic
approximate design. Therefore, non-deterministic approximate
designs have limited reproducibility.

A
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Output

(a)

A

Input

Oi

Oj

Ok

Ei

Ej

Ek

Output

(b)

Figure 2: Approximate computing classification based on
reproducibility: (a) deterministic design, (b) non-deterministic
design.

Examples of deterministic approximate computing tech-
niques in the aforementioned publications are loop perfora-
tion [15], precision scaling [17], [16], [18], using program
versions of different accuracy [19], data sampling [20], lossy
compression [24], [25], optimizing uncertain data [45], the
automatic hardware platform with approximate operations
[31], approximate adders [34], [35] and approximate mul-
tipliers [36], [37], [38]. The non-deterministic approximate
computing techniques of the above mentioned research include
approximate accelerators [21], programmable processors [22],
unreliable emerging technologies [26], refresh rate reduction
[27], voltage scaling [28], inexact read/write [29], voltage
overscaling [42] and frequency overscaling [43].

In principle, a system that enables approximate computing
to trade off accuracy for delay/power/area should ensure the
same security as its exact counterpart. However, to date the
security issues of approximate computing have not been fully
investigated and it is difficult to guarantee the security of
operations that are approximated. Adversaries could target
components of an approximate computing system, for ex-
ample, software programs, processors, accelerators, memories
and circuits. The expected cost of protecting will be higher
when the approximation level is at the architecture layer
and hardware circuit design layers since system developers,
engineers, and circuit designers all may need to be involved.
When security vulnerabilities exist in these approximate de-
signs/systems, test, detection and modification processes are
more complicated than for conventional computing. Attacks to
the deterministic and non-deterministic approximate methods
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are different. In the subsequent sections, the vulnerabilities,
attacking techniques and potential countermeasures for ap-
proximate computation will be discussed.

III. SECURITY AND CRYPTOGRAPHIC SCHEMES

In this section, we will introduce some cryptographic
schemes, hardware security and attacking techniques, which
are referred to in later sections, both in the context of how
they can affect the security of approximate computing designs
and how they can benefit approximate computing. A summary
of these concepts is provided in Table I.

A. Hardware Security

1) Hardware Trojan (HT): A hardware Trojan (HT) is any
modification or addition to a circuit for malicious purpose [46],
[47], [48]. Common malicious goals of HT include leaking
sensitive information, changing or controlling the functionality
of the circuit, and reducing circuit reliability. An HT can be
inserted into IC products at any untrusted phase of the IC
production chain. The size of an HT varies from several logic
gates to a large functional circuit. One important feature of
HT is how to activate or trigger the HT for the malicious
goals. Most of the HTs are triggered by rare event or signal
such that they will not be discovered easily. HT detection and
prevention is a very important and challenging problem for
trusted IC design.

2) Logic Locking: Logic locking involves hiding important
information, for example, functionality and implementation,
related to a circuit by inserting additional logic into the original
design. It aims to thwart IP piracy leakage, HTs, reverse
engineering and IC overproduction [49], [50]. To execute its
valid functionality and generate correct outputs, a secret key is
provided as input to the logic locking circuit. If a wrong key
is applied, the functionality is incorrect and erroneous outputs
are generated by the locked circuit.

3) Physical Unclonable Function (PUF): A PUF is a se-
curity primitive, which utilizes the inherent process variations
during manufacturing to generate a unique digital fingerprint
that is intrinsic to the device itself. As such natural variations
in silicon dies are out of the manufacturer’s control, they are
inherently difficult to clone, and can provide additional tamper-
evident properties [51], [52], [53], [54]. PUF architectures can
be broadly classified into Weak PUF and Strong PUF (SPUF)
as discussed in [55]. SPUFs have a large number of possible
challenge response pairs (CRPs), whereby each challenge will
return a random response that is unique to the physical device.
By design, this implies the requirement for a much larger
entropy pool such that related challenges should not lead to the
corresponding responses on the same device. Hence, SPUFs
have been proposed for use in applications such as lightweight
mutual authentication, etc. However, most SPUF architectures
based on linear and additive functions have been shown to
be vulnerable to ML attacks. To date, linear regression (LR),
support vector machine (SVM), and evolutionary strategy (ES)
based ML methods have been widely utilized to attack SPUFs
[56], [57], [58].

4) Reverse Engineering: In the semiconductor industry, the
patent related technical information of a product are the most
valuable for the company who designs, manufactures, and
owns the product. However, an adversary can deconstruct
an IC to reveal the layout, netlist, architecture or extract
knowledge from a hardware circuit [59]. This process is
commonly referred to as reverse engineering.

5) Side Channel Analysis (SCA): SCA can reveal sensitive
information from the implementation of security/cryptographic
schemes by observing their electrical characteristics while
operating. The adversary observes side channel leakages, such
as the power consumption or eletromagnetic emanations, from
the implementation to uncover the secret cipher key or reveal
details of the execution/data in the scheme. SCA can be classi-
fied into as invasive and non-invasive or as passive and active.
Invasive SCA requires the device to be de-packaged/reverse
engineering to some extent before its behavior is observed.
In contrast, non-invasive SCA does not need the device to
be directly accessed during the attack. Passive SCA passively
observes the behavior of the device’s implementation while
active SCA seeks to deliberately manipulate the inputs of
the device, for example, carrying out fault injections, at the
same time as observing its behavior. SCA is considered to be
potentially harmful to approximate circuits, and this will be
introduced in details in the next section.

B. Cryptography
1) Homomorphic Encryption (HE): Homomorphic encryp-

tion is a cryptographic approach that can perform calculations
directly on encrypted data without needing to decrypt the data
first. It allows a third party to analyze and apply functions on
encrypted data without the risk of information/privacy leakage,
which enables important applications, for example, securing
data in the cloud and providing data analytics in regulated
industries. A survey of various homomorphic encryption al-
gorithms and schemes can be found in [60].

2) Post-Quantum Cryptography (PQC): In the near future,
quantum computers may break today’s most popular public-
key cryptographic systems, including RSA, elliptic-curve cryp-
tography, DSA, and ECDSA. PQC is a branch of cryptography
that operates on today’s classical computers but are based on
mathematical problems that are not under threat from attacks
by known quantum algorithms [61], [62].

3) Lattice-Based Cryptography (LBC): Lattice-based cryp-
tography (LBC) is one of the most popular branches of PQC
due to its versatility, its security hardness and the fact that it
can be constructed efficiently on various computing platforms.
In addition to conventional encryption and signatures, LBC
can be flexibly applied to other constructions, such as identity
based encryption, attributed based encryption and fully ho-
momorphic encryption. The LWE problem is hard as several
worst-case lattice problems; it is defined as: As+e = b mod q,
so given (A, b), find s, where e is an error vector in a Gaussian
distribution and q is a field modulus.

IV. SECURITY THREATS IN APPROXIMATE COMPUTING

In this section, we will review both existing attacks and
potential security threats in approximate computing. We will
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Table I: List of Hardware Security and Cryptographic Schemes

Category Concept Description

Hardware Security
Hardware Trojan (HT) A malicious alteration to the original design of an IC during design or fabrication.

Logic Obfuscation A circuit includes logic encryption/locking and IC camouflaging techniques.
It inserts additional gates to hide the correct functionality and gate-level implementation of a design.

Physical Unclonable Function (PUF) A circuit that uses manufacturing process variations to generate a unique unclonable digital fingerprint.
Reverse engineering (RE) The adversary deconstructs an IC to reveal the design, architecture or extract knowledge from the hardware circuit.
Side channel analysis (SCA) The adversary observes information such as power consumption during execution and sue such information to reveal the secret.

Cryptography

Homomorphic Encryption (HE) A cryptographic scheme allows arbitrary arithmetic function on encrypted data without the need of decryption.
Post-Quantum Cryptography (PQC) Cryptographic algorithms that are invulnerable to known quantum algorithm attacks by a quantum computer.
Lattice based Cryptography (LBC) One of the most promising candidates for PQC, constructed using lattices.
Learning With Errors (LWE) problem Defined as As+ e = b mod q, given (A, b), find s, where e is an error vector in a Gaussian distribution and q is a field modulus.

first introduce a general classification of these attacks and
then elaborate on approximate hardware (i.e., approximate
arithmetic circuits and approximate memory).

A. Classification of Attacks
Security threats in approximate computing can be classi-

fied as either confirmed (successful attacks that have been
demonstrated in the literature) or potential (harmful but no
concrete evidence reported yet). Similarly, applications can
be classified as confirmed affected applications and potential
affected applications. Designers need to be aware of both the
confirmed and potential attack techniques for the potential
affected applications.

Confirmed attacks include those by maliciously using volt-
age scaling technique [63], changing approximate computing
signals or voltage to create incorrect DRAM refresh rate
[12] and de-anonymization [64]. The affected hardware units
include approximate adders [34], [63], approximate DRAM
[65], [66], [67], approximate SRAM [68], [69], [70], [71] and
approximate PCM [24]. This impacts almost all the high level
applications as long as they use the approximate computation
units or memory.

Potential attacks could emerge based on reported vulnera-
bilities including malicious modification of data and control
signals [12], insertion of HT [11], [10], facilitating reverse
engineering [10], and performing SCA [10]. As most of the
attacks have been demonstrated on approximate adders, it has
been reported that approximate multiplier [36], [37], [38],
approximate divider [39] and other logic units potentially can
also be attacked.

B. Approximate Arithmetic Circuits
Arithmetic units including adders, multipliers and dividers

are essential for computation because they not only produce
the results but also determine and significantly affect the
performance and power consumption of computation. For
cognitive applications, such as image and pattern recognition,
data analysis, and computer vision, certain level of errors
can be tolerated and approximate computing principles have
been adopted. The heavy usage of the arithmetic operations
has motivated the approximate circuit implementations to
carry out these operations. Most of the reported designs are
based on logic reduction and pruning methods to implement
approximate adders and multipliers for high performance and
low power. Since security is not considered as a design
objective, these approximate circuits may be vulnerable to
security threats as we will elaborate next.

1) Malicious Modification of Registers: By deliberately
manipulating the adder’s inputs, the attacker can force the
approximate adder to continuously generate erroneous outputs.
As a result, the error correction code (ECC) or fault tolerant
process will be activated more than usual. It is reported that
with this malicious modification attack, the power consump-
tion of the approximate adder when 50% errors are acceptable
is higher than the same adder when only 25% errors are
acceptable [12]. This violates the principle of approximate
computing as shown in Fig. 1.

Fig. 3 shows the images of a potential malicious modifica-
tion attack on an approximate logarithmic multiplier (ALM).
The ALM works by truncating certain number of bits, which is
controlled by the truncation parameter t, stored in a register.
The proposed attack deliberately tampers the truncation pa-
rameter after it is read out from the register in order generate
unexpected output values. In this example, Fig. 3(a) represents
the exact result of the ALM calculation with both 8-bit input
and 8-bit output. Fig. 3(b) to Fig. 3(e) are the results of the
same image generated by the ALM with different truncation
parameter t (t = 6, 4, 3 and 2, respectively). An attacker may
deliberately change t to 2, say from 6, and produce image
Fig. 3(e) that may not be acceptable to the user. In circuits
protected by ECC/FT mechanisms, this fools the user to be-
lieve that the image with t = 6 is unacceptable. Consequently,
the user will either not use approximate computing or have to
activate the ECC for fault tolerant process and waste power.
The attacker achieves this without modifying the value of
inputs.

2) Hardware Trojans: Approximate circuits may be more
vulnerable for HT insertion compared to exact circuits [10].
First, approximate circuits are controlled normally by addi-
tional signal. As this is not part of the original design, it
could be exploited to trigger the HT. Second, if ECC or other
error detection circuits are accompanied with the approximate
circuits, they become another target for HT insertion. Third,
signals in an approximate circuit and its corresponding exact
circuit may have very different transition probability [72]. For
example, Fig. 4 depicts the transition probability distributions
for an exact 8-bit adder (Fig. 4(a)) and an approximate 8-bit
adder (Fig. 4(b)). They are quite different and might affect how
an HT will be triggered. Finally, approximate circuits can be
used to facilitate HT detection, which we will elaborate in the
future work section.

3) Voltage Scaling and Reverse Engineering: [10] dis-
cussed how approximate circuits may leak information at
some operating points using voltage scaling techniques. [63]
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(a) (b) (c) (d) (e)

Figure 3: Potential malicious modifications on the truncation parameter (t) of approximate logarithmic multiplier (ALM): (a)
original result with 8-bit input, (b) t = 6, (c) t = 4, (d) t = 3 and (e) t = 2.
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Figure 4: The transition probability distributions for (a) 8-bit
exact adder and (b) 8-bit approximate adder.

utilized a voltage over-scaling based approximate computing
method to slow down the signal propagation in a circuit and
force errors. Due to process variation, the errors will occur
on different paths for different chips. This is similar as the
principle of a PUF in hardware security. Hence, the erroneous
outputs can be utilized as an identity to authenticate the chip
[63], but it could leak information about the chip and the data
it is processing. Voltage scaling techniques have also been
utilized for approximate storage which will be discussed in
the next section.

Reverse Engineering (RE) can be affected by approximate
circuits in multiple ways [10]. On one hand, because ap-
proximate circuits normally are accompanied by additional
control and ECC units, this can help an RE attacker to
identify the approximate parts and partition the circuit. On
the other hand, some approximate circuits may have different
structures from the exact circuits and will complicate the RE
process. Moreover, the concept of approximate circuit allows
RE attackers to reveal and reconstruct an approximate circuit
instead of one identical to the original exact circuit [10].

C. Approximate Storage

Storage is another important system component in approx-
imate computing. Memory access is extensive in many error-
tolerant applications. This has led to the rise of designing
approximate memories or storage to achieve large power
savings.

1) Approximate DRAM: Due to its low cost, longevity and
high density, DRAM is still the main option for memory in
most embedded systems. However, data stored in DRAM must
be periodically refreshed, which results in significant power
wastage. The concept of approximate computing has been
used to solve this problem. Data in an application can be split
into critical and non-critical parts and allocated to different
parts of memory with different refresh rates, where low refresh
rate is utilized to save energy on non-critical data despite of
some errors [65]. A hardware based approximation method is
proposed to refresh the most important bits of operands at a
higher refresh rate and alternatively the least important bits of
operands at a lower rate [66]. Software-based approaches have
also been proposed to modify software and change DRAM
controller to improve energy quality [67]. We now use two
examples to demonstrate the security vulnerabilities of these
approaches.

Fig. 5 presents the relationship between DRAM refresh
rate and error rate, where a low fresh rate leads to high
bit error rate. Fault tolerant mechanisms such as ECC are
used to correct the errors. However, when the refresh rate
drops below an acceptable range, error correcting codes are
no longer feasible, and the DRAM will not function correctly.
Approximate DRAMs expands the acceptable operating area
due to the error tolerant nature of approximate computing.
However, if the refresh counter is manipulated by an adversary,
DRAM could be refreshed at a lower rate, causing malicious
errors in the stored data. This can also be achieved by
manipulating DRAM’s configuration signal [12].

2) Approximate SRAM: Supply voltage scaling, which can
reduce the power consumption on memory accesses, is a
preferred for SRAM array in image processing and multi-
media applications although it leads to high bit error rates.
A dynamically reconfigurable SRAM array is proposed to
use a low voltage for cells storing the least important bits
(LSBs) and the nominal voltage for cells storing the most
important bits (MSBs). The error rates can be controlled at
run-time by reconfiguring the number of bits in the lower
voltage mode [68]. A voltage scalable architecture is built to
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Figure 5: The relationship between DRAM refresh rate and
error rate leads to different operating conditions.

save power by storing different ‘quality’ data in SRAM bit-
cells of different ‘quantity’ [69]. The principle is to save the
most sensitive data in video applications in higher order 8T
bit-cells supported by nominal voltage while the lower order
bits are stored in 6T bit-cells with the supply voltage scaling
technique. The errors/failures caused by low voltage in the 6T
bit-cells are acceptable in error-tolerant applications such as
video processing.

These approximate SRAMs may also be vulnerable to
security attacks. For example, errors more than what can be
tolerated can be introduced to overburden the ECC unit in the
memory [12] as illustrated in Fig. 6. A typical supply voltage
scaling technique for SRAM [68] is shown in Fig. 6(a), where
a low voltage is applied to the LSBs and the nominal voltage is
executed for the MSBs. However, an adversary can manipulate
the voltage scaling technique and introduce errors to the MSBs
as in Fig. 6(b).

3) Approximate Phase-Change Memory (PCM): PCM is
one type of non-volatile memory (NVM) that can be consid-
ered as a replacement for disk, flash and potentially DRAM, to
solve some of their disadvantages, such as, DRAM’s scaling
woes and the slow performance of flash solid state drivers.
But PCM has its own drawbacks such as low speed, high
power consumption, and limited lifetime, etc. Approximate
computing techniques have been proposed to address some
of these drawbacks. An approximate storage technique was
proposed to improve the performance (in terms of speed) over
precise PCM [73].Various security vulnerabilities exist along
the writing flow of such approximate PCM as presented in
[12]. For instance, a threshold defines the margin between pre-
cise and approximate PCM memory blocks. If it is altered to
an incorrect value, the critical data stored in the precise PCM
memory might be affected. During the writing operation, the
writing voltage is gradually increased in each iteration guided
by a noise function. The writing operation may fail when the
voltage step is maliciously compromised by underestimating
or overestimating the noise function. The number of writing
iterations depends on the voltage difference, if the sensing
circuit is compromised and a voltage offset is added, the data
in the PCM will be modified. Finally, if the voltage comparator
is disabled, the attacker can directly overwrite critical data

0 1 1 0 0 1 0 0 0 1 0 1 1 1 1 0 1 0 0 0 0

Lower Voltage

LSBMSB

Nominal Voltage

No error Voltage Scaling Acceptable errors

(a)

Lower Voltage

0 1 0 0 0 1 1 0 0 1 0 1 1 1 1 0 1 0 0 0 0

Lower Voltage

LSBMSB

Errors Voltage Scaling Acceptable errors

(b)

Figure 6: An example of attacks on approximate SRAM:
(a) normal voltage scaling technique for SRAM to generate
acceptable errors on the LSB and no errors on the MSB, (b)
maliciously applying voltage scaling to the MSB to introduce
unacceptable errors [68].

stored in the precise PCM memory.

V. APPROXIMATE COMPUTING FOR SECURITY

In the previous section, we discussed research on poten-
tial security threats in approximate computing. On the other
hand, the additional dimension of approximate computing can
benefit security as well. A comprehensive classification of
approximate computing based security solutions is shown in
Fig. 7. The effective approaches are categorized into two main
groups, cryptography and hardware security, and these will be
discussed in details in this section.

A. Approximate Computing for Cryptography

This subsection discusses how approximate computing can
benefit both traditional cryptographic primitives, e.g., hash
functions, and advanced cryptographic schemes. Since ad-
vanced schemes are typically more complex than traditional
approaches, those that are based on ‘learning with errors’
mathematical problems can take advantage of the performance
benefits that approximate computing can offer.

1) Post Quantum Cryptography (PQC): Discrete Gaussian
sampling is a critical constituent of many LBC based schemes
[74]. The sampler is often the bottleneck of schemes requiring
high performance and its implementation has been success-
fully attacked by SCA [75], [76].

Rejection sampling, shown in Fig. 8, is a common method
employed to execute discrete Gaussian sampling in lattice
based cryptography [77]. An integer x ∈ {−τσ, · · · , τσ},
where τ is the ‘tail-cut’ factor, is chosen from a uniform
distribution depending on the security parameters. The larger
the tail-cut, the higher the precision for each discrete value
of the distribution and consequently the higher the security
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Figure 7: Classification for the applications of approximate computing in cryptography, hardware security and machine learning
related security.
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Figure 8: The tail-cut of Gaussian sampling.

achieved; however, the implementation cost is also higher.
Hence, there is a trade-off between hardware resource con-
sumption and security level. For ring learning with errors
(RLWE), the probability of decryption error is mainly de-
termined by the tail-cut and the standard deviation (STD)
of the Gaussian distribution. [78] presented the performance,
resource consumption and quality of six conditions of the
implemented comparator-based Gaussian sampler for different
tail cuts and statistical distances.

In addition to the Gaussian sampling, the modular poly-
nomial multiplication in a RLWE algorithm is also a sig-
nificant bottleneck in the realization of a practical resource-
constrained design for embedded Internet of Things (IoT)
devices. Exploiting the inherent approximate nature of the
RLWE problem, [79] presented an approach utilizing approx-
imate computing for RLWE based applications as shown in
Fig. 9. Fig. 9(a) presents an accurate multiplication for the
hardware architecture of RLWE decryption. An optimized
dynamic range multipliers (DRUM) approximate multiplier,
as shown in Fig. 9(b), has been proposed by [79] to improve
the speed, and reduce the area usage and power consumption
for RLWE decryption hardware designs.

modulo

c2

c1

r2

Exact Multiplication

(a)

c2

c1

r2

Approximate 
Multiplier

c1 = 0001 0111 0100 1101 r2 = 0000 0001 0101 1010

c1´ r2´ = 101111 = 101011

c1 r2X

c1´ r2´ X = 0000 0000 0001 1111 1001 0100 0000 0000

= 0000 0000 0001 1111 0111 1110 0001 0010

Approximated Approximated

(b)

Figure 9: Hardware architecture of RLWE decryption, where
(a) includes an exact mulitplication [80] and (b) demonstrates
an approximated multiplication using DRUM approximate
multiplier.

Later, [81] proposed a design of an area/power efficient
approximate modular multiplier (referred to as AxMM) for
a RLWE hardware design, by exploiting the statistics of
Gaussian noise in addition to the technique proposed in
[82]; transforming the unsigned Gaussian data to a signed
format. Fig. 10 presents the design of AxMM, comprising an
approximate multiplier (AxMult) followed by an approximate
modular reduction circuitry (AxMR). The leading one detector
(LOD) of AxMult performs a single bit truncation on the
Gaussian data (B) there by reducing its width from 6-bit to 4-
bit for modulus q = 7, 681, whereas MSB signed bit (b[5]) is
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not utilized during the modular multiplication but it is applied
at the end to generate the required result for a negative number.
Compared to the smallest exact RLWE multiplier design [82],
the AxMM can reduce the area by over 35% and power
consumption by over 23% with a slight reduction in STD of
the Gaussian distribution as well as the security level.

AxMult

LOD

M
U
X

AxMR

A B

B[5]

4 B[4:0]

Figure 10: Approximate modular multiplier (AxMM) [81]

2) Homomorphic Encryption: [83] proposed a homomor-
phic encryption scheme using approximate arithmetic based
on the RLWE. It utilized encryption noise as a form of error
involving approximate computations. Modular reduction is an
important operation in homomorphic decryption. [83] achieved
linear complexity in the growth of the cipher-text modulus
compared to other work with exponential complexity growth.
Subsequent work by the authors [84] presented an approximate
bootstrapping operation for homomorphic decryption. Also,
[85] utilized the approximate computing techniques proposed
in [79] to improve the efficiency of homomorphic decryption.
It also proposed a theoretical model to examine the error
behavior of secure inference and presented parameters that
can achieve smaller ciphertext size.

3) ApproxHash: As a basic building block (see Fig. 11(a)),
hash functions have been significantly developed and utilized
in many security primitives [86]. An approximate implemen-
tation of the Secure Hash Algorithm-1 (SHA-1) as shown in
Fig. 11(b), have been proposed to optimize the delay, power
and area consumption for cryptographic applications [87].
Approximate modular-32 adders, specifically approximate mir-
ror adders (AMAs), have been utilized to replace accurate
modular-32 adders at 80 out of N stages of the conventional
SHA-1 to improve the delay, power and area metrics at the
cost of degradation in its classical security strength. Hence,
one can select appropriate ApproxSHA-1 with N stages of
approximation according to the security strength as required by
the application. Such an ApproxHash could be utilized in error
tolerant applications and pseudo random number generator
(PRNG) hardware.

4) Bitcoin Mining: Bitcoin is a crypto-currency, mainly
created to simplify transaction processes without needing a
third-party, increase the speed of cross-border transactions,
and to be independent of government regulations. Bitcoin
mining is a process of creating and adding transactions to
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Figure 11: Approximate adders applied to Hash functions [87],
where (a) and (b) are basic building blocks of a conventional
SHA-1 algorithm using accurate adders and an approximate
SHA-1 algorithm using approximate adders, respectively.

the Bitcoin ledger, called Blockchain. Bitcoin mining, based
on complex computation, is inherently error tolerant. Since the
cost (e.g.electricity) for bitcoin mining is very high; hence, low
power strategies are important for bitcoin mining. To address
this, approximate computing has been considered to improve
the efficiency of Bitcoin mining [88]. Approximate circuits
can be built to reduce delay and area consumption but trading
off reliability. Two forms of approximation, functional approx-
imation and operational approximation, have been proposed in
[88]. For functional approximation, approximate circuits have
been utilized to replace original circuits to reduce area and
delay. Operational approximation, carried out by running the
circuits at different timings, such as executing circuits at a
higher frequency, accepts Better-than-Worst-Case operation.
However, Bitcoin mining utilizes a hashcash based proof-of-
work, which can apply approximate circuits for the hardware
implementation. For other distributed ledgers, it is unknown
if the approximation approach [88] is applicable.

B. Approximate Computing for Hardware Security

Cryptographic algorithms and protocols depend on hardware
implementation to achieve real-time performance and more
inherent security than software implementation. However,
the recent microarchitectural attacks, such as Meltdown and
Spectre, on processors demonstrated examples of hardware
based attacks. [89] shows that hardware security threats have
spread to every corner of the semiconductor supply chain. In
this subsection, we introduce countermeasures and potential
research directions for hardware security using approximate
computing.

1) Information Hiding for Approximate Computing: Pro-
viding security to IoT devices is a major challenge as small
devices tend to be limited in terms of resources and power.
Conventional security approaches, based on computationally
complex cryptographic algorithms, are typically too resource
intensive for implementation on these devices. To reduce
the power consumption for IoT devices and simultaneously
provide a practical security solution, Gao et al. proposed an
intrinsic security strategy [11], based on arithmetic operations
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executed by approximate function units, enabling embedded
information for authentication and other security related ap-
plications. The principle is presented in Fig. 12, where the
floating-point based approximate arithmetic computing has
1 sign bit, 8 exponent bits and 23 fraction bits. The left
component is the MSB, and the right p bits in the fraction,
and the LSB, have little impact on the value. Hence, they can
be directly used as security bits to hide information without
affecting the other 32 − p bits. The error introduced to the
precision value is 0.0074, which means the last p bits introduce
less than 2p−24 error compared to the precision format.

0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 1 1 1 1 1 1 0 1 0 0 0 0

sign 
(1 bit)

exponent 
(8 bits)

fraction
(23 bits)

031 (bit index)
3.14159
(Decimal)

(a)

0 1 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 1 1 1 1 1 1 0 1 0 0 0 0

sign 
(1 bit)

exponent 
(8 bits)

fraction
(23 bits)

0 0 0 0 0 0 0 0 0 0
p-1 0

031

Security
(p bits)

3.14159
(Decimal)

3.13574
(Decimal)

(b)

Figure 12: The application of approximate computing to
extract security [11]: (a) IEEE 754 single-precision floating-
point format for 32-bit data, (b) approximate format with
security extraction. The last p LSB bits can be used as security
bits to embed information.

With this in mind, two examples of hiding information into
approximate computing are shown, one using an approximate
adder and the other using and approximate multiplier.

[90] presented an information hiding strategy using an
approximate adder based on an accurate configurable adder
[91]. A short message M can be deliberately hidden in the
operation of the approximate adder and M can be retrieved to
detect incorrect results.

Fig. 13 shows the process and an example of applying an
approximate multiplier for information hiding [11]. Two real
numbers A and B can be written as A = A′ ⊕KA and B =
B′⊕KB using the approximate format, where A′ and B′ are
the numbers A and B in the approximate format with the last
p bits replaced by 0s; KA and KB are the last p bits of A
and B. ⊕ is an XOR operation.

As an example, assume the numbers A and B are 3.14159
and 12.31, respectively. A × B = 3.14159 × 12.31 =
38.6729729 is obtained for the precise computation, A′ ×
B′ = 3.1413574 × 12.30957 = 38.6687588 is calculated
for the approximate computation with p = 10. The final
result with security information embedded (Kr) is computed
as A′×B′⊕KA⊕KB⊕Kr = 38.67124, with only a 0.00448
percentage accuracy loss over the accurate result. Hence,
compared to direct approximate computing, this approach
achieves approximate computing and information hiding at the
same time, which can significantly reduce power and hardware
resource consumption.

Figure 13: An example of the application of an approximate
multiplier for information embedding.

2) VOS based Authentication: Due to the ubiquitous nature
of IoT devices, lightweight authentication of an entity is one
of the most fundamental problems in providing IoT security. A
novel voltage over-scaling (VOS) based lightweight authenti-
cation approach is presented in [50] to address this challenge.
VOS commonly uses approximate computing to reduce power
consumption and can extract information through exacerbating
the effects of process variation. Digital circuits and systems
normally operate under a nominal voltage to guarantee correct
outputs. Properly reducing the operating voltage under the
prescribed margin can save considerable amount of power
consumption. However, process variation is effected by scaling
voltage, which can generate timing errors and thus affect the
output precision. Hence, a two-factor authentication scheme
that uses passwords and hardware properties was proposed
to achieve lightweight authentication for IoT applications in
[50], where the authors introduced an example of voltage over-
scaling based computation as shown in Fig. 14. An image
processing technique, superimposition, is applied to images
(a) and (b) to generate a new image (c) by using an accurate
ripple-carry adder under regular voltage. Then voltage is over-
scaled to a low value which causes errors in the ripple-carry
adder. Such errors depend on process variations and will be
device dependent. Images (d) and (e) are the superimposed
images created by two devices with the same ripple-carry
adder. Their patterns of error from the original image (c) are
shown in (f) and (g), respectively. The difference between the
two error patterns is shown in image (h). Hence, it can be used
for digital fingerprint generation and applied to authentication.

C. Approximate Computing for Machine Learning Based Se-
curity Approaches

1) Side Channel Analysis (SCA) of Cryptographic Algo-
rithms: In recent years, machine learning techniques have
been used to improve SCA attacks. A relatively new approach
to SCA profiling attacks involves the application of machine
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Figure 14: An example of the effect of process variations in voltage over-scaling based computation [50]. Two images (a) trees
and (b) snowflakes are superimposed to generate (c) snowfall. When the computation is under voltage over-scaling technique
and two adders are identical except the process variations of the hardware, (d) and (e) images are different with the error
patterns (f) and (g), respectively, which are the deviations of each adder from the correct image (c). (h) presents the difference
between the two error patterns (f) and (g).

learning techniques to improve their efficiency and success
rate. It has been shown that these attacks can be even more
powerful than the more traditional template attacks in practice,
as less assumptions are required on the distribution of the
underlying trace data [92], [93]. Much of the research to
date has centered on the use of SVMs [94], [95] and random
forests [92]. Research by Lerman et al. [92] showed how such
approaches can be used to uncover the key of a (masked)
advanced encryption standard (AES) implementation designed
to be resilient against power analysis.

AES

Product

Machine 
Learning

Attacker

Approximate 
Computing

accelerate

SCA
power analysis

Figure 15: An example of the application of machine learning
to SCA. Approximate computing can be used to accelerate the
machine learning process and improve the attack efficiency.

An illustration of this idea is shown in Fig. 15. Gilmore
et al. in [96] built on this research by investigating the novel
application of an NN-based attack (that can be accelerated by
approximate computing) against a masked AES design. This
two-stage attack first uses an NN model to recover the mask,
and then uses a second NN model to recover the masked
secret data. Combining the knowledge recovered from both
attacks allows subsequent key recovery with only a single
trace. Similar work has shown how to recover the secret key
with only a single model with no knowledge of the mask at a
cost of additional traces in the attack stage [93].

2) PUF: The probably approximately correct (PAC) algo-
rithm has been utilized to model k−XORed Arbiter PUFs

Challenge Response

10011…110 10110…101
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algorithm

δ ε n M

constraints h

Figure 16: An example of the application of PAC to model an
Arbiter PUF design [97].

(APUFs) suitable for k < 4 [97] as shown in Fig. 16. In
order to prevent modelling attacks, SPUF designs have been
enhanced by increasing their complexity. Since approximate
computing can be used to significantly improve the perfor-
mance of machine learning attacks, applying approximate
computing based modelling attacks to break SPUF designs
will improve efficiency and success rates.

3) Logic Obfuscation: Most traditional circuit obfuscation
techniques have been proven to be vulnerable to a Boolean
satisfiability (SAT) based attack [98]. The principle of a SAT
attack is presented in [99], as shown in Fig. 17(a). The core
idea of the SAT attack is to find the correct key using a
number of distinguishing input/output (DIO) pairs, which can
identify a subset of wrong key combinations (WKi). In each
iteration, a subset of WKi will be found. Finally all wrong
key combinations are identified, therefore the correct one is
revealed. SAT resistant countermeasures have been proposed
by exponentially increasing the minimum number of queries
needed to eliminate all the wrong keys. However, an exact
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Figure 17: The application of approximate computing to SAT
attacks on logic obfuscation: (a) illustration of the iterative
SAT attack process [99], (b) an approximate deobfuscation
algorithm based on SAT attacks and random testing [101].

deobfuscation accuracy is required for the countermeasure
based on implicit assumptions. To address this, [100] and
[101] proposed an approximate attack, AppSAT, as shown in
Fig. 17(b). It is based on approximate computing algorithm
(at software level) to deobfuscate circuits by terminating the
attack at an early stage. High corruptibility, or ‘compound’
schemes, have been proposed to prevent SAT attacks. [102]
proposed an approximate SAT-based attack framework to
enhance the efficiency of the attack using approximate tech-
niques, which converts a compound SAT attack into a general
SAT attack. These approximate strategies are only based on
approximate computing algorithms to address the issues in
hardware security.

VI. FUTURE RESEARCH DIRECTIONS

We discuss some open questions and potential research
directions in the security of approximate computing and how
approximate computing can help security.

A. Security in Approximate Computing

1) Error Manipulation: Perhaps the biggest difference be-
tween accurate computing and approximate computing is the
introduced errors in the result. An accurate computing design
is supposed to generate precise results and any error, if occurs,
would be unintentional. In contrast, an approximate computing
design, by definition, may introduce various errors and give
many different results. This creates a severe security threat
because adversaries can manipulate the computation process
to introduce malicious errors.

As we have seen already, both the input data and the
approximate computing control signals could be the target for
attack. Furthermore, an adversary could also blatantly change
the precise result from an accurate computing, and if caught,
blame approximate computing as the source of the error.

Characterizing the errors generated by approximate designs
could be helpful in identifying malicious errors inserted by an
adversary. For example, a threshold value could be used for

errors of approximate designs. Any error that goes beyond the
threshold will be considered as a potential malicious attack.
However, it is challenging to characterize errors as different
approximate computing mechanisms most likely will generate
errors with different characteristics. Some interesting research
questions are: how to differentiate errors from approximate
computing and malicious errors; how to model, analyze and
control the errors, and how to set an appropriate error threshold
value.

2) Testing: In Section II-B2, we mentioned that approxi-
mate computing designs can be classified as deterministic and
non-deterministic designs. They have different approximate
schemes and the associated error patterns, which open up op-
portunities for both attacks and new security applications. For
example, the example of maliciously using voltage overscaling
in Section IV-B3 is only applicable for non-deterministic
approximate computing designs. This also brings challenges
for testing.

In addition to the objectives for normal testing, test-
ing techniques for approximate computing need to consider
whether the approximate mechanism is deterministic or non-
deterministic, and whether it is static or dynamic. In gen-
eral, non-deterministic and dynamic methods would be more
challenging to test. Conventional testing techniques may be
not applicable to approximate computing designs because
acceptable errors in approximate designs may be mistakenly
detected as failures using conventional testing methods. There-
fore, security and testing need to be developed and evaluated
together for approximate computing designs.

3) Hardware Trojans: As we have seen in the example of
an approximate adder (Fig. 4 in Section IV-B2), approximate
computing could change the transition probability of certain
signals dramatically. Such change could make the trigger
signal of a hardware Trojan easier to be detected, it could also
introduce rare signal values that can be used as the trigger. It
would be interesting to study how the change of signal transi-
tion probability is related to the errors of approximate circuits
and how it affects the activation of hardware Trojans. It is also
worth investigating the impact of the types of approximate
circuits (adder, multiplier or divider) on transition probability
and the possibility of hardware Trojan insertion. Furthermore,
as mentioned above, the complicated errors introduced by
approximate computing may also provide another opportunity
for hardware Trojan.

4) Countermeasures to Attacks on Approximate Computing:
Most of the existing work on the vulnerability of and attacks
to approximate computing have countermeasures as well.
However, their main contribution is on the discovery of new
vulnerability and attack. The countermeasures are normally
simple and straightforward. Therefore, non-trivial approaches
on how to design and evaluate new countermeasures that are
effective and robust against attacks will be needed. Since
the advantages of approximate computing is the reduction
in energy consumption and/or improvements in speed, the
countermeasures must be low-cost and efficient.

5) Security in Cross-Layer Approximate Computing: In the
future, it will be necessary to perform cross-layer security
analysis for approximate computing. Research to date on
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approximate computing has spanned from devices to systems,
while most has focused on a single level. For example,
research on approximate arithmetic circuits is independent of
research on approximate algorithms and software. In the case
where an approximate algorithm is executed on approximate
hardware, the research to date has not fully considered how
to make the approximate hardware and the approximate al-
gorithm mutually compensate for errors to realize synergy
and achieve the best ‘3D’ (precision, performance and power
consumption, in Fig. 1) trade-off. For example, it is difficult
to apply highly approximate arithmetic to DNNs due to the
effect of error accumulation and the convergence problem in
the retraining phase. To address this problem, a hardware-
software co-design method is proposed to provide fault tol-
erance for DNNs and offered additional trade-offs between
accuracy and hardware consumption [32]. Another example is
the application of approximate computing at both the software
and hardware levels to achieve a speedup of 378× in iris
recognition process while maintaining an acceptable accuracy.
Such multi-level approximate designs lead to new attack sur-
faces. It is important to investigate and evaluate their security
vulnerabilities and develop appropriate countermeasures.

6) Security of Approximate Memory: In Section IV-C, the
security vulnerabilities of approximate DRAM, SRAM and
PCM have been thoroughly discussed. [12], [64] showed how
they could be successfully attacked using incorrect refresh rate,
voltage modification and de-anonymisation. [12] discussed
how the malicious use of voltage overscaling might be harmful
to approximate SRAM memory. The growth of approximate
computing technologies is revolutionizing the design of mod-
ern computing systems in particular the memory of systems.
Emerging non-volatile memory technologies, such as resistive
random access memory (RRAM) and magnetic random-access
memory (MRAM), have become attractive for future memory
hierarchies. Approximate multi-level cell (MLC) has been
utilised to these new memory technologies to achieve high
energy efficiency and low power consumption. We expect
to see more research on security of new emerging approx-
imate techniques. For example, existing attacks on current
non-volatile caches and traditional memory systems may be
applicable to approximate memories with new security threats
from approximate errors. For each of these attacks, it is
more important to design the corresponding countermeasures.
Ultimately, security may become one of the major design
objectives for approximate memory system design.

B. Approximate Computing for Security

1) Advanced Cryptography: Section V-A discussed the
application of approximate computing in lattice-based en-
cryption/decryption and homomorphic encryption designs with
Gaussian sampling and/or based on the RLWE algorithm,
which are inherently approximate in nature. There have been a
number of recently proposed techniques that are also build on
these components such as lattice-based identity based encryp-
tion [103] and lattice-based attribute-based encryption [104].
As we are in the very early stage of this emerging field, there
will be many challenges and opportunities. For instance, the

complexity of the above schemes is high, it will be interesting
to investigate whether and how approximate computing can
help to solve this problem. Another example is to study
how to balance the security strength, energy efficiency, and
performance (speed) with approximate computing components
and techniques for cryptographic designs, in particular for IoT
and embedded applications.

2) Approximate PUF: Approximate DRAM-based PUF
[64], [105] is only one example of PUF designs based on
approximate computing. [106] proposed an intrinsic processor
PUF by exploiting the fact that a given instruction may fail
under different frequency points across different chips. Other
approximate processors have also been developed [25], [22]. It
is worth investigating the feasibility of building approximate
processor based intrinsic PUFs for specific system or archi-
tecture level applications. For example, will these behaviors,
such as instruction fails in an approximate processor, be
distinct enough across different chips to provide sufficient
entropy required by the challenge response pair of a PUF?
Also, as discussed in Section V-C2, an approximate algorithm,
PAC, was utilised to improve the efficiency of the attack on
PUF designs [97]. The effectiveness of approximate attacks
compared to other attacking techniques, e.g., machine learning
based modelling attacks, can be another interesting research
topic.

3) Hardware Trojan Detection: A hardware Trojan (HT)
is any type of malicious modification to circuits. In Sec-
tion IV-B2, we have discussed how approximate computing
can affect HT insertion and detection. Recently, machine
learning based approaches such as NNs have been proposed
for HT detection [107], [48]. However, the computational
complexity of ML approaches and the time it takes to collect
data samples and for a model to converge are among the
biggest drawbacks of such HT detection methods. Fig. 18
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Figure 18: The application of approximate computing to
accelerate the detection of HTs.

illustrates a potential approach using approximate computing
to accelerate this learning process. Because of the effectiveness
of approximate circuit and algorithm in other applications,
the efficiency of such learning based HT detection could
be significantly improved. However, it will be a challenging
question to assess the accuracy of the HT detection due to the
error introduced by approximate computing. Here once again
we see one of the core challenge in approximate computing
is how to balance security, performance and errors.

VII. CONCLUSION

Due to a high demand for low power but high performance
computing systems, approximate computing, which outper-
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forms traditional computing architectures, is being rapidly
developed and applied to practical systems. It is beneficial
for many applications, such as AI, machine learning, image
processing, etc., where accurate results are not essential and
intrinsic errors are tolerable for the calculation. However,
research on security related challenges and opportunities for
approximate computing have been neglected to some extent.
In this paper, approximate computing circuit designs, multi-
layer codesign, state-of-the-art security threats in approximate
computing and approaches using approximate computing for
both security and cryptography, have been comprehensively
reviewed. A classification of the state-of-the-art in this re-
search area, including threat models, existing and potential
approaches, has been presented. We hope the classification
and review can give researchers a clear understanding of this
research area. Currently, security in/for approximate comput-
ing has not been widely studied. In particular, the utilisation
of approximate computing to enhance security/cryptographic
primitives has a promising future.
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