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Figure 1: HandPainter is designed for novice users to create 3D concept designs in VR environments in a hand-based sketching
manner.

ABSTRACT
3D sketching in virtual reality (VR) enables users to create 3D vir-
tual objects intuitively and immersively. However, previous studies
showed that mid-air drawing may lead to inaccurate sketches. To
address this issue, we propose to use one hand as a canvas proxy
and the index �nger of the other hand as a 3D pen. To this end, we
�rst perform a formative study to compare two-handed interaction
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with tablet-pen interaction for VR sketching. Based on the �ndings
of this study, we design HandPainter, a VR sketching system which
focuses on the direct use of two hands for 3D sketching without
requesting any tablet, pen, or VR controller. Our implementation
is based on a pair of VR gloves, which provide hand tracking and
gesture capture. We devise a set of intuitive gestures to control
various functionalities required during 3D sketching, such as can-
vas panning and drawing positioning. We show the e�ectiveness
of HandPainter by presenting a number of sketching results and
discussing the outcomes of a user study-based comparison with
mid-air drawing and tablet-based sketching tools.

CCS CONCEPTS
• Human-centered computing ! Virtual reality; User inter-
face design.
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1 INTRODUCTION
Sketching is an e�ective tool to explore, evaluate, revise, and com-
municate ideas rapidly by freehand drawing [11]. Thanks to the
great development in consumer-grade augmented reality (AR) and
virtual reality (VR) hardware and software, it is possible to sketch
3D curves directly in mid-air [2, 10, 28, 44, 50]. More and more users
exploit commercial VR painting tools (e.g., Tilt Brush, Quill, Gravity
Sketch, and A-Painter) to sketch in mid-air freely and intuitively [6].
Nonetheless, precise mid-air sketching is challenging, especially
for users with low spatial ability [5, 33], mainly because of the lack
of a physical support [3].

In recent VR sketching systems [2, 13], tablets have been adopted
as physical proxies to improve the drawing accuracy. Holding a
tablet, however, would easily cause fatigue and discomfort [15, 39].
Hence, how to improve the drawing accuracy in 3D sketching
without introducing additional hand-held hardware is a valuable
problem to be addressed.

Regarding the use of physical proxies, Drey et al. [13] carried out
a user study on a drawing system letting their study participants
switch between 2D surface-based sketching (on a tablet) and 3D
mid-air sketching. Their results showed that, because of the over-
head associated with the switching, the users preferred to operate
with 3D mid-air sketching alone. Therefore, investigating how to
combine the 2D and 3D sketching modes by o�ering a seamless
way to switch between them represents another interesting topic
to explore [13].

As for hand interaction, more and more researchers turned their
attention to methods based on bare hands, which provide the most
familiar approach for manipulating the physical world [29] and,
thus show a great potential for interacting with the virtual world as
well. For example, considering general interaction tasks in VR, hand-
based methods are regarded as easy-to-use and intuitive by users
[40]. Focusing speci�cally on sketching tasks, hands can naturally
provide physical proxies and could potentially replace tablets for
proxy-based sketching. Hand-based physical proxies, however, have
not been explored for VR sketching yet.

To better understand the unique advantages of hand-based prox-
ies compared with tablet-based proxies, we conducted a formative
study on two-handed interaction for VR sketching. The results of
the formative study not only con�rm the feasibility of hand-based
proxies for VR sketching, but also show the possibility to use hand
gestures for achieving a seamless switch between 2D sketching
on a hand and 3D mid-air sketching. Based on the �ndings of the
formative study, we devise a system, named HandPainter, which
allows users to sketch both in mid-air and on a hand-based physical
proxy intuitively without holding any device. As for 2D sketching,
users can form a planar canvas with the non-dominant hand and

use the index �nger of the dominant hand to draw on the canvas.
For switching to mid-air sketching, users simply use a pinch gesture
with the dominant hand. Besides 2D proxy-based sketching and 3D
mid-air sketching, our system also supports 3D deformation of pla-
nar strokes via a hand-based NURBS proxy and the creation of 3D
sweep surfaces. Motivated by the design dimensions identi�ed in
the formative study, we also implement rescaling, color and width
setting, moving, deleting, undoing, and duplicating operations to
make it easy for the users to edit and assemble various compo-
nents and to build complex objects conveniently. Instead of using
costly motion capture systems adopted in previous tablet-based
3D sketching implementations [2, 13], we devise a more accessible
hardware solution by building our drawing interaction kit onManus
VR gloves and HTC Vive trackers. Our comprehensive study with
novice users and quantitative comparisons show the superiority of
our system over VR-controller-based and tablet-based sketching
methods.

In summary, the main contributions of this work encompass the
following elements:

• we performed a formative study to compare two-handed
interaction and tablet-pen interaction for VR sketching;

• we introduced a new idea of hand-based proxy for VR sketch-
ing, and developed the �rst prototype implementation of
such a system, named HandPainter (Figure 1), which seam-
lessly integrates precise hand-based sketching and freehand
mid-air sketching without relying on additional hand-held
devices;

• we conducted a quantitative evaluation to assess the key
components of HandPainter, and also showed the expres-
siveness of our system by showcasing a variety of 3D designs
created by novice users.

2 RELATEDWORK
Below we discuss the closely related work, including hand tracking
techniques, hand-based interaction, and 3D sketching in AR and
VR.

Hand tracking. Research works in the �eld of VR often make
use of hand-held controllers or haptic devices [46, 54]. For in-
stance, Transcalibur [45] is a recon�gurable hand-held VR con-
troller tracked by one HTC Vive tracker and the associated Light-
house tracking system, which was exploited to bring 2D haptic
shape illusion in a VR environment. We take advantage of the
same tracking system to get the global coordinates of users’ hands.
However, this controller needs to be hand-held. Rather than lever-
aging extra hand-held devices, our work focuses on exploring free,
bare-handed interaction. Intuitive hand interaction is impossible
without accurate hand tracking [31]. Optical tracking with RGB
or RBGD cameras [18, 29, 42] achieved great results in tracking a
single hand or two isolated hands. However, tracking both hands
simultaneously with complex interactions using optical devices is
very challenging, since optical systems are sensitive to occlusions
[35] and self-occlusions. Exploiting wearable devices, such as data
gloves, is the most accurate approach for tracking hand motion
[9, 17, 31]. Since hand tracking is not the focus of our work, we
simply adopt digital VR gloves for accurate hand tracking.
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Hand-based interaction. It is convenient for humans to ma-
nipulate objects and communicate by gestures owing to the great
maneuverability and expressiveness of hands [31]. The progress of
hand-tracking technologies [35, 36] has contributed to the develop-
ment of 3D authoring tools supporting hand interaction as an input
means [30]. For instance, using a 3D printed robotic arm the RoMA
system [38] allowed users to create well-proportioned tangible arti-
facts or to extend existing objects with the help of hand interaction
combined with the 3D printing technology. Rather than using such
technology, our work focuses on exploiting bare-handed interac-
tion to ful�ll both 3D freehand sketching [14] and 2D proxy-based
sketching. Vinayak et al. [43] used hand motion to edit 3D shapes
inferred from the geometry of the contact regions between a manip-
ulated object and the hands themselves, allowing users to achieve
desired shape deformations without learning or remembering any
gesture. Inspired by [43], our system exploits gesture-free interac-
tion for editing B-rep surfaces. It is worth observing that, with the
growing popularity of tablets and smartphones, hand interaction
has become a common way for letting users directly and intuitively
manipulate items on a touch-screen without remembering input
commands [26]; in a virtual environment, hand interaction plays
a key role in improving object grasping and manipulation [48], as
well as in enabling locomotion [34]. Despite that, hand interaction
has often been investigated for simple tasks [20, 48], like pressing
a button or making a selection. Instead, our work focuses on ex-
ploiting the expressiveness and �exibility of hand interaction to
facilitate a complex task of 3D sketching in VR.

3D sketching in AR and VR. Great advancements in AR and
VR propel the development of ever more sophisticated 3D sketching
systems. Early 3D drawing systems adopted selection and manip-
ulation primitives to create virtual objects [10], exploited surface
drawing based on hand motion [44], weaved curves generated by
a pen into an existing curve network [49, 50] displayed in stereo-
scopic glasses or CAVE-like systems [28], etc. Various VR appli-
cations inspired a new creative mode for painting, designing, and
modeling. In VR, however, mid-air drawing accuracy decreased
by 148% compared to traditional 2D drawing [3], implying that
accurate spatial sketching was much more challenging. In both
the Lift-o� 3D sketching system [24] and the WireDraw system
[53], visual clues were used to alleviate the problem due to the
lack of control in 3D drawing. Keefe et al. [27] used a haptic-aided
input technique to support the drawing of controlled 3D curves
through space. Ye et al. [52] studied 3D absolute drawing errors
under di�erent input points and grip postures of a smartphone in
mobile AR, and presented an interactive interface for �xing such
errors. However, these approaches limited the freedom of the used
input devices and that of hand-based interaction.

A common approach adopted by previous studies to cope with
the inaccuracy of 3D sketching, which is mainly caused by the lack
of support surfaces [3], is to exploit a physical tablet with a pen or
an index �nger as an input device for tablet-based sketching. For
instance, Arora et al. [2] proposed SymbiosisSketch, which com-
bines sketching in air and on a digital tablet to create detailed 3D
designs. Mobi3DSketch [32] and VRSketchin [13] adopted similar
approaches, using a �nger to draw in mobile AR and a tracked pen
to draw on a tablet in VR, respectively. However, holding a tablet
might easily cause fatigue, since users need to keep the tablet stable

with one hand while sketching with the other hand [15]. According
to [39], the comfortable holding time of a tablet is only around 27
minutes. All these tablet-based sketching systems rely on a digital
tablet to record the position of a pen in the tablet’s local coordinate
system, which is gathered using some screen-integrated sensors.
Thus, a drawing set made up of a digital tablet and its pen could
not be easily replaced by a more lightweight physical surface or
a specially designed pen, e.g., a cardboard or a Logitech VR Ink
pen. Furthermore, when using a tablet and a pen for 2D sketching
in VR, the pen needs to be properly designed to keep the weight
limited, and is often tracked by expensive systems. For instance, in
[13], to precisely track the 3D position of the tablet and the pen,
an expensive, professional tracking system by OptiTrack was used.
Moreover, tablet-based sketching and 3D mid-air sketching were
used separately because of the overhead associated with switching
between the two modes. The aim of our work is to achieve reason-
ably accurate sketching and seamless switch between 2D sketching
and 3D sketching at a low cost using consumer-grade VR trackers
and without requiring additional hand-held devices.

3 FORMATIVE STUDY
Several studies already explored the VR sketching task with tablets
or hand-held controllers [3, 13, 47]. However, the possibility of using
the hands as a physical support for sketching in VR is still largely
unexplored. In this section, we present a formative study that we
conducted to gain insights into how people envision exploiting free
hands or gestures in a VR sketching system. We then leverage the
results of this study to build a design space for the tackled problem
[13, 22].

3.1 Subjects and Procedure
Fourteen people (6 males, 8 females, aged 22-30), later referred to as
P1–P14, were recruited to join the formative study. All of themwere
new to VR sketching. Some of them (P1–P5) had some experience
in 3D modeling software like 3DS Max and Maya.

We split the procedure of the study into two parts. Like in the
work by Arora et al. [3], in the �rst part (organized as a 60-minute
session) the subjects were told to sketch freely in the following
three modes: on a tablet with a pen, in mid-air with a pen, and
on the non-dominant hand with a �nger of the dominant hand.
Each subject created 184 strokes, on average. While drawing, the
subjects were requested to stand. In VR sketching, 2D sketches tend
to be integrated into 3D sketches (e.g., in [13]), and 3D sketching
requires frequent checking of results from di�erent viewpoints.
These operations are expected to be more convenient to perform
from a standing posture.

In the second part, the subjects were invited to �ll in the question-
naire reported in Figure 3 (right), using a 5-point Likert scale (with
1 representing “strongly disagree” and 5 representing “strongly
agree”). To analyze the assigned scores, we ran a Wilcoxon signed-
rank test. A semi-structured interview (`=34.9mins, f= 8.8mins)
was also conducted to investigate the subjects’ a) experience with
sketching software and VR applications; b) feelings about sketching
on a tablet, a hand, and in mid-air; c) expectations about sketching
in a VR environment; d) ideas about how to take advantage of the
hardware used and the di�erent interaction modalities experienced
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in the �rst part to realize the expectations of VR sketching. During
the interview, the subjects were allowed to freely use the provided
hardware to illustrate and validate their ideas. Interviews with all
the subjects produced lots of repeated answers, showing some form
of saturation. We obtained a general understanding of their feelings
and expectations about VR sketching through a thematic analysis
of taken notes and recordings.

(a) (b)

Figure 2: Hardware used in the formative study. (a) Manus
VR gloves and HTC Vive trackers, (b) Wacom Intuos Draw
digital tablet and pen, with buttons extracted from a slide
presenter pen and OptiTrack M4 markers attached to a cus-
tom 3D printed case.

3.2 Apparatus
The hardware used for sketching on a hand (shortly, HD), shown
in Figure 2(a), encompassed an HTC Vive Head-Mounted Display
(HMD), a pair of Manus VR’s ‘Prime Haptic’ gloves (64g each, 2,990
EUR in total), two HTC Vive trackers (89g each, 238 EUR in total)
and their associated Lighthouse tracking system. Sketching on
a tablet (shortly, TB) was implemented using a marker-equipped
Wacom Intuos Draw tablet and its pen, shown in Figure 2(b) (290g
and 9g, respectively, or 318g and 41g, including an OptiTrack M4
set of markers, 99.99 USD for the tablet and pen set, 14,706 EUR
for an OptiTrack tracking system with 12 Flex 13 cameras). The
local coordinates of the pen are gathered by the electromagnetic
resonance (EMR) sensors of the tablet. The software for sketching
both on HD and TB was developed in C# using the Unity game
engine, SteamVR SDK, and ManusVR SDK.

3.3 Observations
By observing the subjects’ behaviors in the drawing session and
collecting their opinions through the questionnaires and the in-
terviews, we drafted the following observations (O1–O4 about
sketching on a tablet vs. sketching on a hand, and O5–O8 regard-
ing general aspects of the sketching experience), which guided the
de�nition of our design space.

O1 Physical support. It is challenging to create precise strokes
by sketching in mid-air due to the lack of physical support [3].
After sketching with the three modes, the subjects felt that, for
generating 2D constrained strokes, both sketching on a tablet and
sketching on a hand performed better than sketching in mid-air, as
re�ected in the results for Q1 in Figure 3. All the subjects agreed
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3.36

4.43
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4.14
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1.00
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4.00

5.00

6.00

1 2 3 4 5

TB HD

Questionnaire

Q1. Compared to mid-air sketching, sketching on TB/HD is better for 
generating 2D constrained strokes.

Q2. I think that I would like to sketch on TB/HD if the working time is over 
30 minutes.

Q3. I think that using TB/HD for drawing is natural.

Q4. I felt fatigues less easily when sketching on TB/HD.

Q5. I would imagine that most people would learn to sketch on TB/HD easily. 

Figure 3: Average scores obtained for each statement in the
questionnaire during the formative study. Mean values and
standard deviations are expressed via bar heights and er-
ror bars, respectively. A line connecting two bars indicates
a statistically signi�cant di�erence between the two scores
(? < .05).

that sketching in mid-air o�ered more freedom; however, excessive
degrees of freedom also brought the challenge of precise sketching,
and sketching on a tablet or a hand provide physical support to
alleviate accuracy problems. The score of sketching on a tablet is
slightly higher than sketching on a hand, though the Wilcoxon
test did not �nd the di�erence statistically signi�cant (TB: 4.57 vs
HD: 4.43, ? = .5877). This result was mainly due to the fact that a
few subjects thought the hand was not as �at as the tablet, and the
drawing region on the hand was also smaller.

O2 Input modes. Pen and touch are both popular interaction
methods, which are often adopted by systems with direct inputs
[1, 2, 23]. The subjects felt that using either a pen or an index �nger
is appropriate for drawing (Q3 in Figure 3). Since almost all the
subjects use a pen to draw on paper in their daily life, they con-
sidered the pen as a natural way for sketching in VR. As for the
�nger-based interaction, all the subjects had previous experience
in sketching by with an index �nger on devices with multi-touch
screens, like the Apple iPhone, iPad and Microsoft Surface. Initially,
a few subjects showed concerns on fat-�nger issues [51]. Neverthe-
less, after trying hand-based VR sketching, they found that such
issues were not serious, since the drawing was not occluded by
their �ngers.

O3 Fatigue. As re�ected by the results for Q4 in Figure 3, sketch-
ing on a tablet was more fatiguing than sketching on a hand (TB:
2.00 vs HD: 3.79, ? < .05). P7 commented: “When the time of sketch-
ing increased, it was more andmore di�cult to hold the tablet stably
and sketch on it”. As anticipated, a quantitative study conducted
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in [39] suggests that the comfortable holding time of a middle-size
tablet (446g) and a small-sized tablet (241g) without performing any
other operation is less than 27 minutes and 36 minutes, respectively
[39]. After sketching on the selected tablet for 20 minutes, more
than half of the subjects reported to feel tired in our study. Should
the working time be over half an hour (Q2 in Figure 3), the subjects
would signi�cantly prefer sketching on a hand than on a tablet (HD:
3.86 vs TB: 2.36, ? < .05). P11 commented: “It was challenging to
hold a tablet stably when drawing. Each time the pen touched the
tablet, the tablet shook a little. Another point was, as the time went
by, the accuracy of sketching decreased because of fatigue”.

O4 User preference. The subjects believed that most people would
learn to sketch either on a hand or a tablet easily (Q5 in Figure 3).
No signi�cant di�erence was found between the considered alterna-
tives. When drawing multiple strokes, we noticed that some users
preferred to sketch a new stroke connecting it to existing strokes,
like when drawing a petal from a stamen. Some subjects initially
thought that sketching on a tablet could be like a natural extension
of drawing on a physical canvas. However, after trying this mode
in the VR environment, they realized that it might take some time
to adapt to drawing on a tablet held by hands.

O5 Sketching expectations. Almost all the subjects agreed that
both stroke lines and B-rep 3D surfaces should be available in a VR
sketching system. P2 commented: “I hoped to create real 3D objects
instead of just strokes”.

O6 Sketching operations. It is not easy to create desired strokes
in one pass. Thus, editing functionalities are essential for a VR
sketching system. Auxiliary functionalities (e.g., color and brush
size setting, rescale, creation, de-/selection, transform, copy, delete,
and undo operations) are required too.

O7 GUI and gestures. The subjects suggested using gestures to
ful�ll highly-repeated operations, such as edit and transform, and
exploiting a GUIwith larger graphics icons tomanage the remaining
functionalities, since accurate selection in VR is not easy.

O8 Hand-held and wearable devices. All the subjects preferred
not to hold or wear any device when sketching or modeling in a
VR environment. However, the current optical technologies could
not perform robust tracking of two bare hands and accurate recog-
nition of complex interactions [35]. Anyway, the subjects felt that
wearable devices were more comfortable than hand-held devices.

3.4 Challenges
From a systematic analysis of the subjects’ behaviors and opin-
ions, we identi�ed several challenges for achieving hand-based 3D
sketching in VR.

Limited region. Using a hand as a canvas brings the problem
of a limited workspace for drawing. As a result, it is challenging
for users to create large objects with hand-based sketching.

Fingertip.The degree of sensitivity of drawing individual strokes
depends on the real-time position of the drawing hands’ index �n-
gertip in the canvas hand’s drawing region recorded by the hard-
ware. Most of the available digital gloves relying on �ex sensors can
only measure the tensions on the bending joints and convert them
to spatial coordinates. For example, the Manus VR gloves exploited
in the study provide real-time coordinates of 16 points (Figure 6(a))
on the hand (the �rst, second, and third joint points for each �nger

and the bottom point of the palm) in its local frame. However, the
�ngertips are not tracked by the gloves.

Uneven canvas. A hand is not as �at as a tablet because of the
existence of the spaces between �ngers. While sketching on a hand,
it may be di�cult for users to keep it as a perfect plane (or some
speci�c parametric surface). On the one side, we intend to sketch
planar curves, which require an ideal plane proxy. On the other side,
we need a trigger to (de)activate the drawing process automatically
by detecting whether the �ngertip touches the canvas hand or not.
The trigger should match the current hand shape. Therefore, how
to de�ne an appropriate trigger volume is a challenging issue.

Jittering. When drawing on a hand, it is not easy for users to
make the hand-based canvas stable, since hands are neither �xed
nor rigid. As a result, the tracked global coordinates of the non-
dominant hand returned by the hardware will be jittering, making
sketches based on the raw data su�er from visible artifacts. For
example, we frequently observed a gap between two strokes that
should have been connected, or strokes that include zigzags beyond
users’ intentions.

3.5 Design Space Dimensions
For each candidate dimension of the design space, potential ques-
tions and intriguing considerations are put forward to envision the
role of hands in VR sketching tasks and corresponding interactions.
It is worth recalling that we focus on establishing a design space
and designing interactions for using bare hands as input in VR
sketching tasks.

D1 Physical proxy vs. Visual guidance. As said, the accuracy of
VR sketching in mid-air is much lower than that of traditional 2D
sketching. The use of a physical proxy and visual guidance could
compensate for this loss [3]. Which one of these approaches should
be adopted in a VR sketching system (or are both of them supposed
to be integrated)?

D2 Physical surface types. Both a tablet [2, 13] and a smartphone
[32] have already been adopted to provide planar physical surfaces.
Apart from planar surfaces, could a hand provide other types of
physical surfaces in VR sketching tasks?

D3 Object types. 3D shapes include billboards, B-rep objects, etc.
Concept design and brainstorming tasks tend to adopt billboards
to express ideas, whereas B-rep objects are more commonly used
for product and industrial design. Should a VR sketching system
o�er either one of them or both?

D4 Uni-modal vs. Multi-modal interaction. Existing interaction
methods such as GUI [13], gestures [47], gaze [40], etc., have been
adopted into VR environments for enabling interactions. How could
these methods be applied to reduce sketching inaccuracy and pro-
vide, at the same time, intuitive control over the di�erent function-
alities of a VR sketching system?

D5 Unimanual vs. Bimanual interaction. Although bimanual in-
teraction has lots of bene�ts [19], it might not suit every task [47].
When mapping operations to gestures, should a gesture be executed
by one hand or both hands?

D6 Hand assignment.How to distribute di�erent operations, such
as sketching, transform, edit, etc., to the non-dominant and domi-
nant hands to o�er natural interaction? For instance, should a user
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exploit the index �nger of the dominant hand to sketch on the
non-dominant hand or vice versa?

D7 Direct vs. Indirect interaction. An operation could be ful�lled
with either direct inputs or indirect inputs. For instance, a transform
operation could be executed either by directly dragging a selected
object with a cursor or moving it remotely with a tablet by using
the touch capabilities of the device. How to distribute the use of
direct and indirect interactions onto operations?

D8 Discrete vs. Continuous input. A task could be implemented
through combinations of discrete and continuous inputs. For in-
stance, for the copy operation, discrete input would be more ap-
propriate. How to assign discrete or continuous inputs to various
operations?

D9 Interleaved vs. Simultaneous input. Does an operation require
simultaneous multi-modal inputs, such as performing a gesture and
touching a GUI icon at the same time, or could it be implemented
by interleaving a series of uni-modal inputs? Which alternative is
more e�ective in reducing the time for completing the operation
and is more natural to accomplish?

D10 Sitting vs. Standing. Body postures could a�ect users’ inter-
action experience, especially in a VR environment [21]. Does any
functionality of a VR sketching systems require users to move in
the VR environment? Should a VR sketching system o�er alterna-
tive operating conditions (e.g., sitting or standing)? Could system
functionalities introduce constraints regarding the operating con-
ditions?

4 SYSTEM COMPONENTS
In this work, we present a novel 3D sketching system that uses
the non-dominant hand as a canvas, and an index �nger from the
dominant hand as a pen. Our system facilitates the task of creating
planar/surface constrained strokes, 3D mid-air free strokes, and 3D
B-rep surfaces, which can be edited and fused together to compose
various artworks or geometric designs in a VR environment.

The hardware of our system is composed of a VR HMD, two VR
gloves that can provide precise �nger tracking of each hand, and
a motion tracking accessory mounted on each glove to track its
global pose. In our experimental prototype, we adopted the same
devices used in the formative study. By wearing the gloves, the
user can draw on the non-dominant hand by using the tip of the
index �nger of the dominant hand as the input. The 3D positions
and orientations of the palm canvas and the drawing �nger are
tracked in real-time. The system creates and displays both strokes
and B-rep surfaces de�ned by the user’s input. Finally, the user
can exploit hand-based interactions to further manipulate selected
strokes, e.g., translating, rotating, scaling, editing, or copying them.

We achieve the above-mentioned functions by di�erent gestures
and GUI (see Figure 4 (Bottom)). Gesture recognition is performed
based on sensors (proximal �ex sensor data, and medial sensor
data from each �nger) integrated in the gloves. Our prototype was
implemented and successively tested by using anAlienware desktop
PC equipped with an Intel i7-8700K and an NVIDIA GeForce GTX
1070. The software of our system was developed in C# using the
Unity game engine, SteamVR SDK, and ManusVR SDK. Please refer
to the accompanying video for 3D sketching sessions with our
system.

Select / Deselect

Deform

Hand-Based Sketch

Mid Air Sketch

Move

Slide the 2D Canvas
Menu, Rescale, Undo, Delete, Setting 
(Color, Width, Sweep), Copy

Cut

Edit

Gesture-Free Function

GUIGesture

a

h

i

g

f

d

c
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Figure 4: (Top) The hardware of our system, including an
HTCVive HMD, twoManus VR’s ‘PrimeHaptic’ Gloves, two
HTC Vive trackers and their associated Lighthouse track-
ing system. (Bottom) Functions implemented in our system.
This illustration assumes the use of the left hand as the can-
vas hand and the right hand as the drawing hand. (a)-(f)
functions triggered by gestures; (g) functions triggered by
GUI; (h) cut operation; (i) edit operation. Both (h) and (i) are
gesture-free operations. Red lines in (h) showa cutting point
or a cutting intersection line, whereas in (i) show the target
shape of a B-rep surfaces after editing.

4.1 System Design
Based on the �ndings of the formative study, our system (Figure 4
(Bottom)) o�ers two operation modes, namely the creation mode
and the editing mode. According to D3, a VR sketching system
should support generating B-rep objects to improve the modeling
capabilities of systems that use billboard objects only. Thus, the
creation mode includes three sub-modes: 2D constrained stroke
creation by sketching on a hand, 3D mid-air free stroke creation
by sketching in mid-air, and 3D B-rep surface creation by a sweep
operation. All the strokes are rendered as tubes (generalized cylin-
ders) overlaid on top of the user’ �ngers to address occlusion issues
caused by the fat-�nger problem. In the editing mode, the user can
manipulate both selected strokes and B-rep surfaces using various
operations, including scaling, deformation, cutting, positioning,
etc. Taking D4 into consideration, our system adopts multi-modal
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interactions, including gestures and GUI for frequent operations
(e.g., hand-based sketching) and �ne adjustments (e.g., rescaling)
respectively. We designed gestures to use in our system based on
D5–D9. Based on D5, bimanual interaction was used for operations
requesting two hands like, e.g., hand-based sketching and 2D canvas
sliding. According to D6, the dominant hand was assigned to com-
mon operations, such as menu opening and selection. Concerning
D7, besides selection and sketching, all the other basic operations
were realized by indirect interaction. As for D8, discrete operations,
such as undoing and deleting, were ful�lled by discrete triggers,
whereas continuous functions, such as rescaling and editing, were
realized by continuous adjustments. With respect to D9, operations
with simultaneous multi-modal input, such as rescaling and dupli-
cating, could be better ful�lled by GUI. Below we give more details
of the key features of our system.

4.1.1 Creation Mode.
This mode supports interactive creation of 2D constrained strokes,
3D free strokes, and B-rep surfaces (according to D3).

Sketching on a hand. Our system allows users to use an index
�nger from the dominant hand (called the drawing hand) to draw
on the non-dominant hand (called the canvas hand), regarded as a
physical proxy [3], to create 2D constrained strokes. A simple but
easy-to-keep gesture, i.e., bending the thumb of the canvas hand
(Figure 4 (Bottom), gesture (d)), is used to activate the canvas hand.
All the newly generated strokes will be attached to the activated
canvas hand. When the canvas hand is deactivated, the strokes
will become detached and will stop moving in the virtual space.
When the canvas is being activated, the system detects whether
the �ngertip of an index �nger from the drawing hand touches
the trigger volume (Figure 6(d)) or not, in order to start or end an
individual sketch line accordingly.

Sketching in mid-air. Our system also supports mid-air draw-
ing. When holding a pinch gesture (Figure 4 (Bottom), gesture (e)),
the hand motion trajectory in mid-air is used to generate a 3D
stroke.

Creating B-rep surfaces. We sweep a B-rep object by using a
surface-constrained stroke (Figure 5(a), created with the hand-based
sketching modality) as the section and a 3D stroke (Figure 5(b), gen-
erated with the mid-air sketching modality) as the guideline. To
improve the quality of created B-rep surfaces, we remove unin-
tended self-intersections of a closed section line by computing its
concave hull.

4.1.2 Editing Mode.
In this mode, our system o�ers several basic functions: position-
ing, copy, deforming, cutting, editing, rescaling, deleting, undo,
and color and width setting. Each function is activated by a corre-
sponding hand gesture or a GUI button, as summarized in Figure 4
(Bottom).

Positioning. This operation is used to translate or rotate se-
lected objects to an appropriate location. It can be triggered by a
thumb-up gesture of the canvas hand (Figure 4 (Bottom), gesture
(f)). It transforms the selected objects according to the movement
and orientation of the canvas hand.

Deforming. This operation lets users deform selected 2D con-
strained strokes in order to generate 3D spatial curves. An straight-
forward approach for creating spatial curves is to sketch on a bent

(a) (b)

(c) (d)

Figure 5: The process of generating B-rep objects. (a) and
(b) show the generation process: (a) two examples of section
lines; (b) sweep operation to generate sweep lines. (c) and (d)
show two examples of generated B-rep objects and the cor-
responding section lines.

hand directly. However, it is hard to stably track the joints of a
bent hand while sketching on it. From the formative study, we also
observed that the users preferred to edit 2D strokes after having
sketched them, instead of creating spatial curves in one pass (O6).
We thus adopted a sketch-and-deform approach. To deform selected
2D strokes, the user bends the thumb of the drawing hand (Figure 4
(Bottom), gesture (c)). The 2D constrained strokes are projected
onto a NURBS proxy, which is dynamically driven by 16 control
points (Figure 6(c)) pre-de�ned on the non-dominant hand.

Editing. The editing operation allows users to edit the shape of
B-rep surfaces. Inspired by a Leap Motion-based interaction method
[43], we exploited a gesture-free geometric approach to edit the
shape of objects, as illustrated in Figure 4 (Bottom), gesture (i).
When only one �nger pushes a swept surface, its section radius
is decreased accordingly. When two �ngers push the surface, the
section radius of the part between two touch points is increased.

Cutting. Either a tablet or a hand, regarded as a physical “knife”,
has been leveraged to “cut” objects [16, 47]. We adopted a similar
approach and used the palm of either hand as a physical knife to
cut strokes or B-rep surfaces. This gesture-free operation cuts o�
the smaller part of an object and keeps the larger part, as illustrated
in Figure 4 (Bottom), gesture (h).

Auxiliary operations. Our system also supports additional op-
erations including copying, rescaling, deleting, undo, and color/width
settings with the assistance of a GUI menu [8]. A button shown
in the virtual environment can be used to open the GUI menu
during the whole sketching process. Our system also o�ers an
auto-snapping function, since it is not easy for users to accurately
perceive depths and poses of objects in the 3D world [21].
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(a) (b) (c) (d)

Figure 6: Hand point positions used in our system. (a) Hand
point positions captured by the Manus VR gloves (in black)
and computed by our system (in grey); (b) Points selected for
plane �tting (in orange); (c) Points selected for NURBS �t-
ting (in orange). (d) The trigger bounding polyhedrons used
to detect whether the user is drawing or not.

4.2 Solutions to Identi�ed Challenges
To solve the challenges identi�ed from the formative study, we put
forward the corresponding solutions as follows.

Limited region solution. Due to the limited size of the hand-
based canvas, the sketching input region is constrained. To expand
this region, we allow users to pan the canvas by using a pinch
gesture of the drawing hand (see Figure 4 (Bottom), gesture (a)).

Fingertip solution. By relying on the data about the global
frame provided by the HTC Vive trackers, our system easily con-
verts all the local positions on hands to the world coordinates.
To obtain the position and orientation of each �ngertip (the grey
points in Figure 6(a)), a calibration step is needed requesting a user
to stretch out all the �ngers of one hand one by one to make them
touch the other hand perpendicularly several times, so that the sys-
tem can calculate the distance of each �ngertip to the corresponding
�rst joint point.

Uneven canvas solution. To locate the drawing region, we
consider the canvas hand as planar proxy, �tted in a least-squares
manner by selecting a stable subset of points from the canvas hand.
In this case, calibration is achieved by posing the hand to make it
represent an ideal plane. Then we select 8 points with the minimal
distances to the �tted plane as shown in orange in Figure 6(b).
We noticed that the current non-dominant hand deviates slightly
from the �tted plane. To deal with such deviations, we adopted
a polyhedron proxy to approximate the hand shape. Speci�cally,
we separate the hand into several sub-regions, including the palm
plane and �nger parts. Then, we generate a bounding polyhedron
centered on the palm proxy with a thickness of 3cm. We build
similar bounding polyhedrons with the same thickness to describe
the �nger parts. As illustrated in Figure 6(d), these elements de�ne
a stable trigger volume for drawing.

Jittering solution. To alleviate jittering artifacts like those ex-
empli�ed in Figure 7(a), we adopt Kalman �ltering and dynamic un-
even resample algorithms [12, 41] for smoothing individual strokes.
See Figure 7(b) for the processed strokes. To generate better con-
nected strokes, our system supports the automatic connection of
two strokes by generating cubic Bézier curves if the Euclidean dis-
tance between two endpoints, one from the current stroke and the

(a) (b)

p1

p2

v1

v2

(c)

Figure 7: Strokes beauti�cation: (a) and (b) are the strokes
before and after the application of dynamic uneven resam-
pling and Kalman �ltering. (c) Bézier curve (blue dashed
line) generated to smoothly connect two close strokes (black
solid lines).

other from an existing stroke, is below a certain threshold (2cm in
our system). To decide the control polygon of a cubic Bézier curve,
as shown in Figure 7(c), we calculate the tangent vectors v1 and v2
for the two endpoints to be connected p1 and p2, and approximate
the curvature 21 and 22, respectively, by a segment-length weighted
Laplacian operator [37]. Then, we set the length of v1 and v2 as
✓8 = 1

28+n (with trimming to avoid intersection), where n is a tiny
constant value. As a result, the two strokes are connected smoothly.
Compared with an alternative approach of moving or re-shaping an
entire stroke to connect it with other strokes, our method preserves
user-created strokes better.

5 EVALUATION AND RESULTS
5.1 Evaluation
To investigate e�ectiveness and the usability of the proposed system,
we conducted a user study, in which we compared the performance
in terms of drawing time, overall accuracy, and robustness of our
system for sketching in a VR environment with an HMD on a hand
(HD for short) with that of sketching on a tablet (TB for short) and of
Google Tilt Brush1 (GTB for short). GTB was selected to represent
state-of-the-art VR-based 3D sketching/painting software.

Figure 10 illustrates the three systems in use. The hardware
and software con�guration used for the HD and TB was the same
adopted in the formative study. The GTB setup leveraged an HTC
Vive controller tracked with the Lighthouse tracking system.

The stroke cross-section geometry, width, and color, as well as
the feedback and the environment map of HD and TB were set
up to be as similar as possible to GTB for fair comparisons. Given
the fact that the mechanism of creating freeform strokes in a 3D
space with the three systems is similar, our user study focused on
evaluating their performance on drawing 2D sketches in VR, which
requires quite di�erent interactions.

Participants. 12 volunteers (5 males and 7 females) later re-
ferred to as P1–P12, aged between 23 and 29 (`=25.25, f= 1.60)
participated in the study. All of them were right-handed, and had
no experience with 3D sketching in VR.We chose to focus on novice
users (identi�ed through a set of demographic questions aimed to
understand the subjects’ expertise with technologies related to the
experiments, i.e., VR systems, 3D modeling and sketching tools) in
order to assess the intuitiveness of the considered systems without
possible biases due to prior knowledge and skills.
1https://www.tiltbrush.com/
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Procedures. Inspired by [3] and [32], we asked each subject to
perform three tasks using HD, TB, and GTB while standing [13]. (1)
The “Circle” task encompassed the drawing of a perfect 2D circle.
This task was aimed to assess whether the subjects could draw a
desired shape well. (2) The “Link” task requested the subjects to
draw a 2D straight line connecting two virtual points. This task
was repeated multiple times to create lines distributed evenly in
the horizontal and vertical directions. (3) The “Ladder” task encom-
passed the drawing of a 4-step ladder. This task was designed to
test the ability of the subjects to create a sketch involving multiple,
well-connected strokes. The order of the three systems being com-
pared was counterbalanced by a Latin square design to minimize
possible learning e�ects. Each drawing session with a single system
lasted approximately 35 minutes. Before passing from one system
to the other, the subjects were asked to take a break for at least 20
minutes. In a preliminary 5-minute tutorial session, the subjects
learnt how to draw with each system and were introduced to the
tasks. At C = 5mins, 10mins, 15mins, 20mins, 25mins, and 30mins,
the participants were required to draw a circle 5 times and link two
points 5 times (to compare the drawing error in the three systems),
and draw a ladder once (for collecting the drawing time). Every 5
minutes, the subjects were requested to assign a score in a 1-to-9
scale to their degree of fatigue (with 1 meaning “not fatigued at
all”, 9 meaning “severely fatigued”). In the spare time between two
time points, they were requested to draw some simple objects (like
a house, a tree, or a �ower) chosen by the experiment administra-
tor for keeping the subjects drawing for the whole session. After
completing the three sessions, the subjects were requested to �ll in
a post-test questionnaire aimed to evaluate the performance of the
three systems from a subjective perspective.

5.2 Evaluation Criteria
To measure the performance of the three systems, we considered
both objective and subjective metrics. As for objective metrics, a
drawing error was calculated as the averaged minimal distances
between points sampled along the strokes and the target shape
proxies. Moreover, the time requested to complete the “Ladder”
task was also collected. The subjective evaluation was based on the
fatigue levels collected during the experiment and the results of
the post-test questionnaire. The questionnaire, which is included
in the supplemental material, was made up of two sections. The
�rst section aimed to evaluate the usability of the three systems by
using the System Usability Scale (SUS) [7]. In the second section,
the subjects were requested to evaluate speci�c usability factors
of the systems, i.e., user input, functionality, �exibility, and overall
usability according to the statements proposed in the VRUSE tool
[25].

5.3 Results and Feedback
A qualitative overview of the drawing results is provided in Figure 8
and Figure 9. In particular, Figure 8 shows the overlapped sketches
created by all the subjects in the “Circle” and “Link” tasks, whereas
Figure 9 illustrates representative sketches for the “Ladder” task
obtained at di�erent time intervals. In the following, the three sys-
tems are compared in quantitative terms using the results obtained
by applying the evaluation criteria described above.

a) Circle in TB b) Circle in HD c) Circle in GTB d) Link in TB d) Link in HD e) Link in GTB

Figure 8: Overlapped results from all the subjects in the “Cir-
cle” and “Link” tasks for the three systems.

t = 5 mins
Front view

t = 5 mins
Another view

t = 30 mins
Front view

t = 30 mins
Another view

TB

HD

GTB

Figure 9: Representative results from di�erent subjects in
the “Ladder” task for the three systems.

(a) (b) (c)

Figure 10: Participants involved in the user study drawing
with the a) TB, b) HD, and c) GTB systems.

5.3.1 Objective Results.
On average, each subject created 279 strokes for the “Circle”, “Link”
and “Ladder” tasks. Figure 11 shows the statistics for objective
metrics. Statistical signi�cance of the results was analyzed by a
one-way ANOVA test, followed by Paired Student’s t-tests with the
Bonferroni correction for pairwise comparisons.

Considering statistically signi�cant results and starting from the
error rate measured for the “Link” task (shown in Figure 11(a)),
it can be observed that with HD and TB the subjects were more
accurate than with GTB (� (2,33) = 4.54, GTB: .0536 vs HD: .0364,
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Figure 11: Objective results. a) Error rate for the “Link” task,
b) error rate for the “Circle” task, and c) completion time
for the “Ladder” task. Mean values and standard deviations
are expressed via bar heights and error bars, respectively. A
line connecting two bars indicates a statistically signi�cant
di�erence between the corresponding systems (? < .05).

? = .0378, and TB: .0372, ? = .0487). This result could be explained
by the presence of the physical support that helped the subjects
to draw more accurate lines. When dealing with the “Circle” task
(Figure 11(b)), HD let the subjects achieve signi�cantly better results
compared to both TB and GTB (� (2,33) = 12.02, HD: .0497 vs TB:
.0652, ? = .0002, and GTB: .0643, ? = .0003). This result is also
con�rmed by the feedback provided by the subjects at the end of
the experiment. In fact, P3 commented: “At the beginning, sketching
on a tablet helped me to create 2D circles accurately. However, later
on, it was more and more di�cult for me to hold it stably, especially
when the pen was touched”. Compared with TB and GTB, all the
subjects agreed that HD could be helpful for 2D sketching for a
longer time.

For the completion time of the “Ladder” task (depicted in Fig-
ure 11(c)), it can be noticed that, with HD, the subjects were sig-
ni�cantly faster (� (2,33) = 4.89) than with GTB (15.99s vs 19.76s,
? = .0076). Without physical support, it is hard to accurately con-
nect the steps of a ladder. P7 commented: “When sketching in
mid-air with GTB, I had to spend more time checking if two strokes
were connected or not. Another point was that after I created a
ladder, I found the steps to be not straight, they were more like 3D
curved lines”. Another comment, by P10, was: “As time went by,
the di�culty associated with drawing a ladder with TB increased.
After around half of a session, I was fully exhausted and needed
to spare no e�ort to �nish the tasks.” The di�culties highlighted
by the subjects can be spotted also in Figure 9, since at both C =
5mins and C = 30mins the ladders created with TB show strokes
with messy start and end points.

5.3.2 Subjective Results.
Statistical signi�cance of the subjective results was analyzed by the
Friedman’s test (? < .05), followed by the Wilcoxon Signed-Rank
test for pairwise comparisons.

From the results concerning the degree of fatigue (Figure 12),
it can be observed (& = 16.87, ? = .0002) that TB (4.82) was the
system that made the subjects perceive higher fatigue for operations
that lasted a long time with respect to both HD (2.83, ? = .0022)
and GTB (3.19, ? = .0044). This result is con�rmed by the subjects’
comments. For instance, P4 stated that: “Fatigue of GTB and HD
was acceptable. But, when drawing with TB, after holding the tablet
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3.19
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Figure 12: Fatigue perceived during the experiment. Mean
values and standard deviations are expressed via bar heights
and error bars, respectively. A line connecting two bars indi-
cates a statistically signi�cant di�erence between the corre-
sponding systems (? < .05).

Table 1: Subjective results about the overall usability accord-
ing to SUS [7].

System Score Grade Adj. Rating
TB 46.67 F Poor
HD 71.46 C+ Ok
GTB 43.33 F Poor

for 15-20 minutes my hand started to shake a little. This resulted in
a bit more e�ort to �nish the tasks”.

Table 1 reports the SUS scores of the compared systems. It can
be noticed (& = 11.17, ? = .0037) that the subjects perceived HD
as characterized by higher usability (71.45) than both TB (46.67,
? = .0038) and GTB (43.33, ? = .0029). No statistically signi�cant
di�erence was observed between TB and GTB. According to the
categorization in [4], HD was rated as grade C+, whereas TB and
GTB both obtained an F grade. We speculate that the signi�cant
di�erence found in terms of usability between HD and the other
two systems was due to the higher fatigue and the di�culties the
subjects had in drawing accurate lines close to the end of the session.
Although the subjects attempted tomaintain their drawing accuracy
high, the results were not as expected because of the tiredness of the
hand holding the tablet (with TB) or because of the issues related
to mid-air drawing (with GTB). For instance, in the “Link” task,
many subjects often found that the connection was almost perfect
in one view, but bad in another view. Thus, they might have felt
disappointed at the end of the experiment because of the poor
results obtained in this session. P2 commented: “GTB defeated me.
No matter how much e�ort I put on the sketching, the strokes
were either �oating or not connected. I was disappointed with the
drawing results obtained using that system”.

Regarding the second section of the questionnaire, from the
overall scores reported in Figure 13, it can be observed that, in
general, HD outperformed the other two systems with respect to
all the usability factors considered. More speci�cally, statistically
signi�cant di�erences were found between HD and the other two
systems for what it concerns functionality (& = 8.97, ? = .0112;
HD: 4.08 vs TB: 2.92, ? = .0357, and GTB: 2.92, ? = .0125), �exibility
(& = 12.64, ? = .0018; HD: 4.08 vs TB: 2.67, ? = .0077, and GTB:
3.25, ? = .0277), and system usability (& = 9.65, ? = .0080; HD:
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Figure 13: Overall scores for the usability factors according
to VRUSE [25]. Mean values and standard deviations are ex-
pressed via bar heights and error bars, respectively. A line
connecting two bars indicates a statistically signi�cant dif-
ference between the corresponding systems (? < .05).

3.92 vs TB: 2.67, ? = .0180, and GTB: 3.08, ? = .0218). For the user
input, a signi�cant di�erence (& = 9.69, ? = .0078) was found only
between TB and HD (2.50 vs 3.96, ? = .0088).

It is possible to further analyze, with the same strategy adopted
above, the scores assigned to questions characterizing each usability
factor. In particular, the subjects found that HD was characterized
by a degree of functionality higher than TB and GTB (& = 11.53,
? = .0031; HD: 4.25 vs TB: 3.00, ? = .0117, and GTB: 2.50, ? = .0180).
The functioning of HD was also judged (& = 8.42, ? = .0148) as
less ambiguous (2.00) than GTB (3.00, ? = .0117).

With respect to the user input factor, HD was rated as easier to
use than TB (& = 8.72, ? = .0127; HD: 3.75 vs TB: 2.42, ? = .0108).
The subjects found HD and GTB more adequate for the tasks, thus
perceiving less need for an alternative interface less than with TB
(& = 6.37, ? = .0414; TB: 3.92 vs HD: 2.50, ? = .0151, and GTB:
3.00, ? = .0381). Moreover, HD was perceived as more ideal for
interacting with the virtual environment than both TB and GTB
(& = 13.85, ? = .0009; HD: 4.00 vs TB: 2.42, ? = .0050, and GTB:
2.42, ? = .0117), as well as the system that made the subjects feel to
have more control over the operations to be performed (& = 11.70,
? = .0029; HD: 4.08 vs TB: 2.58, ? = .0117, and GTB: 2.50, ? = .0180).
Finally, with HD, the subjects had the perception of making a lower
number of errors than with GTB (& = 7.31, ? = .0258; HD: 2.58 vs
GTB: 3.58, ? = .0280).

Concerning the �exibility factor, the subjects judged HD as the
system that better succeeded in letting them perform what they
actually wanted to do (& = 13.61, ? = .0011; HD: 1.92 vs TB: 2.75,
? = .0277, and GTB: 3.75, ? = .0117); it was also found to give
them the possibility to take more shortcuts than GTB (& = 8.00,
? = .0183; HD: 3.50 vs GTB: 2.42, ? = .0277).

Lastly, as for the system usability factor, with TB the subjects
had the feeling that the system worked against them more than
with HD (& = 7.05, ? = .0293; TB: 3.17 vs HD: 2.17, ? = .0243). HD
was considered more comfortable to use for long periods than both
TB and GTB (& = 7.59, ? = .0224; HD: 3.50 vs TB: 2.17, ? = .0209,
and GTB: 2.00, ? = .0152). Moreover, with respect to GTB, HD was
judged as less di�cult to learn (& = 7.65, ? = .0217; GTB: 2.67 vs
HD: 1.75, ? = .0357) and capable to make the user feel more in
control of the operations (& = 8.65, ? = .0132; GTB: 2.92 vs HD:

(a) (b) (c) (d)

(e) (f) (g) (h) (i)

(j) (k) (l) (m)(n) (o) (p) (q) (r)

Figure 14: A gallery of drawings made while creating show-
cases for the proposed system. The drawing time and the
number of strokes of each showcase are as follows: a). 4.7
mins, 18 strokes; b). 22.6 mins, 63 strokes; c). 2.9 mins, 15
strokes; (d). 17.4mins, 22 strokes; e). 3.4 mins, 19 strokes; f).
6.2 mins, 35 strokes; g). 2.6 mins, 16 strokes; h). 5.5 mins, 27
strokes; i). 3.9 mins, 14 strokes.

4.17, ? = .0180). Furthermore, with HD, the subjects had the feeling
that the system worked more as expected than with TB and GTB
(& = 8.76, ? = .0124; HD: 2.00 vs TB: 3.42, ? = .0125, and GTB: 3.58,
? = .0300). The subjects found more bene�ts in the man-machine
interaction style o�ered by HD and GTB than by TB (& = 8.85,
? = .0119; TB: 2.83 vs HD: 3.92, ? = .0180, and GTB: 3.50, ? = .0277).
Lastly, with HD, the subjects found less di�cult to work in 3D
than with TB and GTB (& = 10.85, ? = .0044; HD: 2.00 vs TB: 3.33
? = .0180, and GTB: 4.00, ? = .0108), and HD was considered as
more enjoyable than TB (& = 10.55, ? = .0051; HD: 3.58 vs TB: 2.08,
? = .0077).

5.4 Expressiveness
Three university students (S1–S3) with good drawing skills were
recruited to create showcases for our system and participated in
a semi-structured interview (`=22mins, f= 3mins) in which they
provided their feedback on the experience.

The average training time for each subject was less than 1 hour
(`=41.33mins, f= 6.11mins). Figure 14 shows the resulting draw-
ings. All the subjects spoke highly of the integration of dexterous
hand interaction with 3D VR sketching. S1 commented: “Exploiting
�ngers and hands to edit the shape of both strokes and 3D shape
(meaning the B-rep objects) is intuitive, just like creating pottery or
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clay”. For instance, the �ower in a vase in Figure 14(a) was created
by editing a B-rep surface and some strokes with �ngers. Seamless
integration of 2D and 3D sketching enabled the subjects to draw
with more freedom than in a single sketching mode. The body of the
caterpillar in Figure 14(f) was generated with hand-based sketching,
whereas its hair was created with free 3D sketching. All the subjects
agreed that physical proxy o�ered by hands was good for creat-
ing hand-based constrained strokes (Figure 14(d)), and our system
enabled them to create 3D shapes quickly and intuitively. Finally,
several participants agreed with the fact that most of the drawings
created with our system would be di�cult and time-consuming to
create with existing VR sketching software or applications.

6 CONCLUSION AND FUTUREWORK
In this paper, we presented the �rst VR sketching system with hand-
based physical proxy, letting users draw on their hands for both 2D
and 3D sketching. Our evaluation suggested that the proposed sys-
tem allows the study participants to be more accurate with respect
to the state-of-the-art solutions, by solving the challenges related
to the lack of precise control. Moreover, the subjects involved in
the study found the proposed system had highly usability than
Google Tilt Brush, and they expressed positive comments about
the ease of use and enjoyment. The devised interaction work�ow
and gestures have the potential to be extended to cope with more
general interaction tasks in VR environments with digital gloves.

Although all the subjects appreciated the usability of our system,
two of them (P1, P12) stated that drawing in VRwithout any devices
might still be the best solution. Thus, we will explore the possibility
of drawing on hands without gloves. Moreover, it was con�rmed
that the drawing accuracy of VR sketching largely depends on
the accuracy of the adopted tracking system. However, existing
tracking systems (e.g., OptiTrack or Lighthouse), are sometimes un-
stable. Although we have applied stroke beauti�cation algorithms
to smooth out tracking noise, sometimes beauti�ed results could
be inconsistent with the users’ intentions in case of heavy jittering
e�ects. The problem of how to beautify strokes without reducing
aesthetic quality and a�ecting users’ intentions remains to be ad-
dressed. Last but not least, it would be valuable evaluating every
function of a VR sketching system separately, in order to explore
how they a�ect the �nal results.
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