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Summary

Power systems are increasingly gaining importance. Progressive electrification
is happening all over the world in order to enhance energy efficiency and integration
of Renewables Energy Sources (RESs). Electricity consumption is growing more
than the other energy vectors.

This thesis work deals with the stable operations of electricity systems. Specifi-
cally the starting research question is: what is and how can we measure the impact
of Battery Energy Storage Systems (BESSs) performing fast frequency control?
This question is inserted in the wide area of problems related to the decrease of
rotating inertia in the electric grid. Since RESs presence continue to increase, Syn-
chronous Generators (SGs) are being replaced by converters which will change the
fundamental dynamics of the power system. Regulating energy from conventional
fossil fuels sources will continue to decrease and BESS can provide the fast control
needed by power system to remain stable. In chapter 3, the literature about BESS
performing frequency control is ordered by proposing a novel categorization of the
scientific works. In chapter 4 simulations are performed to quantify the impact
of BESSs during a contingency by modelling the power system with a low order
model. BESSs fast answer was divided in two services: fast Primary Frequency
Control (PFC) and RoCof (Rate of Change of frequency) control which mimics
the behaviour of physical inertia. A correct dimensioning of the two services has
been assured imitating the behaviour of synchronous generators through the use
of an Equivalent Saturation Logic (ESL). Both components of the control are
fundamental to stop the frequency decay.

Another part of the Thesis is focused on the impact of BESSs during normal
operations of the grid, when frequency is bounded in a strict operating range. In
order to address this problem, a closed loop model must be used. In such a model
frequency can vary realistically for a long period of time and BESSs can influence
the frequency signal. In chapters 5 and 6 are developed two different methodologies
to simulate a closed loop system: the first one based on the explicit computation
of the load mismatch which creates the frequency deviation, the second one based
on the use of the Fourier Transform Theorem (FTT) in order to reproduce the
main power disturbances harmonics which are present in the grid. In such a way
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It has been possible to quantify the impact of BESSs making use of specific defined
indexes. Besides an additional analysis with the low order model is performed in
the frequency domain.

Due to the slow nature of the frequency signal in normal operations, RoCof
control cannot improve frequency deviations. Even PFC produced by BESSs is
not particularly more efficient with respect to Conventional Generation (CG).
Secondary frequency control has apparently the most impact on the frequency
signal. Moreover, an investigation is conducted on the main effects of PFC on
BESS State of Charge (SoC) dynamics: the main result is that the impact of
BESS inefficiency is negligible with respect to the effects caused by intra-day and
average frequency dynamics. Also, a Variable Droop Strategy (VDS) for PFC is
implemented to find out its consequences on the system: the strategy improves
the SoC profile without causing frequency unbalances.

Finally, in chapter 7 from utility scale BESS, the focus is moved to the evalu-
ation of the impact of Electric Vehicles (EVs). Due to their expansion, EVs could
represent the most part of batteries systems operating in the electric grid, there-
fore there is a great interest to study their potential for fast frequency control.
However, EVs present additional modelling challenges with respect to BESSs for
their correct characterization: they are not always attached to the electrical grid
and need to recharge after a travel, besides they are connected to the distribution
system which is more easily subject to congestion with respect to the transmission
system where BESSs are usually installed. A complete framework to study the
mentioned problems is detailed in this chapter and first steps are quantitatively
developped.
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Introduction

This Introduction provides a brief description of the content of each chapter. In
a parallel way, at the end of the Thesis, the Conclusions gather the main results,
lessons learned and suggestions coming from my studies. Few notes are added
concerning the scientific works I was involved with, the tools that I have used and
the other activities I conducted during my PhD. Besides this introduction, each
chapter starts with a small summary and concludes with a brief recap of main
results.

Thesis Structure
The work can be divided in three parts:

First part - Background, composed by three chapters. In particular we have:

• Chapter 1 - Power System Fundamentals.
Key data are gathered on the energy transition happening today by using
the most recent countries reports. This is a non-technical presentation, but
important to contextualize the role of electricity in the energy sector. The
electric grid is then presented in its basic structure and components by using
SGAM methodology. Finally, are described the stability issues of the grid
considering the increase of RESs resources. Part of the content of the chapter
was used in the deliverable D1.1 of the European project RESERVE [185] 1.
Besides in order to describe the RESERVE projects use cases [184], I applied
SGAM methodology.

• Chapter 2 - Frequency Dynamics and Control Modelling.
A critical description of the grid frequency dynamics is presented along with
the main parameters influencing this variable. The classical view of frequency

1https://www.re-serve.eu/
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control is presented in the first part, while a general discussion on the impact
of RESs and the potential of new resources for frequency control is presented
in the second part.

• Chapter 3 - Literature Review on Frequency Control.
This chapter provides a rigorous and in-depth review on the papers dealing
with the impact of BESSs performing fast frequency control. The read works
are divided in 3 groups: studies on open loop where the effect of BESS
into the grid cannot be evaluated, studies of the impact of BESS after a
sudden contingency in the grid, studies of the impact of BESS during normal
operations. The papers are sub-divided according to the methods and the
main research questions to highlight differences and improvements among
them. The chapter (with the addition of chapter 2) works as a basis for a
future literature review paper.

Second part - Evaluating the impact of BESSs on frequency dynamics. Also
this part is divided into three chapters:

• Chapter 4 - Impact of BESS fast frequency control after a contin-
gency.
The first two studies on BESS impact on frequency control are developed in
this chapter. Two channels of control (RoCof and PFC) are simulated using
two different grid models considering different analysis and highlighting the
most influent parameters. The two studies were published respectively in
[183] and [128] in collaboration with other researchers. In [128] I built a basic
version of the grid model used in Chapter 5 and the Equivalent Saturation
Strategy to dimension frequency Reserves from BESSs. Models are developed
in Simulink and the data analysis is performed in Matlab.

• Chapter 5 - Impact of BESSs in normal grid conditions: a System
frequency response model approach.
The model of last chapter is expanded and reversed in order to compute the
load mismatch which cause the frequency to change during normal condi-
tions of the grid. BESSs are then added to evaluate their impact on the
grid. The System Frequency Response Model (SFRM) is studied also in the
frequency domain. The results of this part will serve as a basis for a paper
to be submitted shortly. Besides another case study (currently submitted
for UPEC 2020) making use of the Sardinian system is presented analyzing
the impact of BESS over one entire day of frequency oscillations. Secondary
and tertiary frequency controls are added as an expansion of the SFRM.
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Finally, notes on SoC dynamics, on BESSs modelling and on the frequency
signal characteristics are introduced based on the frequency data of the Irish
system.

• Chapter 6 - Impact of BESSs in normal grid conditions: a Fourier
Transform approach.
The second approach uses FFT to analyze the real frequency signal and its
harmonic content. Relevant power disturbances are reproduced in order to
recreate frequency deviations in a simulated environment which is compared
with the harmonic content of the original frequency data (in this case the
Irish signal is used). The study is performed in DOME, a transient power
system simulator created by Professor Federico Milano. Beside the classic
fixed frequency droop control, VDS is used for BESSs and the impact of this
strategy on the grid can be explicitly evaluated. For the data analysis I have
used Python programming language. Relevant papers associated with this
research are [12, 13].

Third part - This last part is composed just by one chapter and deals with
Electric Vehicles.

• Chapter 7 - Electric Vehicles Studies.
This chapter aims to evaluate the impact of EVs performing frequency con-
trol when connected to the grid. The final goal is to study the possibility of
bottlenecks in the distribution system which can be provoked by frequency
control and how Distribution System Operator (DSO) can intervene to se-
cure the grid. In this chapter only two intermediate steps are presented: in
particular an agent based modelling framework is built to recreate scenarios
with thousand of cars moving in a realistic road network and charging in
different points of the electrical grid. The models of this framework were de-
signed and developed in Matlab and presented in [63]. A second part deals
with the construction of a sound smart charging strategy for the EVs before
performing frequency control. A priority based logic was implemented and
proved in a simple case study. The results aare published in [73]. Further-
more a final section is dedicated on how to expand the presented framework
in order to fully evaluate EVs impact.

During my PhD I had the opportunity to work on real time simulation [126]
developing models in Simulink-Sympowersystems for the RESERVE project. Fi-
nally, I am collaborating in a paper currently under revision about the modelling
and the simulations of Power to Gas plants in the distribution networks.

In this Thesis when writing about works conducted in collaboration with other
researchers, I focus more on my personal contributions.

xxi



Chapter 1

Power System Fundamentals

In section 1.1 current and future energy scenarios are presented in order to
highlight the important role of electricity to increase the production from renewable
sources. European perspective will be explained in detail. Since electric grid is a
complex industry, an holistic view on its main features is briefly presented in 1.2
through the description of the SGAM model. In section 1.3 the stability of the grid
is explained and the impact of Renewable Energy Sources (RESs) is listed.

1.1 Energy and Electricity Scenarios

1.1.1 World energy transition
Today, energy is at the center of modern society. Several international agencies

proposed [191] the use of a set of indicators called Energy Indicators for Sustain-
able Development. These indicators are 30 and divided in 3 dimensions: social,
economic and environmental. Moreover, the importance of energy is highlighted in
the Goal 7 of the Millennium Development Goals ratified by United Nations: “En-
sure access to affordable, reliable, sustainable and modern energy for all”. These
goals are a synthesis of the countries’ political will and have to be implemented in
practical actions in the period 2015-2030 all over the world.

Energy sources and technologies have drastically changed during the years. For
example, total final energy consumption (TPES) continues to increase passing from
6101 Mtoe 1 in 1973 to 13972 Mtoe in 2017 [3]). In the current state, the increase
of energy consumption comes from development countries, while industrialized
nations tends to flatten or even decrease their energy demand. Energy intensity

1Mtoe stands for Mega tonnes of oil equivalent. A single toe is computed as the energy
produced by burning one tonne of crude oil equivalent to 41.868 GJ or 11.63 MWh.
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1 – Power System Fundamentals

(which is evaluated as energy consumption divided by the value of the Gross
Domestic Product) continues to decrease thanks to an improvement in efficiency,
technologies and better industrial processes management. New renewable energy
sources (mainly solar and wind) are just starting to reach significant amounts in
the system, while fossil fuels still cover most of the production. Enormous efforts
are still needed to decrease climate change.

In the electricity sector, electricity consumption increases proportionally faster
than energy demand. In 2000, electricity accounted for 15% of the total TPES
while in 2017 was already 19% and it is still expected to increase. Electricity is in
fact a high value energy carrier for several reasons:

• in the presence of a good infrastructure, it is easy to transport in big quan-
tities with low losses;

• electricity eliminates the pollution in the place of consumption. Moreover,
power plants using fossil fuels have very efficient filters and pollution abate-
ment systems;

• it helps and sustains the increase of RES such as Wind (Offshore and On-
shore) and Photovoltaic power. These naturals sources are usually sparse
in the country territory and therefore electric infrastructure is essential to
transport the energy produced to consumption centers;

• electricity is a driver for energy efficiency and low environmental impact tech-
nologies like heat pumps, electric vehicles and other domestic, commercial
and industrial appliances.

For all these reasons, industrialized countries are wired with a strong, meshed
electric network. However, still today, a little less of one billion people does not
have access to electricity at home. In the last years the Asian and African progress
in energy and especially electricity consumption allowed to raise the human stan-
dard of living, but, on the other hand, it is a serious cause for environmental
concern as green-house gases (GHG) emissions are still rising, overcoming 37.1
Gtonnes in 2018.

China and USA objectives

China is today the biggest energy user and GHG emitter, responsible for the
20.8 % of the total global emissions, still growing at enormous pace. China covers
more than 55% of its energy needs by the use of coal. In 2015, with the 13th
Five-year Development Plan and in 2017 during the 19th National Congress of
the Communist Party, the Chinese government decided to realize an ecological

2
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civilization within 2050 and subscribed the Paris Agreement [37]. By 2050, to
reach its goals, electricity, mainly produced by RESs, is expected to represent
around 50 % of the final demand. China aspires to overcome Europe and USA
becoming the world leader of the renewable energy.

The United States of America is responsible for the 20.1 % of the total global
emissions. In recent years it has become a net exporter of oil, oil products and
naturals gas thanks to the use of environmental controversial fracking techniques.
In 2017, the portion of RESs in total energy demand was just 11 %, a value much
lower than Europe. Nevertheless, while at the federal level Trump administration
is slowing the pace of reforms, at state level the increase of renewables is being
fostered by local government initiatives. However the USA "Reference Energy
Scenario towards 2050" [11] projects an energy demand slightly increasing, a big
share of gas, still some coal power plants in the power sector and not enough
increasing electricity penetration.

1.1.2 The European Perspective
The Europe Objectives

European Union (EU) is a leading force for what concerns the energy transition
to a de-carbonized economy. The EU energy reforms aim to strengthen the energy
union under five important dimensions 2:

• Security, solidarity and trust. The EU still depends on imported fos-
sil fuels in order to sustain its energy production. Fossil fuels (solid, gas,
petroleum, etc.) represented in 2016 the 71% of the total primary energy
consumption, 54% of which are imported from abroad ( increasing from the
52% of 2005) and represents a high geopolitical risk. RESs are expected to
play a key role in decreasing abroad dependence.

• A fully integrated energy market. The goals is to foster efficiency
by increasing trans-national connections between the countries. The two
biggest energy infrastructures, gas and electricity transmission networks, are
reaching a more strict technical and economical coupling, summarized in
the joint construction and update of the Ten Year Network Development

2if the reader is interested, more news, documents and data can be found online at
the European Commission website in the energy section: https://ec.europa.eu/info/
energy-climate-change-environment_en and in the page for statistics data: https://ec.
europa.eu/eurostat/data/database

3
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Plan (TYNDP) built by ENTSO-E and ENTSO-G, which are the European
agencies gathering the gas and electricity transmission system operators.

• Energy efficiency. This is a fundamental driver for energy demand reduc-
tion and the increase of high tech jobs and economic growth. The major
challenge is the efficiency of house appliances and the reduction of build-
ings energy needs. The deployment of millions of new smart meters is also
considered part of the strategy.

• Climate action - de-carbonising the economy. While energy sector
produces the most amount of GHG emissions (1,28 billion of tonnes of CO2
equivalent), it accounts for around 25 % of the production. Industry, trans-
port and buildings are notable sectors.

• Research, innovation and competitiveness.At the current state, Europe
is investing in programmes of research in order to create new patents in
various fields from battery storage to bio-energy and smart cities.

The first accountable objectives were established by the 2020 climate & en-
ergy package in 2007. The goals are those of the 20-20-20; 20% decrease of
GHG emissions with respect to 1990 levels; 20 % of energy coming from renew-
able sources (with at least a 10 % share of renewable in the transport sector) and
20% of consumption decrease due to the increase in energy efficiency. Numerous
initiatives were taken to ensure these goals:

• ETS (Emission Trading Scheme) for energy and big polluting industries and
binding annual targets for other sectors in order to cut GHG emissions;

• national targets for renewable production by considering the starting points
and the country potential;

• financial support for the development of low carbon technologies through the
NER300 programme for renewable energy technologies and carbon capture &
storage and the Horizon 2020 programme for funding research & innovation;

• energy efficiency measures through the Energy efficiency Plan and Directives.

The emissions were cut by 23% between 1990 and 2018, while the economy
grew by 63% over the same period. Energy consumption continued to decrease
until 2014, but to increase in the years 2014-2017 due to the emissions related to
economic growth. So, while energy efficiency is actually increasing at an high rate
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(more than 30 % 3), in 2017 the final energy consumption was 3.3 % above the
2020 target. Finally, renewable sources represent 18.9 % of energy consumed in
2018 and in the transport sector this percentage reached 8.3 % in the same year,
in line with 2020 goals.

Europe will continue its efforts in the period 2020-2030 under the 2030 climate
& energy framework. The key targets for 2030 are: at least 40% cuts in GHG
emissions (compared to 1990 levels). At least 32% share for renewable energy
and 32.5% improvement in energy efficiency. In 2018 the European Commission
presented its strategic long-term vision for a prosperous, modern, competitive
and climate-neutral economy by 2050. This vision is compliant with the Paris
Agreement objective to keep the global temperature increase well below 2°C and
pursue efforts to keep it within 1.5°C. The detailed plan and the single national
efforts are still under discussion.

Electricity sector status and future trends

Various energy scenarios can be formulated to consider the future trends of
Europe RES production increase. Energy scenarios are a representation of possible
pathways a country will take to fulfill its energy needs. Each scenario is described
by a coherent set of assumptions on the current trends or possible different future
constraints, like environmental awareness, policy intervention, socio-economic and
technological trends. These features are quantitatively linked altogether through
the use of key relationships and models mixing several scientific disciplines [131].
Scenarios are not predictions or forecasts of the future, but a way to show all
interested people with different backgrounds (policy, technical and research) how
the future could unfold as a consequence of certain choices and natural dynamics
into society. The task is extremely difficult considering the enormous complexity
of today energy systems.

EU Reference Scenarios [31] and the EUCO scenarios [176] are the main studies
performed on Europe. EU Reference Scenarios for 2030 and 2050 were built as
a benchmark of current policy efforts and market trends, to show the direction
of the European energy transition. EUCO are instead built to achieve the 2030-
2050 energy objectives. Different EUCO scenarios (such as EUCO3232.5 [156] or
EUCO30) were formulated to consider slightly different goals in line with Europe
political objectives.

3https://www.eea.europa.eu/data-and-maps/indicators/progress-on-energy-efficiency-in-
europe-3/assessment
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In figure 1.1 the historical data about 2000 and 2010 and the projections of
electrical generation divided by source in the years 2020, 2030 and 2050 are shown.
For 2020 only the EUCO3232.5 values are gathered as they are similar to those of
the 2020 EU Reference Scenario. The 2050 is shown only for the Reference Scenario
and the EUCO30 as found in [32]. EUCO30 with respect to EUCO3232.5 presents
similar assumptions but slightly less ambitious targets.

Table 1.1: Electricity production statistics in Europe. The EUCO scenario 2050
refers to the scenario EUCO30 which is similar to EUCO3232.5

Scenario - - EUCO EUCO Ref. Ref. EUCO
Year 2000 2010 2020 2030 2030 2050 2050

Generation [TWh] 3005 3332 3378 3498 3527 4063 4300
Fossil fuels [pu] 0.54 0.515 0.42 0.23 0.36 0.27 0.14
Renewable[pu] 0.145 0.21 0.36 0.56 0.42 0.55 0.64
Nuclear [pu] 0.315 0.275 0.22 0.21 0.22 0.18 0.22
El. pen. [pu] 0.15 0.163 0.177 0.217 0.25 0.28 0.381

In all future scenarios, coal (which is the main part of solid fuels) is substan-
tially substituted by gas sources. Gas sources are still needed even in 2050 to add
flexibility and back-up capacity to the system although they will operate with a
much lower capacity factor. To avoid GHG emission, carbon capture and storage
technologies could be utilized or the power plants could burn bio-methane with
almost zero impact for the environment. Nuclear sources are expected to decrease
until 2020 and then remain substantially stable. Except for hydro (which in Eu-
rope already reached an high level of maturity), all other renewable sources will
undergo a substantial increase depending on the scenarios. Geothermal produc-
tion will be limited by its challenging extraction and besides it is more suited
for heat production with respect to electricity generation. The slow growth of
Biomass sources and their possible decrease in the long run is due to the compe-
tition from the biofuels industry which is a more lucrative alternative and besides
it is needed to de-carbonize the transport sector. Wind power will be the biggest
source pushed by the offshore turbines deployment supported by the construction
of the DC super-grid connecting the North Sea. Many assumptions on the diffusion
of Power-to-Gas and Power-to-Hydrogen technologies were made that leave space
for different future scenarios. As seen in table 1.1, total electricity generation and
penetration increase thanks to the diffusion of electrical transport, heat pumps
and Power-to-X technologies, even if Reference Scenario is substantially under the
EUCO scenarios. EUCO scenarios present more RESs and energy efficiency. Re-
member that EUCO scenarios are evaluated with the goal of reaching European
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scenarios.
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objectives, while Reference Scenarios are built by trying to intercept the current
trends and possible outcome of environmental policies adopted by European coun-
tries. Reference scenarios are indeed a pressing remark of the additional effort
which is still needed to decarbonize the electricity sector.

1.2 The Electric Grid Structure

1.2.1 A paradigm shift
The electric grid is the biggest industrial system built by humans. It contin-

uously provide energy and for its optimal operation needs to be controlled in all
time ranges from milliseconds up to years. Historically, the system has been run
in a vertical fashion with power plants connected to the transmission grid opti-
mized to follow the loads at the distribution level. With the liberalization of the
power system sector, the system faced numerous changes such as the introduc-
tion of thousand of new non dispatchable renewable generators or the most recent
possibility for industrial, commercial and private consumer to regulate their loads
thanks to the use of storage or advanced managment systems. The active players
now include thousands of renewable producers and prosumers (consumers which
posses small RES plants and are able to at least partially control their overall
consumption profile). In order to make all the new players coordinately interact
in a market environment an improvement on the Information and Communication
Technologies (ICT) infrastructure of the grid is of fundamental importance.

1.2.2 SGAM approach
In order to systematically describe new architectures or standards to make the

grid more efficient and connect all the players, Smart Grid Architecture Model
(SGAM) [33] is used. SGAM is very useful especially for use case design in which
interoperability of different layers are well represented in a technology neutral
manner for both existing and future power systems.

SGAM is a three-dimensional model (see Figure 1.2) that is merging the dimen-
sion of 5 interoperability layers including component, communication, information,
function and business, with the 2 dimensions of the Smart Grid Plain consisting of
zones and domains. Zones represent the hierarchical levels of power system man-
agement while domains cover the complete electrical energy conversion chain from
bulk generation, transmission, and distribution, to distributed energy resources
and customer premises. All classical components and function of the grid and new
entries can be introduced and well localized inside the SGAM framework. This

8
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Figure 1.2: Smart Grid Architecture Model (SGAM) - Source: CEN-CENELEC-
ETSI Smart Grid Coordination Group

will support gaps identification in Smart Grids standardization, and migration
scenarios to improve existing/installed architecture.

SGAM layers

• Component layer. The physical distribution of all participating compo-
nents in the smart grid context, including system actors, applications, power
system equipment, protection and tele-control devices, communication net-
work infrastructure and any kind of computers.

• Communication layer. In this layer, data exchange procedure, technolo-
gies, protocols and standards are described for the specific use case, functions,
and information objects.

• Information layer. This layer represent messages, measurements, alarms,
and in general all data and information which are exchanged between ac-
tors of component layer and function layer. It includes information objects
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and considered canonical data models which ease communication between
different data formats.

• Function layer. It includes functions along with their relationships from
an architectural viewpoint. The functions are independent from actors and
physical implementations in applications, systems and components.

• Business layer. The business layer represents the business view on the
information exchange related to smart grids. It supports business executives
in decision making related to business models and specific business projects
(business case) as well as regulators in defining new market models.

SGAM domains

• Bulk generation. It includes all types of electricity production in bulk
quantities, such as hydro power plants, fossil and nuclear power plants, off-
shore wind farms, utility scale solar power plant, etc.

• Transmission. Infrastructure and organization which are in charge of elec-
tricity transportation over long distances.

• Distribution. Infrastructure and organization which distributes electricity
to customers.

• Distributed Energy Resources (DER). DERs are small-scale power gen-
eration which are directly connected to the public distribution grid with
typical production in the range of 3 kW to 10 MW.

• Customer Premises. Hosting prosumers including industrial, commercial,
and residential facilities. Prosumers can be either pure consumers or pro-
ducers such as micro turbines, photovoltaic generation, etc. Electric vehicles
storage and batteries are also hosted in this domain.

SGAM hierarchical zones

• Process. It covers all types of energy transformations processes and the
physical equipment which is directly involved. Equipment examples in the
process zone are generators, transformers, transmission lines and cables, cir-
cuit breakers, electrical loads, and any kind of sensors and actuators, etc.

• Field. Protection, control, and monitoring equipment of the power system
process are all considered in the field zone. Any kind of intelligent electronic
devices which acquire and use process data from the power system, protection
relays, and bay controllers are some examples of the field components.

10
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• Station. The area aggregation level for field components falls in the station
zone. Station includes substation automation, local SCADA systems, data
concentration, plant supervision, etc.

• Operation. Systems which are actually hosting power system operation
are considered in operation zone. Some examples of operation systems in
different domains: Energy Management Systems (EMS) in generation and
transmission systems, Distribution Management Systems (DMS), Virtual
power plant management systems (aggregating several Distributed Energy
Resources), Electric vehicle (EV) charging management systems in customer
premises.

• Enterprise. Management entities, commercial and organizational processes,
services and infrastructures for enterprises (utilities, service providers, energy
traders, etc.) are considered in the enterprise zone. Some examples are
staff training, customer relation management, asset management, billing and
procurement, logistics, etc.

• Market. Energy trading and all possible market operations as either mass
or retail market are put in the market zone.

1.3 Technical Issues of the Grid

1.3.1 Stability of the grid
The electrical management of the grid is characterized by different physical

and market phenomena at various time frames as shown in figure 1.3. In the same
figure, are listed the common power system controls which are utilized in order
to stabilize and optimize the power system operations. Automatic continuous
control or automatic triggered actions maintain stability in the short time frame,
while long term actions depend on a technical-economic optimization of the power
system generation and reserves.

The definition of stability in a power system is a difficult task in that on one
hand it must have a consistent and general mathematical underpinning description
but, at the same time, it must have a clear and physical motivated meaning. An
attempt was done in 2004 [103]. The proposed definition for the general power
system stability is:

Power System Stability is the ability of an electric system, for a given
initial operating condition, to regain a state of operating equilibrium
after being subject to a physical disturbance, with most system vari-
ables bounded so that practically the entire system remain intact.
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Figure 1.3: time scales of relevant power system dynamics. Figure modified from
[123].
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The power system, composed by non-linear components, operates under con-
stantly changing disturbances which can be of various nature and intensity, like
for instance load stochastic changes, short circuit or big generator trips. To better
investigate and improve the system dynamics, simplifying assumptions are made
to specify different typologies of grid instability based on: (i) consideration on
physical nature of the instabilities and main system variables involved, (ii) size of
the disturbance and (iii) relevant time span of the studied instability.

In particular three kinds of stability has been defined in [103] (see figure 1.4):

• Voltage stability. Voltage stability refers to the ability of a power system
to maintain steady voltages at all buses in the system after being subjected
to a disturbance from a given initial operating condition. The main driving
force usually resides in the variation of active/reactive power flows from the
loads, which cannot be sustained by generators, leading to unstable voltage
values at the corresponding buses. Voltage stability is divided in: (i) large
disturbance stability, referring to the ability to sustain system faults, loss
of generation, circuit contingencies or (ii) small disturbance stability, caused
by small perturbations such as incremental load changes. Both kinds can
be regarded as short term or long term phenomena, depending on processes
and components involved.

• Rotor angle stability. Rotor angle stability is the ability of the intercon-
nected synchronous machines, running in the power system, to remain in the
state of synchronism. In stable conditions there is an equilibrium between
the input mechanical and output electrical torque of each generator. Ex-
ternal disturbances affect this balance between the machine torques, which
start to oscillate around the nominal angular velocity. Taking into account
the non-linear power-angle characteristics of the synchronous generators ex-
changing power with the electrical grid, continuous and wide acceleration
and deceleration could bring the machines to lose their synchronism. Small
signal stability refers to the stability of the machines under normal stochas-
tic oscillations due to load noise. Transient stability refers to the ability to
withstand synchronism after important grid faults.

• Frequency stability. Frequency stability is the ability of a power system
to maintain steady frequency following a severe system upset resulting in
a significant imbalance between generation and load. Instability can occur
in the case of big contingencies leading to fast frequency drop or sustained
frequency swings induced by the cascading failure of grid units. Frequency
stability may be studied in short time frame, which is linked to the activation
of under frequency load shedding and generators protections, or in long time
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frame focusing on the power response of grid elements such as SGs governors,
load and renewables regulators.

Figure 1.4: classification of power System Stability [103].

1.3.2 Renewable sources issues and solutions
The impacts of RESs is profound and involve the electric grid at all layers and

all time ranges. A list of issues and possible solutions is presented below:

• as we will discuss in the next chapter, renewables have a double impact on
frequency stability: they lower inertia and increase short and medium term
power variability.

• Moreover, RESs variability affects the Net Load profile to be covered by
conventional sources in the hour-day time range. Faster and longer ramps
will be needed in order to follow the Net Load and avoid the imbalance of
the grid. The typical expected scenario is summarized by the "duck curve"
(see figure 1.5) which happens in the case of big Photo-voltaic production.
At the twilight a sudden decrease in energy production will occur when the
requested load is at its peak. The system will need to assure a fast ramp
of dispatchable generation in order to avoid an energy imbalance which is
expensive and technically difficult for the Transmission System Operator
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Figure 1.5: duck curve example of the Californian system. Image taken from [87].

(TSO) to obtain. In the case of wind sources, variability in the long term is
not forecastable with high precision and could create dangerous situations.
Luckily,the big number of RES plants and their geographical dispersion tend
to smooth the output variability, however RES plants in the distribution grid
are difficult to monitor and therefore their present and future production are
typically unknown to the TSO. Major flexibility could be achieved by the
use of modern Combined Cycle Gas Turbine plants, more interconnection
between countries in order to share power reserves, and finally the interven-
tion of Demand Response which refer to the possibility for the consumers to
vary their load profile thanks to the use of ICT technologies coordinated by
resource aggregators.

• Weekly and seasonal variability. In the future, there is a serious possibility to
have long period of energy production excess or deficit due to RES long term
variability like the 2018 July UK wind drought 4 or the big sun radiation
differences between summer and winter. In order to overcome this variability,
storage facilities (like pump hydro plants or innovative battery energy storage
systems) could be used. The possibility of Power-to-X technologies (Power-
to-Gas,Hydrogen,Heat) could be exploited to give more flexibility to the
electric grid, but it will need a strict coordination between the electrical,
natural gas and district heating infrastructure.

4https://www.newscientist.com/article/2174262-weird-wind-drought-means-britains-
turbines-are-at-a-standstill/
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• The replacement of synchronous generators with converter-based RES de-
crease the magnitude of short circuit currents after a fault. This worsens the
efficiency of the protection systems and the circuit breakers, jeopardizing the
voltage stability of the grid. Converter based RES are often free to discon-
nect in the case of contingency or in the presence of low voltages, worsening
the grid status. However, in the last years new stricter rules demand to RES
the Low Voltage Ride Through Capability.

• Converters gates switching give rise to harmonics in the voltage signal and
stability problems due to the interaction of a great numbers of units in
the distribution networks. Better filtering, procedures and new devices are
needed to avoid distribution networks problems.

• The decrease of SGs connected to the grid means loosing fundamental grid
regulators being these machines used to provide voltage and frequency re-
serves, black-start capabilities, inertia and high short circuit currents. Syn-
chronous generators naturally maintain grid synchronization and posses good
damping and load sharing capabilities, on the contrary converter based re-
sources do not present these features, however could behave similarly to SGs
if properly controlled and in possession of enough back-up storage. [175, 102,
195].

• In the distribution networks, massive number of resources will be installed
in the form of Photo-voltaic small plants. Due to the more resistive nature
of medium and low voltage lines (especially for underground cables), active
power swings of RESs can cause severe voltage oscillations and instabilities.
Besides, there is a risk of creating unintentional electrical islands [102] during
faults due to the high presence of embedded distributed generation. Another
possible problem is [19] the occurrence of reverse power flow when distribu-
tion network acts as a net generator of energy into the transmission system.
Finally, congestions can happens in specific grid branches due to the high
currents injected by RESs.

In order to integrate up to 100 % renewable sources in the grid, no single and
easy solution is available. Several changes in technical, commercial and policy
regulations must be introduced to lower the costs of having more RESs into the
system. A summary and further insights on the problem are reported in [146, 102].

Conclusion
In this chapter, we have introduced the electric power system and its challenges.

In section 1.1 we showed that energy demand is going to increase globally while
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decreasing in western industrialized countries. Electricity production on the other
hand will rise in every country because it is considered to be the best energy vector
in order to de-carbonize and increase the efficiency of the whole energy system.
Europe, also considering its energy dependency from the external countries, is at
the front of the de-carbonizzation challenge, striving for a CO2 free economy by
2050. However additional efforts are needed to reach this point with respect to
the current direction. In section 1.2 the power system industry is presented in a
holistic way adopting the SGAM approach: the component layer composed by the
physical elements such as electric lines, transformers and generators is only one
of the system parts: equal importance have the communication and information
layers and also the functional and business layers which provides the architecture,
the roles and the responsibilities of the various actors managing the grid. Finally
in section 1.3 the definitions of stability in the grid and the impact of RESs are
listed: their stochastic nature in time and space will impose a complete shift on
how to manage the grid. From power quality issues in the sub-second period to long
term yearly equilibrium between generation and demand in the case of exceptional
weather conditions, the electric grid will face new problems in all time frames.
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Chapter 2

Frequency Dynamics and Control
Modelling

In this chapter we will focus our attention on the frequency control of the elec-
tric grid. First, in section 2.1 we will explain the basics of frequency control and
present the main equations and parameters influencing the frequency signal. Three
different aspects of the problem are treated: (1) the equation describing the dynam-
ics of the grid frequency, (2) a qualitative analysis of the generators oscillations
around COI frequency and (3) the analytical expression of the frequency profile
after a contingency. In section 2.2 we describe the current hierarchical control
structure commonly used in power systems and the importance of a stable fre-
quency signal is highlighted. Finally, we introduce in section 2.3 new resources
that can be used for frequency control.

2.1 Frequency Control Basics

2.1.1 Frequency control modelling basics
(a) Center of inertia frequency computation

Both rotor angle and frequency stability can be explained starting from the
swing equation. This equation describes the Synchronous Generator (SG) rotor
dynamics which give rise to the electro-mechanical oscillation in power grids. At
the SG rotor level we can write [9] (see Figure 2.1):

J
d2θm(t)

dt2 = Tm − Te (2.1)

where J is the mechanical rotating inertia of the machine (Kg · m2) whose
value depends on rotor physical structure and materials; θm is the mechanical
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angle of the rotor in [rad]; Tm is the mechanical torque given by the turbine to
the electrical machine and Te is the electrical torque exchanged with electric grid.
Making use of the following three equalities [104] ωm = ωe/p, θe = ωet − ωO + θ0
and H = 0.5Jω2

m0/S, after a few passages, one can write:

2H

ω0

d2θe(t)
dt2 = Pm − Pe [p.u.] (2.2)

where p is the number of poles of the electrical machine, S is the MVA rating of
the generator, ωm0 is the nominal velocity in mechanical radians, ω0 is the nominal
steady state velocity of the rotor in electrical radians and θ0 is the initial angular
position of the rotor; H , expressed in seconds, is called the inertia constant and
represents half the time for a generator or motor to reach steady state speed at
full nominal power.

Figure 2.1: rotor dynamic phenomena

The time profiles of Pm and Pe of the single generator give us an idea of the
machine rotor angle stability. Under the hypothesis of well damped oscillations
and good rotor angle stability, which is often true even in the case of a contingency
[145], we can assume all the rotors in the grid to turn almost at the same frequency.
Such frequency is called ωCOI where COI stands for Center of Inertia and it is
computed as the weighted mean of all generators velocities. With this knowledge
and normalizing equation 2.2 over a unique power system rating, we can write:

2
ωo

d2ωCOI

dt2 =
qNg

g=1(Pm)g − qNl
l=1(Pe)lqNg

g=1 Hg + qNl
l=1 Hl

[pu], (2.3)

where Ng is the number of synchronous generators and Nl is the number of elec-
tric motors. Whenever there is an imbalance between the electric power requested
by the loads and the mechanical power generated by the SGs, after a very brief
transients where a small amount of energy can be released or stored by the electric
grid lines [124], the frequency of the grid changes according to the equation 2.3.
At the same time, the single generators rotate with small negligible oscillations
over this frequency.
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Figure 2.2: network with ∆PL applied at t = 0.

(b) Generators rotors oscillations around COI frequency

The dynamics of the system generators can be qualitatively explained by mod-
elling synchronous machines as constant voltage sources in series with a reactance
and the admittance matrix of the grid with negligible resistance values (see [7]
for more details). In such a system (see figure 2.2), let us consider the presence
of a generic load k which at time t = 0 starts consuming a power ∆Pload. The
transmitted active power in node i and node k can be computed as:

Pi =
nØ

j=1
j Ó=i,k

EiEjBij sin δij + EiVkBij sin δik (2.4)

Pk =
nØ

j=1
j Ó=i,k

VkEjBij sin δkj (2.5)

where E and V represent the voltages of the nodes, Bij is the admittance matrix
element value and δxy = δx − δy for whatever subscript in use. These expressions
can be linearized for small ∆Pload values and the synchronizing torques of single
generators can be introduced, obtaining:

Pi∆ =
nØ

j=1
j Ó=i,k

EiEjBij cosδij,oδij,∆ + EiVkBij cos δik,oδik,∆ =
nØ

j=1
j Ó=i,k

Ps,ijδij,∆ + Ps,ikδik,∆

(2.6)

Pk,∆ =
nØ

j=1
VkEjBij cos δkj,oδkj,∆ =

nØ
j=1

Ps,kjδkj,∆ (2.7)
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where the symbol ∆ represents the variation of the quantity due to the lineariz-
zation process. A sudden ∆Pload in the grid can be modelled in node k by keeping
fixed the magnitude of the voltage Vk and changing its phase from δk,o to δk,o+δk,∆,
while SGs cannot instantaneously change the phase due to their inertia. knowing
that δij,∆ = 0, δik,∆ = δi,∆ − δk,∆ = −δk,∆, , we can rewrite equations 2.6 and 2.7
at t = 0+, obtaining:

Pi,∆ = −Ps,ikδk,∆(0+) (2.8)

Pk,∆ =
nØ

j=1
j Ó=i,k

Ps,kjδk,∆(0+). (2.9)

From equation 2.9 it can be noticed that Pk,∆ = − qn
j=1

j Ó=i,k

Pi∆(0+), and knowing

(from figure 2.2) that Pk,∆ = −∆Pload, in view of the equation 2.8, we can write:

δk,∆(0+) = −∆Pload/(
qn

j=1 Ps,kj), (2.10)
Pi,∆(0+) = (Ps,ik/

qn

j=1 Ps,kj) · ∆Pload. (2.11)

Equation 2.11 tells us that in the first instant the delta power to be served to
the load is supplied by the energy stored in the magnetic and electric fields of the
synchronous generators (and lines). The power load is shared among each gener-
ator according to the amount of the synchronizing torque: generators electrically
more connected to the load node will initially provide more power regardless of
their size. Immediately after, the SGs will start to decelerate/accelerate in case
of a positive/negative ∆Pload. Starting from equation 2.2, the incremental swing
equation governing the frequency dynamics of the SGs can be written as:

2Hi

ωo

dωi,∆

dt
+ PD(ωij,∆) + Pi,∆(t1) = 0 (2.12)

where PD(ωij,∆) is the damping torque of the SG which in a multimachine
system depends on the differences between rotors velocities [104, 168]. In the
first instants after a ∆Pload, generators will start to oscillate depending on their
inertia, damping and synchronizing torques. After a certain short time t1 which
is usually lower than the time needed by prime governors of turbines to intervene,
oscillations are smoothed and load sharing among SGs can be easily evaluated by
using equation 2.12. Summing over each generator i we can write:

dωi,∆

dt

nØ
i

2Hi

ωo

+
nØ
i

PD(ωij,∆) +
nØ
i

Pi,∆(t) = 2HTOT

ωo

dωCOI,∆

dt
+ 0 − ∆Pload(0+) = 0,

(2.13)
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Figure 2.3: low order single system frequency response model example.

where damping torque is negligible as there is no substantial velocity difference
among generators and therefore frequency derivatives are all equal to each other.
Finally, we substitute the value of the velocity derivative of equation 2.13 into
equation 2.12 at time t1 and we obtain:

Pi,∆(t1) = (Hi/
qn

i
Hi)∆Pload(0+). (2.14)

This means that after a brief transient the various machines will swing at the
same velocity, sharing the additional load according to their inertia constants.

(c) Analytical expression of frequency after a contingency

After time t1 the governor response from generators starts to be relevant and
makes the frequency to stabilize. To study analytically this equilibrium, we can
consider a single machine equivalent system (as presented in [8]) which is based
on a linearized version of equation 2.3, where the dynamics of the governor system
of the power plant can be modelled as a zero-pole transfer function with the Load
characterized by a certain damping coefficient D[MW/Hz] which represents the
tendency of loads to increase or decrease their power consumption in the opposite
direction of the frequency error. The system is depicted in figure 2.3 where dead-
band and saturations are neglected to evaluate an exact solution. Now, it is
possible to give the analytical formula of the frequency profile considering a step
input of magnitude ∆P :

∆f(t) = R∆P

DR + 1 · (1 + α exp−ζωnt sin(ωr + φ)) (2.15)
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with:

ω2
n = DR + Km

2HRTR

ζ = (2HR + (DR + KmFH)TR

2(DR + Km) ) · ωn

α =

öõõô1 − 2TRζωn + T 2
Rω2

n

1 − ζ2 ωr = ωn

ñ
1 − ζ2

φ = φ1 − φ2 = tan−1( ωrTR

1 − ζωRTR

)
(2.16)

where R is the droop of the generators, TR, Km and FH are related to the
dynamic description of the turbine-governor systems. Several indicators can help
us to evaluate the stability of the system, the most important are: (i) the frequency
derivate, especially at the initial time when it has the highest value; (ii) the ∆fnadir
which is the lowest/highest frequency value (in the case of an under/over-frequency
event) and its corresponding time tnadir; (iii) the frequency and its value ∆freg and
treg at the transient end. All these quantities are computed as:

d∆f(t)
dt

= R∆P

DR + 1 · αωne−ζωnt sin(ωrt + φ1) (2.17)

tnadir = 1
ωr

tan−1( ωrTR

ζωnTR − 1) (2.18)

∆fnadir = R∆P

DR + 1 · (1 +
ñ

1 − ζ2α exp−ζωntnadir) (2.19)

freg = R∆P

DR + Km

(2.20)

and finally the initial RoCoF at t = 0 is simply computed as ∆P/2H and depends
on the grid inertia alone.

To conclude, three figures are presented in order to explain and confirm previ-
ous concepts. In the first image (figure 2.4), different machine frequency profiles
related to a simulated contingency modelled in [169] are shown. As seen, while the
synchronous generators maintain synchronism even after a big contingency, they
can potentially continue to oscillate for a long time after the contingency event,
well after the Primary Frequency Control (PFC) intervention 1.

1In this situation a time t1 (see equation 2.14) cannot be explicitly computed or visualized.
Nevertheless, oscillations continue to decrease and equation 2.14 holds in an "averaged" way. It
is also important to remember that generators behaviour depends just as first approximation on
equation 2.12 and it is influenced by voltage profiles, controls and all other grid interactions

24



2.1 – Frequency Control BasicsFig. 13. Distribution of turbine governor parameters.

bus 1
bus 2
bus 3

Figure 2.4: contingency simulation results. The figure was slightly modified from
figure 14(a) of reference [169].

Figure 2.5: PMU measurements in Romanian power system after the disconnection
of the Greece-Turkey interconnection line on 23 October 2017.

In the second image (figure. 2.5), real Phasor Measurements Units of the Ro-
manian power system are presented. These devices have different specifics and
capabilities based on well known standards [84] which assure the quality of the
measurements. The data are recorded after the disconnection of the Greece-Turkey
interconnection line on 23 October 2017, which in turn have caused well damped
frequency oscillations in the whole European synchronized area.

In the third image (figure 2.6), the frequency signal recorded in Romania and
Germany is shown during normal operation of the grid. It is clear how small devia-
tions, which cause second by seconds frequency dynamics, imply no real difference
in velocity among generators even for very far buses.
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Figure 2.6: overlapping of the frequencies metered in Germany and Romania.
Image taken from [45].

2.1.2 Fixed frequency importance and low inertia/reserves
challenges

The goal for TSOs is to keep the frequency as constant as possible for several
reasons: (i) rotating machines (generator and loads) will work best at nominal
velocity; (ii) some electronic loads are very sensible to frequency variations; (iii)
a non constant and fleeting frequency is dangerous for the mechanical stress and
wear that can cause on the rotors of the generators or on other grid components
[199]); (iv) in the case of contingency, if frequency is already unbalanced, less
reserves will intervene to counteract the power deviation.

If the initial RoCoF is too high, severe problems can arise [134]. First of all, the
synchronous generators could face a series of problem experiencing RoCof values
higher than 1 [Hz/s] [188]:

• Pole slip; this is directly connected to the rotor instability and the dynamics
of the attractive forces between stator and rotor fields of the machine. This
dangerous situation is reflected on the pole angle position between the stator
and the rotor field. If this value is over 90 degrees there is a danger for the
machine to lose its synchronism and become unstable threatening the whole
grid. As a consequence it is possible the activation of protection systems
for an emergency shut-off of the machine which can potentially lead to a
cascading failure of the whole power grid in extreme cases. The outcome
dynamics will depend on many factors such as the type of contingency, RoCof
levels, inertia values, the power factor and the load of the machine.
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• Accidental reverse power flow; important oscillations of the pole angle
can temporarily produce negative output making the generator to behave
like a motor. The generator is protected against motor operation by the
reverse power protection which, if triggered, it will shutdown the unit. The
activation of the control depends on the amount of reverse power flow (usu-
ally this should be less than 5 % of the nominal power) and a certain specific
time length .

• Torque swings; the torque to be sustained after the contingency can be
up to 160 % of the nominal value. These values can have an effect on the
wear and the stress of the machines, but are well below the requirements
of the current Fault Ride-Through capabilities. In fact, during the voltage
dips, generators will have to sustain torques up to 300-500 % of the nominal
value.

The tripping and/or the instability of a synchronous generator can possibly
lead to the cascading failure of the generators in the grid, causing load shedding,
system islanding or blackouts [49]. Moreover, SGs can swing and share load against
each other causing inter-area oscillations, decreasing the stability and the power
quality of the system [143]. Other possible hazards for generators are connected
to the particular plant layout and the auxiliary equipment reaction during high
RoCof events [52], such as torsional torque on rotor shaft train, flame and com-
bustion control, hydraulic transients in hydro power plants, impacts on auxiliaries
components (gas compressors, boilers feed pumps), etc.

It is also worth to remember that in the distributions networks, RESs are
equipped with loss-of-mains protection. These protection systems are important
to prevent embedded generation supplying an electrical island when a loss of mains
event has occurred and are often RoCof activated [50].In such a way, a loss of
generation can be triggered without any real islanding event, if the measured
RoCof is higher than a certain threshold.

ENTSO-E monitors the European system trying to find out the suitable values
for inertia in the grid in order to avoid load shedding or other emergency situations
[69]. In the cited study ENTSO-E suggests that every region after a split of the
synchronous area should posses a time constant of the network of 12 seconds
(nowadays European constant is about 15 seconds, but in continuous decrease) 2.
To cope with this situation, the local TSO will be forced to enlarge the capacity
reserves (primary, secondary and spinning reserve), increasing the operative costs
(paid by the local community).

2The time constant of the network is computed as 2 · H
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2.2 Current Frequency Control Structure

2.2.1 Classical frequency control loops
There exist several definitions, technical solutions and market structures to

control frequency, all based on three hierarchical levels of control. Definitions, ser-
vices, rules and operations in Europe are being harmonized by ENTSO-E through
the implementations of Network codes: for frequency control, the guidelines were
described in the "Load-Frequency Control and Reserves" code [57] merged in 2016
with the "System Operation" code which today has a binding value for all Eu-
ropean countries [58]. Frequency control characteristics and its functions can be
visualized in figure 2.7. We distinguish:

Frequency containment process

Reserve replacement process

Frequency restoration process

Time control

Manual

Manual

Manual

Manual
action

action

action
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Figure 2.7: four-level hierarchy of frequency control from a TSO perspective. Im-
age taken from [164].

Frequency Containment Reserve. FCR, also called primary frequency con-
trol, follows a proportional rule between the frequency deviation and the
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Figure 2.8: frequency controls services relationships and functionalities [187]. The
names of these services refer to the names used in the Continental Europe (see
appendix B of [59] to map these names to the services of figure 2.7).

power injection in the grid. The aim is not to restore frequency but to bal-
ance the power mismatch as soon as possible. Historically, this service is
provided by high capacity synchronous generators (according to Italian grid
code, all generators with Power rating more than 10 MW should obligatory
take part in PFC [177]). Generators measure their rotor velocity, which corre-
sponds to the local frequency, and change immediately their power reference
set-point according to their droop defined as:

sg = −
(ft−fnom)/fnom

Pt−Pnom/Pnom

[%] (2.21)

where:

• ft is the frequency signal measured by the generator;
• fnom is the nominal frequency of the grid: 50 Hertz in Europe;
• Pt is the new instantaneous power-set-point due to primary control in

MW;
• Pnom is the power set point due to normal market scheduling of the

generator.

29



2 – Frequency Dynamics and Control Modelling

t

Power /
Frequency

Frequency Containment Process Frequency Restoration Process

Reserve Replacement Process

RRFRRFCR manual FRR

Time to Restore Frequency

reserve activation

frequency

occurrence of the
disturbance

Joint Action within
Synchronous Area

LFC Area

Figure 2.9: dynamic hierarchy of frequency Control processes. Image taken from
[59]

Normal values of droop are from 2% to 7 % . Usually, a dead-band is
also applied to not over-stress the generator governor mechanisms and to
avoid set-point mistakes due to the limitation and error of the measurement
system. Every European TSO sets specific values for the PFC in order to
guarantee a part of the total amount of the Regulating Energy defined as
λu = ∆Pa/∆f[MW/Hz], where ∆Pa is the reference European contingency
and ∆f is the expected steady-state frequency deviation after the transient
(i.e. 200 mHz). The reference incident for the UE grid consists in the
tripping of the two biggest nuclear power plants with a combined power loss
of 3000 MW. Every area should contribute percentually to the Regulating
Energy with a coefficient Ci calculated on the basis of the principle of Joint
Action. Dynamic simulations are also performed to assure that transient
frequency does not fall lower than 800 mHz in order to avoid automatic load
shedding. For these simulations specific assumptions for FCR dynamics and
load conditions are made. Every TSO should check that primary reserve
is deployed within a certain time (for example: full activation of reserve in
Italy by generators is expected in no more than 30 seconds).
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Frequency Restoration Process , also called secondary frequency control. Af-
ter a disturbance has been stabilized by PFC, other generators following
the secondary frequency control power signal, restore the nominal frequency.
This two-step process (primary + secondary) is required to avoid instability
and power sharing conflict among generators governors that would happen
in the case an unique control signal is used. The goal of SFC is two-fold:

• restore the nominal frequency of 50 Hz;
• restore the power exchange among European Areas to their reference

value.

Secondary control is composed by a proportional-integral controller, com-
puted in such a way that it only activates in the area where the power
disturbance has taken place. The secondary controller sends, in real time, a
unique control signal to every generator which participate to SFC equal to:

L = 50 − 100
PD

β1Gi − 1
Tr

Ú
Gi dt [%], (2.22)

where PD is the total Secondary Band Reserve in the grid, β1 is the propor-
tional constant and Tr is the integral constant in seconds and usually quite
big (from 100 seconds to 200) to avoid a too fast response and overshoot-
ing problems. Gi is the ACE or Area Control Error which takes into
account the frequency deviation and the power tie-line exchange error. It is
calculated as:

Gi = Pmeas − Pprog + Kri∆f [MW ], (2.23)

where Pmeas − Pprog is the difference between the programmed power ex-
change among areas and the actual power exchange due to the activation of
Primary Reserves or other not scheduled events; Kri is the regulating energy
of the area itself. The ACE is 0 for all areas, except for the one in which
the disturbance occurs. The signal L goes from 0 to 100 % indicating the
power to be produced by the generators for SFC: 50 % corresponds to zero
power production, while 0 and 100 % correspond to the production of the
total generator secondary band respectively in the downward and upward
direction.

Secondary reserves can be computed in different ways depending on the
characteristics of the load and the market rules. TSO computes the frequency
from a specific stable node and monitors all the tie-lines of its grid, then
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gathers all these signals, computes the level L and communicates it to the
regulating generators every few seconds (for ex. in Italy, 4 seconds). The time
of activation depends on the nature of the generator used: gas, water and coal
power plants have different rate constraints and ramp mechanisms. Different
quality parameters are used to check the consistency and the intervention of
secondary reserve.

Reserve Replacement or Tertiary Control. Tertiary reserves are manually dis-
patched in order to restore secondary reserves. Least cost dispatching plants
are used to fulfil this service.

RoCof control. This new service is still yet to be used. The activated resources
will modulate their power depending on the value of the frequency derivate
in order to replicate the damping effects of the real rotating inertia. Due
to the very fast expected response (ideally less than 10 ms), only machines
connected to the grid through fast power electronics could participate to this
service.

Time control. It is an index used to measure and control the long term fre-
quency deviation evaluated as the difference between the nominal time and
the electrical time, this last being computed as the integration of the second-
by-second frequency of the grid. When the grid frequency is fixed to the
nominal value, electrical time is equal to the nominal time. Many devices
compute the clock time by using the frequency of the system:

• old meters of electrical energy compute the time to distinguish among
the different tariff periods;

• power plants control energy systems;
• power quality devices;
• old industry’s processes;
• customers in textile industries;
• synchronous motors which drive the value of clocks.

In Europe, time control is adopted since many decades. In practice, the TSOs
raise or lower the reference frequency for the SFC by a specific amount for a
certain time, so that the electrical clock deviations stay within few seconds.

2.2.2 Renewable impact on frequency stability
As written in subsection 1.1, the major growing renewable sources are Wind

and PV technologies respectively connected to the grid through an AC-AC and

32



2.3 – New Resources for Frequency Control

a DC-AC converter, both of which hold no rotating part providing no inertia
to the system. The converter commonly operates in grid-tied mode reproducing
the measured voltage levels and frequency signal at the connection with the grid.
Moreover, both technologies are non dispatchable in that they always instanta-
neously maximize their power production in function of the external conditions:
wind gust, Sun and cloud movements are the major phenomena which affect the
output of the plants. In order to provide reserves to the grid, the RESs should keep
some head to their maximum production. This leads to a waste of primary energy
source, and does not guarantee that RES can provide a reliable frequency control.
In the case of wind turbines, frequency control is also possible by making use of
the kinetic energy stored in the turbine blades [47], but the amount of energy that
can be released is limited and needs to be restored immediately after the transient
endangering the grid stability.

RESs plants have a double effect on the frequency dynamics as shown in equa-
tion 2.3: the numerator will be influenced by the variability of the renewables
primary sources ( like wind or Sun radiation), while the denominator will decrease
as the system has less inertia coming from the SGs. Expected frequency oscillation
will be higher and faster. Besides, the RESs reduce the ability to forecast the net
Load and increase its ramps, forcing the TSOs to increase the reserve requirements
in the case of unbalanced periods.

2.3 New Resources for Frequency Control
In the future, due to RES increase and market integration, the European system

can be subject to RoCoF of more than 2 Hz/s, and in case of area splitting power
unbalance can reach up to 40% in each area of the total Load [55]. Under normal
operation the degradation of the frequency signal can affect the power quality.
Various solutions and improvements to manage RESs are detailed in [86]:

Interconnection & market integration. The continental Europe, being a syn-
chronous area, shares already primary reserves among countries. New inter-
connection lines lower the possibility of bottlenecks among countries facili-
tating the creation of common power and energy markets: frequency reserves
can therefore be dimensioned and operated at the European level increasing
in such a way techno-economical performances.

Flexible dispatchable plants. CG, except for Hydro turbines, are generally not
very efficient in working outside nominal point and besides can have pro-
duction ramp constraints. New generation combined cycle gas turbine are
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designed with much more flexibility and a better dynamic behaviour outside
the nominal point.

Demand Side Managment. Different typologies of loads can participate to all
frequency markets, thanks to the use of new generation Information and
Communication Technologies (ICT). Examples are power-to-gas plants, elec-
tric vehicles, RESs (especially in under-production), cooling and refrigeration
appliances [20], building systems [193], water heating units, etc.

These resources are commonly aggregated by new entities known as aggrega-
tors. When small RES plants are present, load owners become pro-sumers,
i.e., at the same time producers and consumers of energy [27]. Different
layouts are incentivized and regulated by the various energy regulating au-
thorities [40].

Synchronous compensators. These are essentially synchronous machines run-
ning at zero load, which are able to regulate the level of produced reactive
energy. Their primary objective is voltage control, but in the same manner
of the SGs they provide inertia and high short circuit currents.

Storage. In order to be stored, electricity must be first transformed into another
kind of energy (for example potential energy of dams, rotating energy of
flywheels, pressure energy of compressed air energy storage systems, etc.)
and then, when needed, converted back. Today the only mature and
largely installed technology is pumped hydro: it is mainly used for
energy based services such as peak levelling or energy arbitrage, but the in-
stallations of new plants are limited by the presence of suitable physical sites.
New technologies storage costs, as known, are very high, but today new tech-
nologies have the potential to revolutionize the market and introduce high
quantities of storage into the grid, causing an enormous transformation in
the grid management [98] [43]. In view of a liberalized and efficient market
for the storage, it is important to avoid regulation and economical barriers
which could slow the diffusion of new technologies more than the techni-
cal problems themselves [174]. Storage can be classified depending on the
typology of energy transformation (we usually divide into electrical, electro-
chemical, mechanical, thermal storage). For a better understanding of the
best grid application, it is useful to consider the power and energy typical
ranges of the various storage systems: such information is summarized in the
Ragone plot (see Fig. 2.10). Other specific-technology characteristics, like
geographical limitation or special maintainance needs, are also important to
be considered in the storage technology choice (see [152]).
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Figure 2.10: Storage power and energy density characteristics [59].

2.3.1 Battery energy storage systems uses
In the last few years the installations of batteries is gaining a certain momen-

tum and costs are still expected to decrease. BESSs (especially but not exclusively
lithium-ion technology), thanks to their velocity and the good power and energy
ratings, are already being used in various applications [152]. These systems are
easily scalable, packed in different dimensions and not-site dependent like CAES
(compressed air energy storage) or PHS (pumped hydro storage). Besides, they
are divided between utility grid storages and small home systems installed in com-
bination with PVs systems to increase the self-sufficiency of the owners. [174,
152] investigate the most profitable services BESSs can provide to the grid today
and in the near future: these systems will work for the accumulation of electricity
produced by home PV systems in order to increase self-consumption (more than
half of the use), fast frequency regulation (up to 15 % ) and renewable capacity
firming (up to 14 %) in order to decrease utility scale RES production variability.
The studies clarify that BESSs spread will happen only in the case of a favorable
regulating framework for owners. Other possible interesting applications are [95,
10] :
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Flexible ramping. BESSs, thanks to their high power capability, can lower the
stress of the system and decrease the net load variance especially at dawn
and twilight, when there is a large presence of PV systems in the grid.

microgrid support. Islanded system needs BESSs at all time ranges: their con-
tribution goes from assuring the daily energy balance to the instantaneous
power equilibrium due to load stochasticity. The installation of short and
long term storage, characterized respectively by high power and high energy
ratings, is needed to optimize the island behaviour. Nowadays, most off-grid
systems make use of expensive and polluting diesel generators which nev-
ertheless present a lot of flexibility and management reliability. BESSs can
help shifting from diesel based systems to the use of RESs. New generation
microgrids are also the first systems where only converter based generation is
present, so that different techniques for the parallel connections of convert-
ers are tried out in a smaller scale before being deployed in bigger electric
systems.

Transmission and distribution congestion relief. Depending on the grid struc-
ture, certain particular lines or stations can saturate for a small number of
hours due to RESs productions. The use of localized BESSs can help to
decongestion the grid without the costly need to upgrade the whole infras-
tructure.

Energy supply shift. BESSs can be used for energy arbitrage, this means to
store energy when the price is low and to resell it when the price is higher
at the peak consumption hours. BESSs are suited for 30-minutes to 1-hour
time operations and this can be useful for the grid in order to level its peak
consumption avoiding the use of expensive gas turbines or the more expensive
upgrade of the grid infrastructure.

The installation of new type of storages (except pumped hydro which amount
to 198 GW world-wide) have reached more than 3 GW of installed power in 2018
with BESSs, especially lithium ion technology, representing more than 85 % of
new installations in 2018. 3. Around one third of installations comes from South
Korea. Other countries in which these systems are quickly developing are Japan,
due to PV battery system and to enhance resilience against natural disasters,
Germany, United Kingdom, China and USA. In the future, more installations
are expected with other technologies such as flow batteries characterized by high
energy-ratios. Additionally, manufacturing capacity for lithium-ion batteries is

3source: https://www.iea.org/tcep/energyintegration/energystorage/
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expected to increase threefold by 2022, driven by the booming of the EV market
and possible costs decrease. At the end of their useful life, EV batteries can still
be utilized in the power sector where space constraints are less strict.

Frequency control regulation is today one of the most lucrative service to be
offered by utility scale BESSs systems. With respect to conventional generation,
BESSs present inherently advantages[101]: reserve provision from CG limits the
maximum output that a power plant can offer to the energy market, decreasing
its potential profits. Secondly, when RES production is high, partial closing of
renewables plants can be needed to assure that CG can remain connected to the
grid. In fact, power plants must run over their minimum production set point in
order to provide frequency reserves. On the other end, Batteries provide power
control without any need to produce energy decoupling the power and energy
market. Besides, they can offer upper and lower regulation with the same nominal
capacity, while CG needs to use the double amount of capacity. Fast velocity of
response is another element which makes BESSs suitable for frequency control: as
a matter of fact, in UK the last tender for "enhanced frequency response" (the fast
service provided by BESSs) have being cleared at lower prices with respect to the
"firm frequency response" (traditional control performed by slower resources like
CG) 4. Several markets have opened the possibility for BESSs to offer primary
control like services. In particular, we can count:

• Australian system. The Australian system operator publishes quaterly re-
port on the market cost and grid dynamics [135]. Starting from the Tesla
installation of 100 MW BESS (Hornsdale Power Reserve) in 2017, the fre-
quency control ancillary services (FCAS) costs are reducing thanks to the
use of BESSs and demand response services, which accounted respectively
for 17 % and 15 % of the whole supply mix in the first quarter of 2019. The
Hornsdale Power Reserve has already avoided systems blackout and it is able
to intervene in about 100 ms.

• UK market. In UK, a new service called "enhanced frequency response"
has been established which requires to provide the full band in less than one
second. In the 2016 auction, the TSO contracted 200 MW of reserve capacity
for four years: even though the tender was technology neutral, BESSs won
the entire offered capacity [10].

• United States. The Order 755 of the Federal Electricity Regulator Com-
mission (FERC) has mandated a separate compensation structure for fast-
acting resources, such as batteries with respect to slower acting conventional

4https://everoze.com/what-7mwhr-for-efr-storage-explain/

37



2 – Frequency Dynamics and Control Modelling

resources.

• European Union. Energy directives are moving towards an effective integra-
tion and regulation of storage systems. In 2017, System operation guidelines
(SOGL) [39] accounted for the possibility of energy storages to provide FCR
and in Article 156 point 11, ordered Continental Europe and Nordic Europe
TSOs to propose a cost benefit analysis in order to evaluate the best time
range for which BESSs must remain available while providing full activa-
tion of the FCR. Moreover, in 2019, Electricity Directive [147] states that
energy storage facilities should be “market-based and competitive” and ex-
plicitly integrated in new market designs. System operators can own storages
to assure network security and reliability, but not balancing or congestion
management.

• Central Europe. Many TSOs from Central Europe countries (France,Germany,
Belgium, Switzerland, Netherlands and Austria) gather FPC reserve in the
same competitive market. The tendering period was changed from weekly
to daily in 2019 [1] and it is planned to be reduced further to 4 hours in the
beginning of 2020. In this market, BESSs are strongly present with more
than 100 MW usually assigned causing a decrease in prices in the last years.

• Italy. Our country has implemented a series of pilot projects [179] through
its TSO, Terna, and has already installed in 2014 several BESSs in Sardegna
and south Italy to test power intensive and energy intensive technologies.
Fast services such as primary frequency and RoCof Control were investi-
gated. Today, particular kind of virtual power plants are experimented for
the participation in balancing markets: in particular, aggregators of the size
of at least 1 MW of RESs, consumption units and storages will be able to
offer balancing and tertiary frequency control to the grid (these aggregators
are called UVAM or Unità Virtuali Aggregate Miste [180]). Moreover, the
Italian TSO Terna [178] has recently started a new ancillary service for stor-
age systems based on the provision of fast droop control expecting to gather
at least 200 MW of resources.

Conclusion
In this chapter we analyzed the basics of frequency control and BESS technol-

ogy. First, in section 2.1 we presented the physics behind frequency signal dynam-
ics of the grid: this value is strictly linked to the rotor velocities of SGs. Real
measurement from PMUs have shown that during normal operations frequency is
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equal in every point of the grid and its dynamics depends on the overall equilib-
rium between total generation and demand. A constant frequency is therefore a
system which maintains its equilibrium. During a contingency the SGs follows a
brief transient before returning to rotate at the same exact velocity thanks to the
damping torque of the rotors, machine regulators and electric grid characteristics.
Currently in Europe a hierarchical control with four levels is implemented to control
the frequency value which is described in 2.2: as renewables continue to increase
into the grid, new solutions are to be found to control frequency. In section 2.3 we
introduce new solutions: among them BESSs seem to represent an optimal techno-
economical option since they are able to provide high power and low-medium energy
based ancillary services: UK, Australia, Central Europe are starting to make use
of BESS in their primary frequency reserve with good technical and economical
results.
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Chapter 3

Literature Review on Frequency
Control

Section 3.1 presents the methodology I followed to organize the literature review.
This review critically discusses what is present in literature, categorizing the works
in a original way by taking into consideration the scope of the analysis (open loop,
closed loop and normal operations) and main relevant areas of research. Papers
are critically compared in terms of models, methodologies and results obtained and
grouped by similarity. From this chapter, it is possible to grasp the current trends
of the existing literature and it serves as a basis for the development of the next
chapters. Results and author opinion on the analyzed works are gathered at the
Conclusion chapter of the Thesis.

3.1 Methodology
In this chapter I mainly restrict the review to papers concerning the use of

BESSs or EVs for fast frequency control services. While it is possible for these
storages to participate to other services, I will concentrate on PFC and Rocof
control as BESSs are particularly suited and these services are especially remuner-
ative.

Three main typologies of studies have been identified in the literature depend-
ing on how the electric grid is modelled and what impact or aspect of the BESSs
is analyzed:

Open loop studies. In this group, BESSs contribution to the frequency stability
is not evaluated. The grid is not topologically modelled, but it is represented
by a series of inputs of the BESS controller and management system (for ex-
ample, frequency error dynamics, price signal, dispatching orders etc. ).
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Figure 3.1: Families of strategies and approaches used in the analized works.

Figure 3.2: research questions of close loop studies.

The major focus is on the the BESS techno-economic operations, multi ser-
vices provision, degradation of the cell, etc. Usually several days of normal
operations frequency profiles are used.

Closed loop studies for Contingency Analysis. The focus of this group is
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the simulation of a contingency in the grid. BESSs or other resources are
used to assure frequency stability in the system. The goal is to quantify how
much BESSs are needed to stabilize the grid, what is the impact of PFC or
RoCof control and what is the stress sustained by BESSs.

Close loop studies for Normal Operations In this last group, the main con-
cern is the impact of BESSs on grid frequency signal during normal oper-
ations. A difficulty of these studies is to reconstruct a realistic frequency
signal. Once this has been done, it is possible to quantify at the same time
the BESSs impact on the grid signal and the impact of frequency control on
the BESS itself.

The three groups are shown in figure 3.1 and 3.2 where a high level description
is presented.

Various choices are possible for the electric grid and the BESSs models. For
what concerns the electric grid system I used simplified frequency response dy-
namic models or complete dynamic models. For BESSs there are several families
of dynamic models usually adopted [41] :

Electrochemical Models. These models take into account all the electro-chemical
dynamic phenomena happening inside the cells ( oxidation-reduction pro-
cesses of anode-cathode elements of the cells). They are computationally
heavy and make use of coupled partial differential equations [92] which de-
scribe both macroscopic (voltages and currents) and microscopic quantities
like local distribution of charge, materials concentration, current, tempera-
ture, etc.

Electrical Models. These models make use of equivalent circuit components to
represent the various BESS and cell parts. Usually, voltage sources and pas-
sive elements depend on operating conditions and are implemented through
look-up tables whose values are obtained by testing batteries cells [14]. Tech-
niques such as impedance spectroscopy tests could also be used [162]. Models
are quite accurate (1-5 % range of error), but are valid only for tested condi-
tions. The electric model can be also extended by taking into account SOC
runtime computations, degradation and temperature dynamics.

Mathematical Models. These are usually the most computational light models
based on analytical or stochastic approach. A physical description of the
cell is neglected and BESS parameters like State of Charge (SOC) levels
and power production are based on numerical models. Usually current and
voltages informations are neglected.
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Storage units are interfaced to the grid through the use of converters. These
units are responsible of converting the DC current produced by the storage device
into AC current. The DC current passes through a DC-link capacitance and
then is converted by the action of the switching gates. The converter does not
naturally interact with the grid but it depends exclusively on the control algorithm
[125]. The converter velocity assures the provision of fast services (in the order
of few milliseconds) given that no voltage instabilities are created on the DC
capacitance. If the storage source behind the DC-link is not sufficiently fast or if
strange interactions with fast grid lines dynamics are created, the converter unit
is slowed down. [175]

The use of electrochemical models is typically limited to detailed studies of
BESSs technologies with little applications to power systems, while electrical and
mathematical models have wide applications.

3.2 Papers Groups

3.2.1 Open loop papers
These studies could be categorized starting from three main features of interest:

• the strategy to provide frequency control to the grid and, at the same time,
to manage the SOC of the BESS to assure the continuity of the service. PFC
is performed in most of the works here analyzed.

• Secondly, the model of the BESS and the possible quantification of BESS
degradation due to service provision.

• A third interesting aspect is the use of real input data in order to produce
realistic (even if case-specific) results. Economic outputs are often computed
to quantify investment viability in BESSs systems by making use of classical
indexes such as Return on investement (ROI) and Net Present Value (NPV).

SoC managment. To perform SoC management, the answer of a BESS pro-
viding PFC can be divided in two components:

PBESS = PPFC + PSOC, (3.1)
where PPFC follows a linear droop frequency control with a certain droop

σ=∆f/fn

∆P/Pn
usually going from 2 to 5%. This component should be always present in

order to better cope with contingency or faults during grid operations. Frequency
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control can be considered a zero-mean energy service due to the symmetry of the
frequency signal, however the internal BESS losses and the presence of long over or
under-frequency periods in the grid, can discharge a BESSs up to 0% or saturate
it at the maximum energy content, % unenabling the possibility to perform PFC.
For this reason PSOC component is constructed in order to stabilize the SOC. Note
that in these works, being the grid not explicitly modelled, it is not possible to
quantify the impact of PPFC and PSOC in the grid, and this is clearly a limitation.
The various techniques to stabilize the SoC can be grouped in several families:

(a) (b)

Figure 3.3: Degree of freedom in PFC in Central Europe for BESS [67]

Figure 3.4: UK enahnced frequency response envelope [206].
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First approaches. Scheduled recharging and dead-band recharging are first sim-
ple approaches used in early experimentation or researches. In [105] a pilot
project is presented for a battery providing frequency control for the islanded
system of West-Berlin. The BESS is recharged during low load hours and
clearly in those times cannot provide PFC jeopardizing the grid stability.
More recently in [144] and [121] the BESS makes use of the time periods
when the frequency error is located inside a narrow window around the nom-
inal value (in continental Europe, ENTSO-E prescribes a value of 10 mHz
around 50 Hz). Inside this interval, the BESS will recharge or discharge with
a certain rate equal to a small percentage of the nominal power. Although
a certain help to SOC control is given, it is possible that the SOC goes to 0
or to 100 % after long over/under frequency periods. Moreover, the massive
use of dead-band control can make the grid frequency itself to oscillate more.

Services degree of Freedom. A group of studies are based on the analysis of
BESSs operating under the degrees of freedom which are allowed in the
Central Europe and UK fast frequency markets. As described in [67] there are
three degrees in German market (see figure 3.3): exploitation of the deadband
space, over-fulfilment in over or under frequency and scheduled transactions
in the intra-day market. In [53] and [68] the same degrees of freedom are
exploited with better battery models and optimization techniques. In UK,
the BESSs are allowed to operate inside an envelope whose borders depends
on the particular market regime (see figure 3.4).

In [88] deadband, constant offset and variable droop strategies based on look
up tables are used and results are compared in terms of SOC management.
In [114] is treated the problem of optimizing the behaviour of BESS sub-
units performing PFC in the central Europe market. Since every cell stack
possesses its own non linear efficiency curve which depends on the produced
power, it is necessary to consider a proper power sharing between the stacks
and a corresponding good SOC management to keep all sub-units charged
and the BESS working at the highest efficiency possible.

Online Recharging. These strategies fundamentally work like a filter: the BESS
responds to dangerous fast frequency error components, while a second much
slower component creates an offset in the control used for SOC management.
In [118] and [23] this principle is used to find out the optimum energy-to-
power ratio for BESS performing primary frequency control. The control
technique consists of a PSOC (see equation 3.1) component computed as:

PSOC(t + d) =
qt

j=t−a(−PPFC + Ploss(j)
a

, (3.2)
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where d is the delay period of the control, a is the averaging period and
Ploss(j) is the estimated losses of the BESS due to stand-by losses and in-
ternal inefficiencies. This power comes from the activation of slower power
plants or by buying energy from intra-day market. A faster PSOC component
means better SOC management and lower needed BESS capacity but it is
more destabilizing for the grid. For this reason in [118] three indexes are
computed to quantify how much and often this offset is requested. In [113]
and [127] Discrete Fourier Transform (DFT) is used to analyze the frequency
signal. Different energy storage technologies were dimensioned to address the
different harmonics of the frequency power spectrum. BESSs are very well
suited for fast oscillations (with mean zero and low energy content needed),
while pumped hydro is more effective in the case of slower oscillations.

MPC and multi-units. Model Predictive Control (MPC) is a technique which
can be efficiently used when it is possible to predict inputs data and a reli-
able dynamic model of the system is available. This performs multiple hours
optimizations with a receding horizon of predictions and increases the ro-
bustness of the proposed solution under the uncertainty of the real input
variables. In our case it is used when there is a need to coordinate a pool of
different units. For example in [189] an electric vehicles aggregator and tra-
ditional generators provide PFC as a group and MPC optimizes the different
resources considering their typical constraints. In [98] combining MPC with
short term frequency predictions it is possible to control a BESS performing
PFC. Additional multi-units layouts are presented in [171]. In [18] a run of
river hydro-electric generator is augmented with a BESS in order to provide
PFC, decoupling the provision of this service from the primary source avail-
ability. BESS is faster, more precise and always available, but it can lead to
economic losses depending on the reserve prices.

Multi-services. To guarantee multiple flows of income, BESSs could provide
more services at once. In this case SOC management is even more impor-
tant as the single services must not limit or conflict with each other. A
possibility is to have energy arbitrage in addition to PFC, this enhances
BESS profitability and can improve the SoC [35]. A good example is given
by [24] where two fuzzy logic controllers are used. The first one utilizes the
frequency error and the SoC values in order to perform a variable droop
strategy able to contain SOC deviations. The other controller works with
SoC and energy price levels in order to buy or sell energy if signal prices
are convenient and, at the same time, it avoids SoC mismanagement. In the
study these two controllers make SoC management reliable, but gains from
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energy arbitrage are not high even when membership function of fuzzy con-
trollers are adjusted. Participation in energy and power markets is studied
in [94] and [93] which utilize optimizations techniques and robust approaches
to deal with uncertainties and increase BESS profits. Finally, in [132] the
BESS performs PFC and distribution grid management. The controller is
composed by a day ahead optimization of BESS dispatch followed by a real
time strategy in order to assure that SoC and services be fulfilled under
different real operating conditions.

BESS models. Various BESS and degradation models were used in the stud-
ies. The simplest choice is to model the BESS with a constant charge and discharge
efficiency and fix the power and energy values. In [88] and [24] the BESS model,
composed of a series of resistance capacitance blocks, is developed starting from
experiments and laboratory trials. Each block describes a specific electro-chemical
phenomenon happening inside the battery. The SoC is estimated from the voltage
of a nonlinear capacitance, taking into account the intercalation of ions into the
electrode structure. While this model is more realistic , it is much more com-
putational intensive: as mentioned in [88] simulations can last up to fifty times
more than simple models. A good compromise for the BESS models is to utilize
empirical models [88, 114] which are based on the presence of a variable efficiency
value for the BESS. The efficiency usually depends on the SOC value and it is built
starting from empirical studies. In [154] an empirical model is built starting from
simple test experiments. A 2 dimensional look-up table is designed to compute
the BESS efficiency as a function of the SOC and of the requested power, which
also takes into account the auxiliary power coming from the cooling and the power
management system. The results show an error with respect to real data of less
than 5% in line with the electrical equivalent models, which however are much
more computational intensive. A future challenge is to evaluate the degradation
of parameters over time without repeating the tests.

Battery degradation. This topic is even more important than the BESS
modelling itself for studies which perform techno-economical analysis, in that
degradation is an important capital loss for the investment, both in terms of assets
life and the performance of the BESSs during its operations. The simplest way
to take into account degradation is to evaluate the equivalent number of cycles
of energy which is equal to the total energy cycled in the BESS divided by the
energy capacity [88]. Another simple method is to compute the average depth
of discharge [29] or the C-rate during operations. In [118] is applied a penality
factor for battery cycles which goes over 85% or under 15 % SoC. BESS construc-
tors provide a datasheet in which is reported the expected maximum number of
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cycles obtained at fixed dept of discharge sustained by the BESS during tests.
In the actual operations (especially in the case of FCR provision) cycles are not
easily recognizable. Moreover, it is important for every cycle to know the depth
of discharge and its average SOC. In [53] and [198] in order to compute the cycles
performed, a rainflow counting algorithm is used. Rainflow counting is a technique
taken from the study of the mechanical fatigue of materials which are subjected
to stochastic load profiles. The degradation process is linked to known chemical
processes such as deterioration of electrodes materials, electrolyte film formation,
etc.. Experiments connect these phenomena to BESSs operational macro-variables
(such as temperature, SOC, DOD of cycles etc.). Degradation can be divided by
two main components: calendar ageing and cycle ageing. The first one quanti-
fies the BESS capacity loss over time and is mainly correlated to the long term
average SOC and temperature of the BESS during the years. The second compo-
nent is related to the accumulated losses caused by each operational cycle and it
is related to the cycle depth of discharge, temperature and average SOC. Highly
non linear expressions considering power and exponential laws and the presence
of parametrized corrective factors are employed to capture the complexities of the
calendar and cycle aging phenomena with respect to BESS macro-variables. In the
case of PFC, it was computed in [53] that calendar aging is actual predominant
to cycle ageing due to the shallow nature of BESSs cycles. In [173] different PFC
and SoC management strategies are compared in terms of capacity degradation
created during BESS operations.

3.2.2 Closed loop contigency papers
Both PFC and RoCof control are evaluated in these studies. The typical (but

not exclusive) procedure is to model a contingency (e.g. a loss of a generator) in
the grid at various inertia levels and assess the impact of different quantities of
BESSs performing fast services on the grid frequency signal.

To present the papers content I will briefly describe the models, methodologies,
case studies and results highlighting the most interesting points and differences.

Basic Modelling choices. Two kinds of grid models can be used to study fre-
quency control. In particular, works like [89, 183, 167, 28] are based on
a low-order System Frequency Response Model (SFRM) [8]. The starting
point of the model is the Swing equation of the synchronous generators as
described in the previous chapter and this approach simplifies the grids dy-
namics. On the other hand, in [138, 2, 153, 158, 26], algebraic-differential
equations are used to describe all relevant components in terms of electrical,
mechanical and magnetic phenomena. The models have to be chosen accu-
rately since a big number of equations and non-linearities can increase the
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computational burden of the time domain simulations. Two objectives are
possible [123]: (a) assessing the electro-magnetic behaviour of power system
devices or, as in our case, (b) assessing the electro-mechanical response of
the system after a disturbance.
For point (b) there is no need to use electro-magnetic models and solvers
in the abc time frame, since fast or non linear phenomena (like switching
gates of converters or hysteresis and magnetic flux dynamics of SGs) can be
neglected. The description is based on phasor or dynamic phasors models
in the dq axis [104, 126] and an appropriate numerical integration method
has to be chosen [123]). Typical softwares are Dig-silent, Eurostag, R-scad
(used in the field of real time simulation [126]), PSSE and Dome which is a
software based on python [122].

The SFRM and complete models are compared in [65] and in [169]. SFRMs
are based on certain restrictive hypothesis (rotor angle stability, voltage sta-
bility) and assume the power losses to be constant in the grid. These con-
ditions are well respected in the grid even during a contingency [158]. The
comparison with complete models shows a pretty good matching between the
two simulated frequency dynamics. SFRMs offers a good and fast alternative
to the use of complete models in order to study the frequency stability of the
system. In all read papers, the system inertia is considered to be one of the
most important parameters of the grid [182], especially to limit the Rate of
Change of Frequency (RoCoF) value in the first instants.

Objectives and methodologies adopted can be divided in several categories:

Classic/Probabilistic control approaches. In studies like [38] and [136] BESSs
are added into the system and their impact evaluated with respect to tra-
ditional reserves providing PFC and RoCof control after a contingency. In
[75] a probabilistic approach is adopted where relevant grid and BESSs pa-
rameters are varied in order to quantify frequency recovery under different
conditions. In [100] the equivalent inertia provided by the BESSs HBESS is
computed by considering BESSs delays and saturations. In [26] starting from
simulations, output surfaces of fnadir and other relevant quantities are built
in function of the delay value and of the BESSs installed capacities. In [5]
a fleet of Electric Vehicles (EVs) performing PFC is studied: a certain dis-
tribution of delays is applied to the population of vehicles to mimic the fleet
spatial dispersion and connection to the distribution system. The contin-
gencies are modelled as strong wind changes under a very high penetration
of wind sources. In [129] there is a great effort to simulate realistic presence
of EVs in the grid by using different categories of vehicles and EV drivers.
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Time duration and energy consumption of travels are extracted from specific
probability distributions functions. EVs are also charged according to dumb
or smart charging strategies and perform PFC with the remnant part of the
battery. Another important aspect is investigated in [139] where different
typologies of measuring techniques and control strategies are used in order
to evaluate the effect of energy storage after a fault in the grid. The local
bus frequency measurement, the COI frequency and the bus voltage signal
are employed as input of the controller . Several scenarios are constructed
based on different strategies, bus locations and fault clearing time. A high
number of time domain simulations is performed recording the percentage of
unstable simulations.

Frequency domain approaches In addition to explicit time domain sim-
ulations, also frequency domain analysis is used to investigate the BESS
impact. In [28] and in [167] the asymptotic stability of two slightly different
SFRM models is studied by checking the root locus of the system transfer
function: instability is rare and is caused by the presence of a negative zero
in the governor response of generators. A negative zero is usually present in
certain kind of hydro-electric plants. Another source of instability can be the
presence of Phase Locked Loop (PLL) devices in combination with RoCof
control. Phase Locked loops devices are used to measure the grid frequency.
However, the derivative of a signal amplifies noise errors, therefore caution
must be used in designing the constants of the PLL loop control.

Innovative control approaches. In [22], the control strategy for BESSs
and other resources presented in [23] is evaluated from the point of view of
the effect on the grid frequency signal. Frequency control is provided by
different storage technologies which are activated optimizing their interven-
tion according to their possible ramp rate and energy content. Every unit
participate for a specific part of the control and the frequency signal presents
minimal changes with respect to a classical droop approach. In a similar way
in [21] the effect of recharge strategies of BESS on the post-fault frequency
signal is evaluated. In [203] an adaptive droop control is used for BESSs pro-
viding FPC in islanded microgrid. Droop can change depending on the avail-
able power margin of the battery and the need for more effective response.
This technique guarantee better small signal stability (studied through the
root locus) with respect to classical fixed droop control and a better power
sharing between BESSs without the need of communications. Other works
like [141][138] study the short circuit of a line. In this case BESSs provide
local frequency regulation in order to avoid the Synchrnous Generator (SG)
loss of synchronism. Proportional Integral or Hinf control is used to regulate
the converter output. Robust Hinf based control is implemented in [97] to
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manage a microgrid system frequency characterized by renewable and load
noises uncertainties. The MPC is present in various studies [190] [189] since
it is able to keep into account the different resources energy and power rate
constraints when providing frequency control. In [186] the MPC control is
improved by inserting a so-called Control Lyapunov Function (CLF) as a
terminal cost term which can assure stability. BESSs perform better against
the classical approaches but deliver more power with unpredictable profiles.
The use of a SFRM let the BESS to achieve optimal control of the system
variables being it possible to include the entire grid dynamics in the controller
design. Another interesting topic is the study of distributed frequency con-
trol as opposed to decentralized PFC and centralized secondary frequency
control [110, 137]. For example in [142]) COI frequency signal and the fre-
quency divider formula is used for a coordinated area control rather than
the local frequency. Distributed control is a convenient way to gather local
demand side resources. Game theory and multi-agent systems are utilized
to study such aggregations [46, 109].

Optimization approaches. Some approaches tries to explicitly optimize
the system response by controlling the BESSs presence and intervention in
the grid. In [116] an optimization problem is formulated in order to mini-
mize the cost of installing BESSs able to assure frequency recovery in the
system. A simplified piecewise linear frequency dynamics is used to lighten
the complexity of the problem. BESSs installation cost is of quadratic form
Cinst(Pb) = aP 2

b + bPb where coefficients a and b reflect the real economies
of scale [150]. As shown by the results, the linear frequency approximation
gives a conservative solution, which is further adjusted by an additional algo-
rithm. In [65] 5 objectives functions are minimized by optimizing the values
of droop and inertia provided by energy storage and the PID secondary fre-
quency controllers constants. These objectives functions are based on the
frequency signal shape and the value of virtual inertia constant H. An elitist
Pareto-based multi-objective evolutionary algorithm finds and ranks the best
possible solutions. In [153] an optimization problem is formulated in order
to avoid the activation of load shedding after a contingency by using BESSs.
The problem is solved through heuristic methods (BAT optimization algo-
rithm) and tries to minimize the participation BESS and its energy content.
The BESSs are located in the transmission system buses characterized by
the largest transient frequency deviations. The placement of virtual inertia
is addressed also in [149] where, considering a linear network reduced power
system model, an optimization problem is formulated based on a quadratic
performance index measured by the H2 norm. The solution is non-convex,
but it is possible to easily provide a local optimum to particular instances of
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the problem. Finally, in [115], an adaptive control optimizes the BESS im-
pact and the SoC levels by changing dynamically the BESS inertia level. A
Linear-Quadratic Regulator (LQR)-based optimization technique is utilized
considering a linear SFRM model. The proposed controller is then verified
through the use of detailed power system simulations.

Models. In these studies particular attention is given to the grid system and
to the simulation of numerous scenarios, therefore, BESSs models are kept
as simple as possible and typologies are similar to the ones presented in
the Open Loop studies (see section 3.2.1). In [26] the delay of the BESS
is composed by two parts: a pure delay when BESS does not respond and,
a linear ramp to reach the assigned power. In [138] a generalized linear
model using ordinary differential equations is presented in order to maintain
a realistic approximation of the answer of the BESSs, without the need of
modelling a computationally heavy non-linear electrical equivalent system.

Particular attention has been given to the modelling and simulation of the
frequency signal and its derivative. As known, the operation of derivative
can lead to numerical and physical instability of systems. The first problem
is related to the software numerical integration method, the second is related
to the actual behaviour of the control in real-world operating scenarios. In
the case of RoCoF control, the power variation should theoretically be im-
mediate in order to reproduce the effects of SGs physical inertia. However,
the computation of the frequency time derivative is not easy and requires
the use of appropriate filtering, computation techniques and temporal win-
dows studied in [157, 141, 158, 26, 48]. A minimum time window of 100 ms
or more should be used to avoid excessive measurement noise. Note that
today in Ireland and UK a moving window of 500 ms is utilized in the anti-
islanding relays [48]. A full power response of RoCof control within at least
300 ms is needed to have a good impact on the frequency which should be
reduced to 100 ms to achieve the best control similar to the rotating inertia
of Conventional Generations (CGs). In literature, control techniques such as
virtual synchronous generators, self synchronizing synchroverters, matching
control reproduce RoCof control without requiring the computation of the
frequency derivative, on the contrary are affected by specific problems. The
interested reader can refer to [125, 157] for further explanations.

Another important aspect to be considered is the frequency measuring de-
vice and the converter control mode. Today the most part of converters is
operated as grid-following units [175] making use of Phase Locked Loop to
measure the frequency. In this mode the converter read and replicates the
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Figure 3.5: PLL basic scheme. Image taken from [125].

Figure 3.6: converter basic components. Image taken [125].

magnitude, phase and frequency of the voltage phasor imposed by other grid
forming units (Synchronous Generators) and as a consequence the device is
able to inject the desired level of active and reactive power by regulating the
current. A basic scheme and 5 possible implementations of PLLs are pre-
sented in [140]. The PLL is composed by three parts (see fig. 3.5): a phase
detector to pass from vabc(t) to vq(t) in the dq reference frame, a loop filter
based on tracking controllers which estimate the bus frequency deviation and
a voltage-controlled oscillator which provides the estimation of the voltage
q-axis component [125]. PLLs can be sensitive to noise, delays and errors
under different scenarios [157]. Another problem is the control of the DC-link
capacitance voltage which can become unstable if AC-side dynamics are too
fast or its value is not correctly designed. Additionally, in order to avoid un-
stable interaction with grid line dynamics, input power measurements high
frequency components can be filtered. On the other hand a converter can
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be controlled as a grid forming unit which is able to perform black-start ca-
pabilities, load sharing, frequency and voltage regulation. The principle is
the opposite of the grid-following unit: the converter imposes and substain
the voltage levels of the power systems. For this reason a stiff DC source is
needed to adjust the produced active power. The families of possibles con-
trollers in this case are [175]: droop control, virtual synchronous generators
[161], matching control [82], virtual oscillator, self-synchronized synchrovert-
ers [205] and ICT based techniques. In particular matching control exploits
the duality existent between the DC link voltage and the SG rotor angular
frequency. Virtual synchronous generators can have both functionalities as
grid-forming or grid-following units [16].
The generic scheme of a converter can be viewed in figure 3.6. Another
possible simple scheme is to use current and voltage reference controllers
in the form of PI controllers to let the unit set a certain power schedule
[148] without explicitly modelling the converter phenomena dynamics. More
complex approaches can be found in [44]. In [124] converter equations are
presented starting from switching gates relations in time domain to reach an
averaged dq frame reference model suitable for transient studies.

Indices. Typical variables utilized in the studies to quantify the impact BESS af-
ter a contingency are: the initial RoCof of the frequency, the lowest frequency
point and the corresponding time fnadir and tnadir, the regime frequency value
and time freg and treg. In [167] and [65] the frequency integral error and the
integral error multiplied by time are computed as:Ú t

0
t|∆f |dt . (3.3)

These last two indexes were introduced to quantify the variability and os-
cillations of the frequency signal. In [38], SGs are gradually closed in order
to favourite RESs. The equivalent BESS inertia is computed as the BESS
inertia value which makes the RoCof stable and contained. In the same way,
the primary frequency response effective factor is computed by considering
the ratio between the classical frequency reserves and the BESS installed
capacity needed to obtain the same nadir frequency of the initial case.

Results. All the consulted papers confirm the usefulness of BESSs in provid-
ing frequency control. In [26] the optimum delays of BESSs to maximize
the impact is equal to 10 ms considering pure delay and ramp components.
However, very good results can be reached under 100 ms, a threshold which
is already well within today BESSs systems capabilities [15] and also avoid
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the presence of too much measurement noise. In [75] the effect of small de-
lays in RoCof control produces in the first instants a small hook transient
shape which nevertheless is not dangerous for grid stability.

3.2.3 Closed loop normal operations papers
In this group of studies, the impact of BESS is measured in a day time frame

and under normal deviations of the frequency signal caused by the power swings of
loads, RES and conventional generation present into the grid. The key questions
to construct a realistic study are: (1) how the impact of BESS is quantified ? and
(2) how frequency signal is reproduced ?

Impact of BESS resources

For what concern BESS impact quantification, I observe three different families
of approaches:

classic primary frequency control impact. A part of the studies deals with
secondary frequency control [34, 203, 36] in which BESS impact is compared
with CG. Another group deals with PFC. In [172] the impact of a BESS
on a small power system is evaluated in field trials by changing the PFC
parameters and estimating the change in frequency variation when the BESS
is open or close. The decrease in the frequency signal is estimated by looking
at the grid frequency deviation. In [91], the frequency signal of the Korean
system is reproduced and a specific control algorithm, taking into account
droop control and SOC management for the BESS, is implemented. Its effect
on the time domain frequency signal is simulated, however no specific index
is introduced to quantify its impact. In [120] the effect of BESS providing
PFC is assessed on the frequency PDF by considering different controller
parameters.

filtering frequency signal techniques. In [30] the effects of wind fluctuations
on the grid are simulated. A BESS and a supercapacitor are used to in-
crease frequency stability. The controller is based on fuzzy logic in which
the frequency error is filtered into three different ranges and the SoC of the
storage are taken into account in order to chose the power to be produced or
consumed. Finally, an heuristic differential evolution algorithm is utilized to
minimize the cost of installed storages, avoiding large frequency deviations.
The approach to divide frequency signal in its harmonic components is also
used in [127], where DFT divides the power unbalance in its high and low
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frequency components. The energy storages are then dimensioned according
to this analysis.

inertia impact. In [107] the BESS performs enhanced frequency control in the
UK grid improving the standard deviation of the signal by considering future
scenarios with lower inertia. In [192], the Fokker-Planck equation is used to
determine the probability density function of the system frequency under
a variety of inertia levels, droop characteristics and generators deadbands.
In both works it resuts that inertia (and similarly RoCoF control) does not
apparently have a big impact on frequency deviations. Note that the utilized
UK frequency records have a sampling rate of 1 Hz: this represents a low
sampling rate for the RoCoF signal whose dynamics of interest starts well
under the second.

Frequency signal reconstruction

In normal grid conditions a correct modelling of the frequency signal is essential
for a realistic evaluation of the new frequency services. Different studies investigate
the nature of frequency deviations:

• in [159] the area control error (ACE) signal of the American PJM grid op-
erator is analysed using the DFT to highlight the dynamic property of the
signal. Distinct peaks in the power spectrum were observed at specific times
(5,7.5,10,12,15 and 30 min) due to the market dispatching operations of CG.
The analysis was utilized to create a standardized duty-cycle representing
fast ancillary services to evaluate the battery system performances of differ-
ent technologies [160].

• In [61, 54], the nature of frequency perturbations is studied starting from
Europe historical records. The liberalization of markets in 2010s has led
to a worsening of frequency oscillations especially at hour intervals. Two
typologies of deviations exist: (i) stochastic frequency deviations due to the
fast variations of loads and renewable sources, (ii) deterministic frequency
deviations caused by the ramps of CG following their market scheduling.
CG undergoes an hourly or sub-hourly unit commitment: generators are
usually allowed to change their set-point as fast as possible, which leads to
a mismatch against the continuously slow changing of the net load. Figure
3.7 shows the deviation of frequency from its nominal value at the change of
the hour. Moreover, as explained in [54] ACE error measurements can cause
the prolonged deviation of the frequency signal during normal operations.
Deterministic frequency deviations cause the frequency signal distribution
to be not exactly gaussian, presenting heavy tails and possible high kurtosis
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Figure 3.7: monthly average of frequency signal in Europe [54] in January 2019.

values [163]. To minimize these deviations, it was suggested: (a) to decrease
to a quarter of hour the time window for all electricity markets (energy
and ancillary services), (b) limit the SGs ramp rate, (c) assure redundancy
in ACE measurement. The implementation of these actions in the German
electricity market led to a lower need of energy and power reserves generating
a cost reduction for the management of the power system [155, 197].

In order to reproduce a realistic signal it is necessary to simulate both ty-
pologies of frequency deviations and verify the resulting variability of the signal
with real-world data. However, usually only stochastic processes are reproduced,
for example in [34, 203, 36] recorded load demand and photovoltaic power plant
measurements data are utilized, while the power exchanged at the tie lines and fre-
quency reserves are estimated. In [30] wind historical data are used. In [120] and
[192] instead of real data, power variations are modelled as a Ornstein-Uhlenbeck
stochastic process. In [107] the Swing equation of the system is inverted to compute
the power mismatch which causes the frequency deviations. This last approach
is promising, but it does not succeed in recognizing power deviations caused by
net load dynamics or by CG primary/secondary frequency control responses, pro-
ducing wrong future scenarios and misleading parameters evaluation. Note that,
except for [120], all of these works make use of a SFRM. This model enables
the possibility of performing fasts simulations and behaves well in terms of repro-
ducing realistic frequency dynamics because normal grid dynamic conditions are
characterized by a series of continuous small disturbances into the grid in which
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model assumptions are well respected.

The numbers of studies gathered for this third group is lower than the previous
two groups in that, according to my opinion this is not due to the lower interest
or utility in the proposed objectives, but on the difficulty to model frequency
deviations and its root causes.

3.2.4 Notes on zero inertia systems
When SGs are absent in the grid, as in the case of Microgrid or isolated distri-

bution systems, only grid forming converter resources are connected and different
possibilities exist for their parallel connection and load sharing management [76]:

Droop based. This family of techniques works similarly to the typical droop
concept in today’s frequency and voltage control schemes based on the change
of the active and reactive power produced by SGs. On the contrary, in pres-
ence of only converters, frequency and voltage are imposed by the converter
control as the consequence of the measured ∆P and ∆Q on the local bus.
This is enough to implement a correct load power sharing synchronization
between all the converters of the system without the need for communi-
cation and thus it possesses plug and play features for the converters [170].
Droop can be conventional (P-f, Q-V), inverted (P-V, Q-f) or mixed, depend-
ing on the inductive-resistive characteristics of the lines. The presence of a
Voltage output virtual impedance is used to improve operations of the micro-
grid. In top of the described primary control, secondary and tertiary control
are needed to assure the proper stability and connection of the island with
the main grid. In the secondary control, two additional signals, frequency
error δω and voltage error δE are sent to specific converters (usually the
bigger ones) to stabilize the grid. In the case of a connected distribution
system, tertiary control will send o the secondary controller the P and Q
rated values that the system should exchange with the grid. Moreover, pos-
sible synchronization with the main grid must be assured through proper
communication and procedures. This flow of signals does not need a very
high bandwidth communication and therefore is quite robust (see figure 3.8a
and 3.8b). Droop techniques have been the first to appear in the 1990s in
order to promote the parallel operation of converters. They represent the
first step of the more complete virtual synchronous generators technique and
are not subject to numerical instabilities due to the presence of differential
equations in the controller.

Communication based techniques In this category, every converter has to be
connected to an high bandwidth, fast and reliable communication line which
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(a) secondary and primary control of inverter-based microgrids [76].

(b) tertiary and grid connection control of microgrid.

Figure 3.8: degree of freedom in PFC in Central Europe for BESS [76]

limits the number of converters utilizable [78] (typical systems making use of
communication based techniques are Uninterruptible Power Supply (UPS)
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systems or ship-systems). Applications on large-scale distribution grids are
very difficult and theoretical. Three typologies of control are possible:

• Master/Slave: a master unit will set the voltage level of the principal
bus and sends its current to other units; in case of deviations, other
slave units will change their output current accordingly. The slaves can
also track the voltage of the principal bus to synchronize their voltages.
Usually, the Master will be the highest power rated converter to be able
to deal with the transient.

• Concentrated control [133]: it is commonly used in the UPS. The total
load current is measured and transmitted to a central controller where,
according to each unit characteristics, the output current reference set
points of each unit are computed and sent back; an outer loop con-
trols simultaneously the voltage of the system also in the case of a grid
synchronization. This procedure let a fast mitigation of the transients;
however, communication is crucial in this scheme and its failure will
lead to a system collapse.

• Distributed control: there is no Master unit and no central control,
but it still needs communication lines for sharing current reference and
a signal for synchronization. In general it needs less communication
bandwidth and moreover it easily permits plug and play of any converter
without causing major stability problems.

Direct Current control techniques In absence of SG, can be economically
convenient, especially for low and medium voltage systems, to use Direct
Current (DC) to power the system in order to save the transformation losses
of solar energy and DC loads. For DC grids, applications are referred to
small Microgrid and most of the works are still theoretical [85]. A DC grid
needs to assure that voltage levels in every bus of the system are kept stable
in order to deliver the desired amount of power even in the case of a contin-
gency. The most used scheme is very similar to the hierarchy control used in
droop techniques for AC systems, as presented above, and it is based on a
droop technique which assure power sharing between the sources. The signal
to be communicated is just one (the voltage level) and not two as in the case
of AC systems.
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Conclusion
This chapter provides a detailed literature review of the works dealing with

BESS performing frequency control. Four groups of works were identified accord-
ing to the way the electric grid is modelled and considered with respect to the
BESS impact: in section 3.2.1 the grid is considered as an input-output system
where impact of BESS cannot be quantified. The focus is on the BESSs techno-
economical performances: studies are going towards the construction of precise
but computational light models and multi-services, multi-units layouts in order to
increase efficiency and profits for the BESSs. In section 3.2.2 we analyzed the
works dealing with the transient after a contingency: literature presents a lot of
classic-probabilistic approaches dealing with quantifying the BESSs performance.
Innovative techniques and optimization approaches considering at the same time
BESS costs and benefits are under development. In section 3.2.3 we noticed how
the impact of BESS during normal operations is not adequately investigated for
the difficulty of recreating a correct frequency signal composed by its slow and fast
components which is needed to correctly quantify BESS impact.
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Chapter 4

Impact of BESS Fast Frequency
Control after a Contingency

in this chapter, I present two case studies quantifying the impact of fast primary
frequency control and rocof control from BESSs. These two case studies are based
on the SFRM model of the grid and they are part of the classical approaches papers
in the group of closed loop contingency studies as seen from previous chapters. The
two case studies are based on different grids and analyze the impact of classical
control frequency loops and are presented in [183, 128].

4.1 First Case Study: a 2 Area Frequency Model

4.1.1 System set-up
The first work aims to highlight the impact of BESSs in low inertia power

systems, when a proper combination of PFC and RoCof control is used. The
study is conducted by considering two-area power system SFRM model (see Figure
4.1. With respect to the one presented in 2 this system consider the presence of
two equivalent generators swinging in a coordinated system. The two generators
represents two equivalent power system areas transmitting power at the tie lines.
In general this power can be expressed as [60]:

Pik = EiEk

XL

sin(δi − δk), (4.1)

where Ei and Ek are the voltage magnitudes at the two terminals of the tie-
line, XL is the tie-line reactance, and δi and δk are the voltage angles at the two
terminals. Note that, if ∆Pik (power flowing between areas i and k) is positive
for one area, it will be negative for the other area. Linearizing about an initial
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Figure 4.1: Power system model used for the study

operating point represented by δi = δi0 and δk = δk0, one can obtain the active
power variation on the interconnection line:

∆Pik = Tik∆δik, (4.2)

where ∆δik, and Tik is the synchronizing torque coefficient between the two
power systems, that is:

Tik = EiEk

XL

cos(δi0 − δk0). (4.3)

The governors systems model of steam and hydro unit is different depending
on the actual primary sources and typical control scheme of power plants (transfer
function are of second or third order and are taken from [104] ). In figure 4.2
, typical power response of different technologies after a contingency are shown:
BESSs are by far the fastest, while hydro power plants usually are characterized
by opposite initial response due to the sudden decrease in duct pressure when gate
valves moves. Steam power power plant profile usually depends on the presence of
reheat units. In fact while steam increase almost immediately its flow in the first
high pressure turbine, producing more power, a certain time is needed for the steam
to pass though the reheat units and in the second mid-low pressure turbine systems.
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Figure 4.2: power plant response after a contingency.

Figure 4.3: frequency response after a contingency. On the left case system be-
haviour under normal inertia value. On the rigth oscillations behaviour due to low
inertia.

Moreover depending on its typology of control (boiler following, turbine following
or coordinated control [64]) different dynamics are to be expected (typically an
integrated system control is used which guarantee power plant stability and enough
response reactivity).

The BESS control is based on a pole constant to model delays and ramp time

65



4 – Impact of BESS Fast Frequency Control after a Contingency

Figure 4.4: BESS model used for simulations.

and two different adjustable coefficients (K1 and K2) to simulate different pro-
portions of primary and rocof control (see figure 4.4. In this way we are able to
accurately grasp the different impact of primary and rocof control on the grid.
PFC follows a typical droop control. Moroever Secondary frequency control is
implemented. An Area Control Error (ACE) is calculated for each area, using the
following formulas:

ACEi = ∆Pik + Bi∆ωi, (4.4)
ACEk = ∆Pki + Bk∆ωk, (4.5)

where B is the bias factor and it correspond to the regulating energy of each
area. The ACE is followed by a PI controller which forces the area with the
disturbance to balance its own power mismatch at steady state, while both areas
contributes to frequency control during the the transient condition of the system.

The electric grid is modelled through the Load damping D and the inertia
H of the system. In the base case a typical value of 6.5s = 2H was chosen; a
future scenarios was considered where all synchronous generators excepts hydro
power plants are shut off and the inertia is decreased to 2H = 3s . The system
is dimensioned in per unit quantities and the contingency represents 10 % of the
model base power power. Without BESSs, in the future scenarios frequency is
jeopardized by the lower frequency reserves and by the unstable behaviour of
hydric power plants which can enhance power/frequency oscillations through the
power tie-lines . As seen in figure 4.3 , the frequency can oscillates a lot in case
of low inertia. The contingency is localized in area k, which is also a smaller area
and suffers more the frequency oscillations

4.1.2 BESS sensitivity analysis
Three sensitivities are simulated. The first on the value of the weights for

PFC and rocof control. The two coefficients range between 0.2 (low weight) to
0.8 (high weight) to initially study the controller response. As further hypothesis,
unlimited power is available in the battery for frequency control. Time response
TBESS = 0.1s s was considered and moreover virtual inertia term follows the BESS
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(a) frequency response in low inertia
power system by contribution of BESS
(the case of unlimited power reserve).

(b) frequency response for battery hav-
ing reserve limits.

(c) influence of the BESS time response on
the frequency stability.

Figure 4.5: BESS parametric sensitivity analysis on the 2 area system.

natural dynamics. Figure 4.5a shows the frequency response when using different
weighting factors for the input signals to BESS. The simulations show that a high
weighting factor assigned to the frequency variation reduce the frequency sag,
whereas a higher weighting factor assigned to the RoCof component provide a
smoother behavior in terms of frequency oscillations damping.

in figure 4.5b the same weights are simulated while the reserve available for
control was reduced. The BESS control band was set to Pmax = 0.005pu and
Pmin = −0.005pu, values smaller than the unbalance. The frequency signal reach
the same fnadir in all the same cases as the BESS reserves are saturated for whatever
weights are used. The value it self is much lower with respect to the infinite reserve
case. However steady state is reached within a similar time frame. This fact shows
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that, even if the size of the deployed reserve is very important to limit the frequency
sag, the limited reserve does not affect the frequency stabilization and that rocof
control can smooth the frequency signal post-contingency.

Finally last simulation evaluates the effect of different TBESS constants. The
input signal of the BESS has been set to 0.2∆f +0.8df/dt, and three different time
constant for the BESS have been analyzed in figure 4.5c. The figure shows that, in
low inertia power systems, for time reactions of the BESS greater than 1 second,
the frequency oscillations become unacceptable. The oscillations are caused by the
slow intervention of BESS ( the figure shows only the frequency of the area k). 0.1
seconds are an acceptable time pole for BESSs to provide fast frequency services.

4.2 Second Case Study: the Sardinian Insular
System

In this second case study, the objective was to provide a quantitative analysis
and effects of the possible installation of BESS and synchronous compensator in
the sardinian insular case. The differences with the previous case study are:

• a single area SFRM model was implemented to model Sardinia which can be
considered a synchronous area connected to the mainland through the use
of HVDC systems. Also real frequency protection schemes are added. Real
presence of conventional SG is modelled and a validation on a real event is
performed.

• Reference incident was dimensioned according to historical dispatching of
the island, considering the tripping of the biggest plant or off the HVDC
lines connecting the island to the mainland.

• An equivalent saturation logic is used to tune in a meaningful way the control
parameters of the BESS fast control. In this way Rocof and PFC intervention
are dimensioned following the typical layout and capabilities of synchronous
generators plants.

4.2.1 Models used
The SFRM model used in this study is depicted in figure 4.6. The various

blocks hypothesis are:

• the total inertia of the system is expressed in MW · s and is computed as
Ek,aya = Hsys · Stot where Hsys =

qN

i=1 Di·Hi

S−tot where Si is the rated power of
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Figure 4.6: one area equivalent model.

the generator i [MW], Hi is the inertia constant of the generator i and N is
the number of synchronous generators. Stot = qN

i=1 Si.

• The load regulating energy Ec = DLSL computed as [MW/Hz]. DL is the
damping coefficient of the load and it represents the percentage change load
to a frequency deviation.

Table 4.1: dynamic data of resources

Resource Zero const. τ Pole const. T Droop [%] Band [MW]
Thermal 3 10 5% 0.1Pn

Hydro -1 6 4% 0.1Pn

HVDC 3.3 10 5% Pmax

• The regulating energy of the single generator is computed as Eb = Si

foσi
where

σp is the equivalent droop of the generator, fo is the nominal frequency and
Sn is the nominal power of the machine. Thermal , Hydro, HVDC resources
are represented by an equivalent transfer block whichs sums together power
capacity and droop intervention. Every typology is then characterized by a
different pole-zero constants to represent its peculiar plant dynamics. The
values are reported in table 4.1. No secondary frequency control is modelled
as we are interested in first few seconds after a contingency where secondary
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control does not intervene. Moreover secondary scheme in Sardinia opera-
tions are typically not automatic, but manually dispatched. HVDC response
was modelled following the typical answer of real systems in Sardinia.

• The real protection schemes and thresholds are based on the ones adopted
by ENTSO-E [56], with different shedding shares of load and generation
depending on frequency values: (a) Wind shedding, starting from 50.6 Hz.
(b) Hydro shedding, activated at 51 Hz. (c) Pump shedding, starting from
49.5 Hz. (d) Interruptible load shedding, at 49.3 Hz. (e) Automatic load
shedding, for extreme situations from 48.8 Hz.

• model of BESS is a simple fast pole dynamics model like in previous case
study (see 4.7). Power saturations are added to the total power output and
also to the single control channels. As a matter of fact the two services have
two different objectives and in principle TSOs could ask the BESS owner to
assure a certain band for pfc and another for rocof control.

Figure 4.7: BESS model used in the simulations.

4.2.2 Equivalent saturation logic
The services implemented by the BESS are RoCoF control and Primary Fre-

quency Control (PFC). In order to give a reasonable value for the virtual inertia
KBESS and regulating energy EBESS we try to mimick the behaviour of CG. For
what concern PFC, EBESS is computed such that the saturation of the available
power band happens at the same ∆fmax where the CGs saturate their PFC bands.
In general the regulating energy [pu(MW)/pu(Hz)] of a resource is equal to:

ECG,pu =
-----− fnom

∆fmax
· PFCCG

band
1

----- , (4.6)

EBESS,pu =
-----− fnom

∆fmax
· PFCBESS

band
1

----- , (4.7)
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where PFCband represents the regulator band in pu. Taking ∆fmax equal for both
resources and dividing equation (4.6) by (4.7), we obtain the relationship which
correlates both the regulating energies:

EBESS,pu = ECG,pu · PFCBESS
band

PFCCG
band

. (4.8)

For each value of the CG regulating energy (which can be evaluated using the
droop value used in table 4.1) one obtains a corresponding BESS values which
saturates its regulation band at the same frequency deviation of the CG resources.
From equation 4.8 EBESS is easily computed as:

EBESS = −EBESS,pu · PBESS

f0
. (4.9)

For RoCoF control case, an extreme RoCoF value, df/dtmax is set as a limit
value which activates all the power band reserved to this service. Grid codes usually
fix this maximum admissible value during operations of the system (typical about
1 Hz/s). Starting from this value, it is possible to compute HBESS as:

HBESS = fnom · RCBESS
band

2 · |df
dt

|max
, (4.10)

where RCBESS
band is the power of the BESS to be used by RoCoF control. From

HBESS it is straightforward to compute KBESS .In general the power bands for PFC
and RoCoF control go from 0 to 1. In this study their sum is fixed to 1 to avoid
the two services sharing part of the power band.

4.2.3 Case study and results

Table 4.2: Calibration Results

Measured Simulated
Zenith [Hz] 50.41 50.41
ROCOF [Hz/s] 0.36 0.37
Tzenith [s] 2 3.26
freg [Hz] 50.22 50.23

The Sardinian system has a maximum load of 1500 MW and it is connected
to mainland through two HVDC lines (SACOI and SAPEI). The SFRM model
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Figure 4.8: comparison of 1 area model with real system

Figure 4.9: Impact of worst under-frequency contingency for the inertia scenarios
considered.

is calibrated using a real events during an HVDC failure which lead to an over-
frequency event. The two curves are depicted in figure 4.8 and table 4.2 and are
pretty similar in terms of main frequency parameters (rocof, fzenith and steady
state). Another incidents is compared in the case of an under-frequency event
and results are also similare ([128]). Starting from today scenarios, three scenarios
were constructed with respectively 10,30 and 50 % of less inertia due to the actual
closure of power plants. The chosen contingency represents the biggest thermal
unit failure of Sardinia on the winter peak, the 17th january 2018 at hour 10:30
causing a under frequency event, which is also considered very critical because the
HVDC SACOI was out of service. Fig 4.9 represents the frequency profile after
the contingency at the various inertia levels. Similarly to previous study, BESS
and synchrnous compensator are added to improve on the situation.

the table 4.3 present the 9 situations simulated with different amounts and
parameters of BESS controls. Also other two additional situations were simulated
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Figure 4.10: BESS impact on fnadir.

Figure 4.11: Frequency stability due to shedding of wind or load
resources.
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Table 4.3: BESSs simulated scenarios

n MW TB RCBESS
band

1 0 0
2 50 0.3 0.5
3 50 0.1 0.5
4 50 0.3 1
5 50 0.3 0
6 100 0.3 0.5
7 100 0.1 0.5
8 100 0.3 1
9 100 0.3 0

Table 4.4: Results of under-frequency scenario with 50% reduced scenario

n fnadir[Hz] RoCof [Hz/s] Tnadir[s] Treg[s] freg

No BESS addition
1 49.383 1.066 2.57 5.78 49.947

Addition of Synchronous Compensator
6 49.52 0.787 2.57 5.78 49.947
10 49.60 0.623 2.72 6.11 49.947

Addition of BESS
2 49.63 0.946 1.85 9.07 49.949
3 49.64 0.946 1.85 9.02 49.949
4 49.49 0.850 2.63 5.90 49.947
5 49.71 1.066 1.11 9.80 49.950
6 49.74 0.850 1.23 9.73 49.950
7 49.76 0.850 1.26 9.66 49.950
8 49.56 0.707 2.68 6.02 49.947
9 49.79 1.066 0.72 9.97 49.952

with 6 and 10 synchronous compensator added. Every set of simulations is re-
peated for 3 inertia levels in the grid. The grid contingency is simulated and the
relevant results are evaluated. A graph comparing the value of fnadir for the 3
inertia levels scenarios is shown in For brevity, the table 4.4 present the results in
the case of 50 % reduction of inertia. This is the most dangerous case and the
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4.2 – Second Case Study: the Sardinian Insular System

rocof value is dangerously over the 1 Hz/s threshold. 50% is also the only sce-
narios when load or wind shedding is triggered by the severe frequency dynamics
(see figure 4.11. When BESS or synchronous compensator are added, shedding is
disactivated to properly quantify the BESS impact and be comparable with other
scenarios. Synchronous compensator and BESS rocof control avoid to overcome 1
Hz/s while pfc is able to improve the fnadir and tnadir more than rocof. However too
much fast tnadir can also be dangerous for SG equilibrium and therefore it is better
to keep 50 % rocof and 50 % droop control. A negligible difference is observed
when passing from a Tb pole constant of 0.3 to 0.1 seconds. In the case of 50 %
inertia reduction it seems clear how at least 50 MW are necessary for Sardinia to
overcome a contingency. Also another contingency is considered, i.e. the failure
of SAPEI HVDC line. The line is exporting at the time of interest and therefore
causes a an over-frequency event. Similar results to the underfrequency-event are
reported. For whole set of tables, refer to [128]. Also in simulation

Figure 4.12: comparisons of the inertial and primary BESS delivered with different
control parameters.

ESL comparison

ESL is one of the logic that can be used for dimensioning BESS reserves. For
example in [4] HBESS varies in the range between 0.01 to 500. To show the effects
of different weights a series of simulations were performed with the ten times lower
or bigger values for KBESS and HBESS. The over-frequency simulation with BESS
situation number 6 was used for this parametric analysis on BESS intervention.
Figure 4.12 reports the inertial and primary shares of the BESS delivered power
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in the ESL case (1, 2), lower (3, 4) and higher (5, 6) values cases. With lower
values, the BESS support is not exploited enough, whereas with higher values the
saturation of the BESS is reached with possible concerns for the BESS stress. It
is evident that the ESL shows the best compromise in terms of BESS saturation
and performance.

Conclusion
This chapter analyzes the impact of BESS after a transient using a classic

approach. for both case studies an SFRM model is used in order to shorten the time
of computations and offer the possibility of more extensive parametric analysis.
In the first case study the impact of quantity, quality and velocity of response of
BESSs has been compared considering a two Area system. Oscillations can arise if
the BESS is not fast enough. In the second case study, the Sardinian system has
been recreated and validated and then BESS are added. The focus was the study of
the impact of primary and rocof control. First an ESL to dimension BESS reserve
is necessary to make these systems reacts to a frequency change in a similar way
of SGs. Both PFC and rocof control have a great importance and a 50 % power
band division has been suggested as optimal control solution
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Chapter 5

Impact of BESSs in Normal Grid
Conditions: a SFRM Approach

In section 5.1 are presented the two parts of the model (FORWARD and RE-
VERSE) utilized to reproduce the everyday frequency perturbations. The model
quantifies the potential of PFC and RoCof control provided by BESS during nor-
mal operations of the grid. In section 5.2 I discuss a case study based on the Irish
grid, where an alternative frequency domain approach to evaluate BESS impact is
also described. In section 5.3 I introduce the study of the jumps which are present
in the Irish frequency signal. Finally in section 5.4 the study of the impact of
BESSs on a particular day of the Sardinian System is proposed by reconstructing
the frequency signal and using also the secondary and tertiary frequency control.
BESS power band is divided between rocof, primary and secondary frequency con-
trol

5.1 The Model Construction
The model as described in the previous chapter in section 4.2 was adjusted

for normal operations analysis based on the Simulink software. The core of the
system remains the Swing equation of the grid generators as expressed in the
previous chapter (see figure 4.6:

2HsysStot

f0
· df

dt
= ∆Pm − ∆PL + ∆PLoad(f), (5.1)

First of all, the ∆Pm produced by regulating resources in the grid was aug-
mented by considering the three frequency services which are currently used in the
ENTSO-E continental system:
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• Frequency Containment Process (also called PFC) based on a linear droop
law.

• Frequency Restoration Process (also called SFC) based on the ACE compu-
tation as introduced in 4.1.

• Replacement Process ( also called Tertiary frequency control or TFC) man-
ually activated by the TSOs in the case SFC Band is saturated to restore
the secondary reserves.

During normal operations I use the term ∆Pe to represent ∆PL of equation
5.1 which in turn represent two different perturbations: the first one caused by
the global load swings, the second one caused by the non-dispatchable renewable
sources due to the stochastic behaviour of primary sources (like wind velocity
and sun radiation). Both phenomena form the stochastic frequency deviations.
Moreover, ∆Pe includes the eventual presence of a contingency (for example the
trip of a generator producing 500 [MW ] will cause a ∆Pe = +500).

As explained in chapter 3, deterministic frequency oscillations are caused by the
mismatch between net load and the dispatchable generators which ramps to reach
new set points following their market scheduling. In this study this mismatch
is included in the ∆Pe term. Finally, a load damping coefficient is applied to
consider the frequency dependency of the load. The two terms ∆Pm and ∆Peì can
be written as:

∆Pm = ∆PP F C + ∆PSec + ∆Pter, (5.2)
∆Pe = ∆Pmis + ∆PLoad(f) + ∆Pcontingency, (5.3)

∆Pmis = ∆PLoad − ∆PCG − ∆PRene. (5.4)

5.1.1 The FORWARD model
The FORWARD model (see figure 5.1) implements all the components de-

scribed in equations (5.2)(5.3)(5.4). The model is composed by:

• a unique equivalent power plant for every typology (hydro, steam etc. . . . )
composed by the sum of all the respective plants parameters. Specific flags
let the user decide what frequency services should be performed by each
plant, and how much of the power band is activated as a percentage of each
Pmax.
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Figure 5.1: the FORWARD model scheme.
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Figure 5.2: simulation of a contingency at time=5s in the FORWARD model.

• the PFC response ∆PFCR which considers time changing regulating energy, a
dead-band for every plant typology and a zero-pole dynamics of each plant.
Even HVDC lines, which connect two asynchronous AC grids, could be con-
sidered to provide PFC. Saturation point of PFC can change during the day
depending on Pmax.

• ∆PSec is computed by evaluating the integral of the frequency error and by
considering a certain secondary power band. Firstly, the frequency error is
multiplied by the grid regulating energy (KpfcFpfc) . The SFC signal is shared
by the equivalent power plants depending on the α coefficient which, in turn,
is generally decided by the TSOs and can change during the day. The sum of
all α coefficients is equal to 1. In this study, the α value for each equivalent
plant is equal to its instantaneous production percentage. S&H represents
the Sample-and-Hold function by which the TSO updates and sends a new
value of the secondary level to generators every two to four seconds. The
secondary level is computed as:

Lsec = LINI −
1/TSEC ·

s t
0 ∆fdt

2 · BandSEC

[pu(MW )] (5.5)
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where LINI in the secondary initial level (usually 0.5), TSEC is the integral
constant (usually between 90 and 200), BandSEC is the whole power Band
dedicated to secondary control.

• Finally, tertiary frequency control is used to de-saturate the secondary re-
serves. In real power systems, tertiary reserves are manually dispatched
optimizing their costs; however, in this model tertiary reserves are automat-
ically activated when the Secondary level overcome a certain user-defined
threshold. As a consequence the amount of activated tertiary reserves will
reflect the real needs, but the dynamics of its activation can change depend-
ing on real TSO implementation and market design. The de-saturation of
secondary reserves can happen in two ways:

– firstly, as indicated in equation 5.2, a ∆Pter opposite to secondary con-
trol comes into play. Tertiary reserves are activated when |Lsec −Lrif

sec|>
Lthreshold and create a linear power increase which lasts for a certain
time (e.g. 30 minutes or 1 hour), or until Lsec ≈ LINI. This signal will
affect the frequency signal, which, in turn, will balance Lsec. in this
LSEC can be computed as:

Lsec = LINI −
1/TSEC ·

s t
0 ∆fdt

2 · BandSEC

− ∆Pter

2 · BandSEC

(5.6)

The maximum power ∆Pter depends on the SECband value to be de-
saturated. In such a manner, tertiary reserves operate on the grid
stability without the direct coordination with secondary reserves.

– Another way is to change the ∆Psec signal by ramping CG power plants
due to the activation of the tertiary reserves ∆Pter after a certain thresh-
old as in the previous case. This action corresponds to a perfect coor-
dination between secondary and tertiary reserves, so that ∆Psec de-
crease/increase at exact the same time when ∆Pter changes value, and
frequency signal is "virtually" not affected. Such a perfect coordination
is difficult to realize but TSOs try to approximate it as much as possible
as it does not affect the frequency signal. In this work (as shown in fig-
ure 5.1), this solution is implemented because it works flawlessly with
the REVERSE model (see next section). Moreover, ∆Pter is shared
among the equivalent generators plants with the same α coefficients of
∆Psec in that in our case detailed information on the plants performing
TFC is not needed.

• A simple BESS model performing new grid services, such as PFC and RoCof
control, which can act almost immediately thanks to the power electronic
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interface. Energy constraints are considered using simple efficiency coeffi-
cients when charging or discharging. An automatic recharging of the BESS
in the case SOC is too low can be implemented. The real charge profile will
actually depend on the market prices and regulations.

The FORWARD model simulations will have as input the ∆Pmis(see equation
(5.4)) and will compute the resulting frequency error by considering the presence
of the reserves and the system parameters. As an example, in figure 5.2 is shown
the resulting frequency signal coming from an unexpected loss of generation.The
contingency is simulated as a step input of value 500MW and the grid parameters
refers to a specific day of the Irish grid. At first instants, frequency decreases,
slowed down by the inertia of the grid. In a brief period of time (under 50 seconds)
FCR manages to stabilize the grid. The SFC activates to bring back the frequency
to 50 Hz, but it soon saturates and the tertiary control is automatically called.
This service activates a certain ∆Pter until LSEC returns around 0.5. Note how
BESSs performing PFC is able to increase the frequency nadir while, on the other
hand BESS performing rocof control is able to decrease the initial RoCof of the
system frequency. The two different approaches for modelling the tertiary reserves
are also shown: the first three simulations implement the second method where
tertiary intervention does not unbalance the grid, while the last line shows the use
of the first method. In this last case the ∆Pter make the frequency rose over 50 Hz
for some time which, in turn, lowers secondary level. The fast dynamics around
fn are due to the presence of the dead band of primary controllers.

5.1.2 The REVERSE model
REVERSE model rationale

So far, we used the FORWARD model starting from a ∆Pmis, obtaining a
certain ∆f . The contrary is also possible, and it is what the REVERSE model
accomplishes. Rewriting equation (5.2), using equation (5.3) and (5.4) and the
definition of ∆Pmiswe get:

∆Pmis = ∆Pm(f) + ∆PLOAD(f) − 2Htot

fn

· df

dt
) (5.7)

All the terms on the right depend on the frequency signal and its derivative,
therefore by knowing these signals we can compute ∆Pmis, which represents the
power mismatch which cause the initial frequency oscillation. Frequency data and
its computed derivative are the inputs of the REVERSE model to compute the
∆Pmis. If we then apply this signal as input to the FORWARD model, we get
the same output frequency. At this point, we could change the frequency reserves
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parameters (for example reserves quantities, time constants, inertia etc.) and look
at its effects on the grid frequency signal and other variables.

Theoretically, there is no strict requirement that grid parameters and real fre-
quency measurements refer to the same grid. Even using “invented” data, the
methodology will work as well because the two models are a mathematical ab-
stract representation of the grid balance. However, the more consistency we have
between data sources, the more the resulting ∆Pmis, LSEC and the other state
variables of the system will be realistic. It is important to note that the models
parameters can change during the simulation (like production mix, reserves bands
and characteristics etc.) as customized by the user.

5.1.3 Methodology validation
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Figure 5.3: ∆Pmis signal evaluation by the REVERSE model using the same grid
parameters of the FORWARD case.

Step Incident: to validate the model we use the same contingency as applied
in the previous paragraph. Starting from the output frequency signal of the simu-
lation without BESS, we try to recover the ∆Pmiswhich gave rise to the unbalance
(a step input with a value of 500MW ). First we compute the numeric derivative
of the frequency signal and then these two signals are inputted in the REVERSE
model. The resulting ∆Pmissignal is show in figure 5.3 The 500MW step is recov-
ered, except for small "imperfections" due to the difficulty for the Simulink solver
to maintain perfect numerical stability when integrating signals with such steep
rise (remember that the derivative of the frequency signal was evaluated with a
finite step and a simple Euler formula). To prove this, we tried to reconstruct a
contingency with a slower ramp time of 15 seconds and, as shown in figure, the
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Figure 5.4: the histogram representing the distribution of the error between sim-
ulated and real frequency for a day of simulation.

REVERSE model is able to reconstruct the input without errors. Anyway, the
differences are negligible and the step incident is well reconstructed in both cases.

Whole day: as a second test case, taking the data of the Irish grid, we have
reproduced one real day of frequency variations. The simulated frequency has an
error always less than 0.01 [Hz] for every point of the time series (and generally
lower 0.001 Hz), as shown in figure 5.4, where the error has been computed as
∆fsim(t) − ∆freal(t), with ∆freal = freal(t) − fn and ∆fsim = fsim(t) − fn. 10
Hz data are used, so that the signal is composed by 864000 samples. The errors
are much less than the value of the typical governor dead-band, therefore they
are negligible with respect to the frequency signal itself. They are related to the
numerical methods used by the solver and by the fact that the FORWARD model
has one differential equation more than the REVERSE model.

We can now modify the FORWARD model parameters and repeat simulations
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Figure 5.5: time domain approach scheme.

to see the effect on the frequency signal. For example, one could reduce the
value of inertia or increase the regulating energy by adding BESS or other new
resources (see figure 5.5 with a summary scheme) Reproducing the real frequency
signal is fundamental for having realistic results because in today power systems,
frequency oscillations are caused both by stochastic phenomena (like wind and load
fluctuations) and deterministic ones (due to the hourly energy market). Impact of
new regulating resources will strictly depend on the type of frequency signal which
characterize the grid: fast or slow frequency dynamics makes a great difference.
Our reproduced signal retains those properties and therefore the impact of new
resources will be realistic.

5.1.4 BESS model further insights
Until now we have used a simple BESS model based on power, energy and

efficiency characterization. This simple model is enough if the main objective is to
evaluate grid improvements. In case we need a better appreciation of battery degra-
dation or market strategies It can be interesting to adopt an equivalent electrical
model. As known (see for example [88]), running such a model is computationally
heavy. In order to fasten the simulation of a closed loop system with an electric
equivalent BESS model one can make use of a SFRM model. Moreover, the BESS
cell can only consist of the open circuit voltage VOC plus a resistance-capacitance
group (characterized by one or more R-C couples [25]). The values for VOC and
other circuit elements can be described by using look up tables differentiated be-
tween charge and discharge phase and obtained through direct experimentation
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Figure 5.6: BESS model proposed scheme

[83, 71]. The main variables influencing the paramters values are SoC and Tem-
perature.

To connect this circuit to the grid, it is first necessary to multiply the electrical
quantities for the number of cells in parallel or in series (under the hypothesis
that the cell racks equally share the produced or stored power). Secondly, the
converter which connects the battery to the grid can be modelled simply as fast
pole dynamics connected to a DC-link capacitance as shown in figure 5.6. In
this description, voltage and current quantities are not utilizable in the SFRM,
therefore a power balance on the dc link capacitance is solved to connect the
power output Pout to the power input from the battery cells PB. One can write:

Pout = PB + C · dVBESS

dt
VBESS. (5.8)

DC-link capacitance C can be dimensioned to avoid voltage instabilities con-
sidering Pgrid requests and number of battery cells stacks. Pgrid is set by the
frequency control system and all the other variables are computed applying the
fast pole, equation 5.8 and solving the electrical equivalent circuit. The SoC can
then computed using a Coulomb counting approach on a single cell considering a
symmetric behaviour of all cells:
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SoC = SoC0 −
s t

0 Ic · dt

Qc

, (5.9)

where Qc in nominal capacity in [Ah] of the cell and SOC0 is the initial SoC.
With this approach, we can compute detailed cycle and BESS SoC behaviour and
at the same time simulate its effect on the grid frequency.

5.2 Irish Case Study
The model presented in the previous section was used to study the impact of

pfc and rocof control by BESSs in the Irish power system. Secondary and tertiary
reserves are not implemented since they are not present in the Irish grid as au-
tomatic frequency services. Irish power system and frequency data used for the
REVERSE models are presented in subsection 5.2.2. Beyond a time domain analy-
sis (presented in in subsection 5.2.3) , a preliminary study on the frequency domain
is performed by computing the bode plots of the system, the power spectrum of
the real power variations and by using the Parseval theorem. While quantitative
results will be obtained with the time domain approach, this study helps us to
explain why and how primary and RoCoF control impact the frequency stability
as presented in subsection 5.2.1. Results for both methodologies are showed in
5.2.4

5.2.1 Frequency domain approach

BODE 
Parametric

Analysis

PARCEVAL
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𝑉𝑎𝑟1,pu

Discrete 
Fourier

Trasform

REVERSE
MODEL

𝑉𝑎𝑟2,pu

Δ𝜔𝑃𝐹𝐶
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Δ𝑃𝑚𝑖𝑠(𝜔)
Δ𝑃𝑚𝑖𝑠(𝑡)

Linear 
FORWARD 

MODEL

TF(𝜔)

Figure 5.7: frequency domain approach scheme.
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This approach makes use of a linear version of the Irish SFRM system that does
not include deadbands or saturations and considering time invariant parameters.
The logic scheme of the approach is presented in figure 5.7. In general, in a linear
time invariant FORWARD model with a certain transfer function TF (ω), input
∆Pmis and output ∆f , one can write |∆f(ω)|= |∆Pmis(ω)|·|TF (ω)|. From this
correlation, applying the Parseval theorem, the ∆f(t) can be written in function
of its power spectrum as:

V ar(∆f(t)) = 2 ·
N/2Ø
i=1

|∆Pmis(ω)|2·|TF (ω)|2 , (5.10)

where V ar is the variance of the signal and N the number of the harmonics.
Normalizing equation (5.10) and dividing the sum into two parts at a certain
specific harmonic, say Nx, we can write:

1 = V ar1,pu + V ar2,pu with

V ar1,pu = 2 · qNx
i=1|∆Pmis(ω)|2·|TF (ω)|2

V ar(∆f(t)) ,

V ar2,pu = 2 · qN/2−Nx

Nx
|∆Pmis(ω)|2·|TF (ω)|2

V ar(∆f(t)) .

(5.11)

A specific Nx can be set by investigating what harmonics are more influenced by
RoCoF control or by PFC. In particular, we can qualitatively study the Bode plots
resulting from changing the FORWARD model parameters into realistic ranges,
and identify two distinct harmonic ranges, say ∆ωPRI and ∆ωrocof and in such a
way compute V ar1,pu and V ar2,pu terms as presented in equation (5.11). These two
terms are evaluated for each day of real frequency measurements at our disposal
giving us a qualitatively weight on the importance of RoCoF control and PFC on
the frequency signal.

5.2.2 Irish data and power system parameters
The case study is based on about 300 days of frequency signal measurements

made at the University College of Dublin in the years from 2015 to 2016 with
a sample of 10 Hz. In order to compute the grid time varying parameters, the
data about the consumption and generation of the grid were provided by the Irish
TSO Eirgrid divided between wind production and CG generation PCG. The time
variant inertia H is computed using equation (5.12):

H =
q

i Hi · Siq
i Si

. (5.12)
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In this equation, a typical mean inertia value HCG is used for every generator
inertia Hi and a certain instantaneous capacity factor cf equal to

q
i

Si

PCG
= SCG

PCG
is

set in order to evaluate the nominal power present in the system during the day.
The regulating energy KCG is computed as KCG = KCG,pu · SCG

fnom
. cf and other

important parameters (HCG, generators zero-pole dynamics constant, etc.) are
chosen by considering typical values and the Irish grid code (note that the Irish
grid has almost no hydro resources, therefore the PFC dynamics shown in figure 5.1
are consistent with a steam generator technology. In such a way the reconstructed
inertia levels and regulating energies present realistic changes during the day by
considering the real operating conditions of the grid. The parameters which are
kept costant in the time domain simulations are shown in table 5.1 and represent
realistic mean values. For what concerns the frequency domain, a parametric
analysis was performed in order to study the TF (ω) of the system by changing
the parameters related to BESS or to frequency control by CG. The ranges shown
in the table 5.2 are obtained multiplying the base value(bv) by the normalized
range column elements. In compliance with our frequency data sampling ω goes
from 10−5 to 10 [rad/s]. In general, the delay of the BESS is represented by
summing a pure delay part approximated by a Padè polynomial with a ramp part
approximated by a fast pole.

Table 5.1: Constant parameters for time domain simulations

HBESS cf KCG,pu D τ Tp Tg Tc PFCCG
band TBESS

[MWs] [pu(MW )] [%] [s] [s] [s] [s] [pu(MW )] [s]
6 0.7 1 20 1 3 10 0.225 0.35 0.10 0.1

Table 5.2: Parameters for frequency domain analysis

Parameter bv norm. range Parameter bv range
Inertia [pu(MWs)] 6 0.1 ÷ 2 τ [s] 2 0 ÷ 2
KBESS 250 0 ÷ 4 Tp [s] 8 0.5 ÷ 1.5
δBESS [s] 0 0 ÷ 0.1 τBESS[s] 0 0 ÷ 0.1
δP F C

BESS [s] 0 0 ÷ 0.25 τP F C
BESS[s] 0 0 ÷ 0.25

1This number was chosen by considering typical values of generators in modern grids in the
absence of precise data. In particular using [17] it is possible to reconstruct 15 real capacity
factors of the UK grid in different moments. The average is 0.69, a little lower during the night
and higher during the day
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Table 5.3: BESS parameters simulations

1 2 3 4 5 6 7
σi [Hz] 0.0290 0.0372 0.0455
µi [Hz] 50.006 49.995 49.993
cf,CG [pu(MW )] 0.25 0.50 0.75
cf,BESS [pu(MW )] 0 0.35 0.7 1 1.35 1.7 2
SPFC

BESS [pu(MW )] 0 0.25 0.50 0.75 1 1õ

5.2.3 Scenarios and indexes
For time domain simulations BESS are added into the system by considering

several scenarios. ESL has been considered to dimension PFC (parameter KB)
and RoCof control (parameter HB

T ) with saturations in both control channels. CG
presence is progressively decreased in the proposed scenarios, while ∆Pmis is kept
fixed. The three elements composing ∆Pmis (see Equ. 5.4) depend on several fac-
tors such as: renewable and load growth, market structure, auto-consumption of
renewable energy, renewable source smoothing due to the increased installed ca-
pacity, new grid requirements, interconnections and so on. Moreover, it is not easy
to model and parameterize the single components of ∆Pmis as they represent the
global mismatch caused by the power perturbations of hundreds of elements in the
grid. In order to avoid unnecessary complications, the ∆Pmis time series was left
equal in all the scenarios. Instead, CG capacity was decreased reducing the inertia
and regulating energy present in the grid, which deeply influence the frequency
signal. CG capacity is decreased by a constant amount, which corresponds to a
percentage of the mean CG present along the day. At the same time, BESSs are
introduced into the grid and their installed capacity is computed as:

PBESS,i = cf,BESS · (1 − cf,CG) · E[P CG
nom(t)i] · PFCCG

band, (5.13)
where i represents a generic day and cf,CG defines the percentage of CG to be

reduced. The mean CG production E[P CG
nom(t)i] is multiplied by the PFC band. In

such a way, BESS added capacity results proportionally to the the lost amount of
regulating energy in the grid due to the shutting of CG capacity. Three days are
simulated representing low, medium and high standard frequency deviation (σi)
scenarios. For what concerns BESS regulation strategy, we will try out different
complementary PFC and RoCoF control bands such that SPFC

BESS + SRoCoF
BESS = 1.

A last strategy considers both SPFC
BESSandSRoCoF

BESS equal to 1. In total we consider
3 days σi , 3 CG coefficient capacities cf,CG, 7 BESS coefficients cf,BESS and 6
different sets of values for the BESS band assigned to PFC and RoCoF control
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(SPFC
BESSand SRoCoF

BESS ), for a total of 378 simulations. All the parameters of the simu-
lations are summarized in table 5.3 ( SRoCoF

BESS is always equal to 1 −SPFC
BESS except in

the case when SPFC
BESS = 1õ, which corresponds to SRoCoF

BESS = 1, so that both services
are assigned the full band).

Two simple indexes can help us to investigate the impact of BESSs. The
first one is represented by the letter h and provides a measure of the relative
improvement to the dynamics response due to the BESSs. It is defined as:

hBESS = 1 − σBESS

σo

, (5.14)

where σBESS is the standard deviation of the frequency of the system with inclusion
of BESSs and σo is the standard deviation of the frequency for the same scenario
without BESSs. The index can therefore go from 0 (no improvement) to 1 (no
frequency deviations). Similarly, in the place of σo we can use σCG, the standard
deviation of the system which considers the original presence of CG. In this way,
it is possible to quantify the amount of BESS reserves needed to substitute the
original CG reserves SP F C

CG,o . We can evaluate this quantity in the point where
σCG = σBESS and define a new index k:

k = 1 − PBESS

P P F C
CG,o

. (5.15)

This index is < 0 in the case BESSs are less efficient of original reserves in
limiting frequency excursions, and tend to 1 in the case of optimal performance.

5.2.4 Results
Frequency domain results

In figure 5.11 is shown the magnitude of the system transfer function obtained
by changing the values of the selected parameters. For brevity, only 5 relevant
parameters for PFC and 3 for RoCoF control are shown (the delay parameter δ
is modelled by using a Padè polynomial approximation of the fifth order) both
for BESS and CG resources. The figures suggest that the impact of PFC and
RoCoF control can be roughly divided in two areas: PFC has a great influence on
slow harmonics up to 1 rad/sec, in the second area inertia and RoCoF control are
limited to fast frequency harmonics starting from 0.5 rad/sec. This is expected as
RoCoF control mimics physical rotating inertia, which smooth fast power torque
changes, while slightly opposing slow ones. Delays of rocof and primary control
can worse the system response but only for big values which are already outside
the technology capability. Note that for fast PFC CG control dynamics, we have
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Figure 5.8: ∆Pmis Fourier amplitudes.

Figure 5.9: ∆Pmis profile example for one day.

a lower resonance peak in the transfer function (with τ having more importance
than Tp). Finally, it is important to highlight that even without BESS and with
lower inertia from CG, high frequency harmonics are usually well damped except
for very low values of inertia (less than 10 % with respect to average today values).
From the above analysis we have thus identified three possible values for the Nx

corresponding to 0.1,0.5,1 rad/sec frequency harmonics.
∆Pmis times series are computed for more than 300 days following the approach

proposed in the previous section. In figure 5.9 is shown an example of time profile
for one day, while in figure 5.8 the DFT is applied to each day and the first 400
harmonics amplitudes are drawn. In the frequency domain, the days are quite
similar to each other and the first harmonics present much higher values than
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Figure 5.10: V ar2,pu results for all the days considered.
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Figure 5.11: bode magnitude plots of the system transfer function changing various
parameters. Parameters description and unit of measurements are located under
the singles figures.

the last ones. The ∆Pmis is therefore a slow signal characterized by long period
harmonics with high magnitude value.

Finally, by using equation 5.11 we have computed the V ar1,pu related to PFC
for each day and each Nx considered and V ar2,pu as its complementary value.
Figure 5.10 shows the results: the frequencies more subject to the intervention
of RoCoF represent on average a very small part of the signal. In the case of
Nx = 0.1rad/sec this is well under 10% and in the case Nx = 1 rad/sec even lower
than 1% . This happens for two reasons: ∆Pmis is a slow signal and therefore in-
terests slow frequencies which are more influenced by PFC. Moreover, the transfer
function magnitude plots reveal that the system naturally (even for low inertia
values) behaves like a low pass filter which damps high frequencies components.
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From these results we expect that in normal operations fast PFC will have
much bigger impact with respect to RoCoF control. This qualitatively analysis
will be followed by time domain simulations to validate this concept.

Time domain results

BESSs clearly improves the frequency signal as depicted in figure 5.12. The
results of hBESS for day 3 and cf,CG = 0.25 is shown in 5.13. The dotted line
represents the simulations with both RoCoF and PFC control, while the green one
represents the case with only RoCoF control by BESS. As clearly depicted, the
RoCoF control action has very little impact on the frequency signal standard devi-
ation. The index hBESS has the same behaviour also for the others days and cf,CG
values. In table 5.4 the average of hBESS values considering all strategies (excluding
the one with only RoCoF control) and the installed capacities are shown. Higher
values of hBESS are found in simulations with low cf,CG, days with higher frequency
standard deviation and when there is an important BESS capacity installed. This
is due to the presence of the deadband in the PFC controllers which make BESSs
work less when the frequency is in the neighborhood of the nominal value. The
index K was computed for all cf,CG and days and for the best control strategy
(the one with both full band used by PFC and rocof) in the case cf,BESS = 1. The
regulating energy offered by BESSs in these scenarios is equal to the one originally
offered by CG, this can be verified by using equations (4.8) (5.13) (5.15) (5.15).
Nevertheless, this index is near one (or in average 0.97), meaning that in normal
operations BESSs keeps the frequency bounded similarly to CG. This result is
apparently surprising due to the major velocity of BESSs PFC against to CG,
but it can be explained by considering the slow dynamics of the frequency signal
(the oscillations are substantially "very slow" concentrated on 30 minutes or higher
period harmonics) and by the fact that CG and BESS impact slow harmonics in
the same way.

Table 5.4: index hBESS averaged values.

cf,CG
Day 0.25 0.50 0.75
1 0.40 0.23 0.10
2 0.46 0.25 0.12
3 0.46 0.27 0.13

In figure 5.15, three frequency profiles of the same day are shown where regu-
lating energy from BESS is the same of the CG lost. As can be seen, the difference
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between blue (original signal with CG) and orange/yellow is very small. More-
over, the difference between orange and yellow (where we have RoCoF control in
addition to PFC) is almost zero, except for a small difference in the deadband
of the primary controller where PFC does not act. This difference is due to the
dimensioning method used for RoCof control (see equations (4.10) (5.13) ) which
makes the inertia added to the grid by BESSs less than half of the one previously
provided by CG.

For the same reasons, the almost zero value of hBESS for RoCoF control is due
to the slow nature of frequency oscillations in the grid. In fact, inertia has a low
impact on these slow oscillations.

The low impact of inertia can also be seen in figure 5.14 where different level
of inertia were simulated by keeping PFC reserves equal to the base case scenario.
Only at inertia levels less than 10% with respect to the base case scenario, the
frequency starts to overshoot with respect to the original case.

Figure 5.12: frequency profiles examples for day 3.

5.2.5 Further insights
From the above simulations, it is clear that inertia and RoCoF control have

little value for frequency stability, except in very low inertia scenarios . On the
contrary, inertia is fundamental during first moments after a contingency. As

1Note that this conclusion refers only to frequency stability. Inertia could also influence
rotor-angle and voltage stability [182] so that higher level or particular distributions of inertia
are needed in the grid during normal operations
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Figure 5.13: index hBESS profiles for day 3 and cf,CG = 0.25.

Figure 5.14: Frequency profiles examples by changing only inertia in the grid.

known, a contingency is modelled as a power step in time domain and characterized
in the frequency domain by a wide range of harmonics: the fast ones are thus
damped by the inertia of the grid which limits the RoCof at the initial moment.

Knowing that during normal operations the RoCoF control is under-used and
PFC is instead important, one can think to keep both services always acting with
the full band. In such a way RoCof control is ready to be used in the case of a
contingency. However, making this choice it is possible to saturate both bands and
consequently have a worse control impact. For this reason, we have performed a
certain number of simulations to study the best strategy for the frequency control
during a contingency.
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Figure 5.15: Frequency profiles examples for day 3 and cf,CG = 0.25.

Contingency analysis

Without aim of completeness, we restrict ourselves to a unique example scenario
which corresponds to day 1,cf,CG = 0.25, cf,BESS = 1. Four different strategies for
BESS control are implemented: the first three have complementary bands with
SPFC

BESS = [0, 0.5, 1] and the fourth has both bands equal to 1 (signed as SPFC
BESS =

1õ). A contingency is applied to the system and the frequency signal and BESS
intervention is recorded and analyzed. The results show (see figure 5.16) that the
best choice for BESS control is the use at the same time of full RoCoF and PFC
band. In table 5.5 are reported the simulation output variables: PBESS represents
the average power provided by the BESS during the simulation. This value is
higher in the case with SPFC

BESS = 1õ therefore control in the grid has major impact
even considering the potential presence of instabilities caused by bands saturation.
In fact, as can be seen in figure 5.17, the two controls present different time ranges
and characteristics during a contingency: on one hand RoCoF control acts in the
first instants and goes very fast to zero, on the other hand PFC starts after the
RoCoF control is already decreasing until reaching a stable point different from
zero. The overlapping between the two services is still present but limited. In
the simulated scenario, BESS output (shown in the figures below) does not reach
saturation, but the same principle applies even in that case. Therefore, from the
grid point of view, it turns out that applying full power bands to both control
services is the best choice.

Notes on SOC profiles

In our simulations we have considered BESSs as a unique equivalent plant
impacting the frequency signal. At the same time, the study of the SoC dynamics
is important in order to identify possible energy requirements for BESSs. During
the simulations we have recorded SOC profiles assuming a battery capacity Qc =
4 · PBESS. Note that our analysis is restricted to the case with only PFC because
RoCof control has negligible impact on the BESS SoC.

97



5 – Impact of BESSs in Normal Grid Conditions: a SFRM Approach

0 0.5 1 1.5 2

49.6

49.8

50

Time [s]

Fr
eq

ue
nc

y
[H

z]
SPFC
ESS

= 1 SPFC
ESS

= 0.5

SPFC
ESS

= 1? SPFC
ESS

= 0

Figure 5.16: Example of frequency profiles after a contingency.
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Figure 5.17: example of BESS requested power profiles in the case with SPFC
BESS = 1õ

(blue) and SPFC
BESS = 0.5 (green).

State of Charge dynamics. Due to internal efficiencies we would expect
the equivalent BESS SoC to decrease constantly in time but, by looking at the
final SoC value we find out that in day 1 SOC tends to increase. As seen in
table 5.3, the first day presents an average frequency signal over 50 Hz. This
creates a bias effect in the primary frequency controller of the BESSs which, going
against internal inefficiencies, makes the SOC increase. Another factor to take into
account is the mentioned fact that the frequency is a slow oscillating signal. As
a first hypothesis, we could state that the energy losses/gains of BESS PFC are
composed by three terms with different time frames:

(5.16)∆EBESS = ∆Eeta(ηcha, ηdis) + ∆Ebias(µf ) + ∆Eintraday(f(t) − µf ).

By normalizing the Delta energy with the battery capacity and introducing the
BESS initial SOC, we have:

(5.17)SOC(t) − SOCini = ∆SOC(t)
= ∆SOCeta(t) + ∆SOCbias(t) + ∆SOCintraday(t).
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Table 5.5: Frequency profile parameters results.

SPFC
BESS RoCof fnadir freg Tnadir Treg PBESS

[pu(MW )] [Hz/s] [Hz] [Hz] [s] [s]
0 0.80 49.83 49.88 32.1
0.5 0.49 49.76 49.84 35.3
1 0.35 48.77 49.77 32.9
1õ 0.35 49.85 49.88 57.5

In order to quantify these three parts we can simulate SOC dynamics with
ηcha = 1 and ηdis = 1, so that ∆Eeta = 0 obtaining the sum DeltaSOCbias(t) +
∆SOCintraday(t). Then, by subtracting this term to the original ∆EBESS we can
quantify the ∆Eeta component (equation 5.17). To separate the ∆SOCbias and
∆SOCintraday components we can simulate the BESS behaviour with ηcha = 1,
ηdis = 1 and taking as input a new frequency error signal equal to ∆f1 = f(t)−µf .
In this way, we obtain the ∆SOCintraday and in turn obtain ∆SOCbias with a simple
subtraction. Due to the presence of non-linearities (dead bands and saturation on
the BESS control), this methodology is sufficiently precise, but not exact.

For this assessment on BESS SoC profiles, we repeat the simulations with
cfdf

BESS = 0 and cf fpc
BESS = 1 choosing just one simulation per day with cfCG = 0.25

and cfBESS = 1.

In the figure 5.19 we show the SOC time profiles of the three days decomposed
into the different components. As expected, the efficiency component (figure 5.18a)
decreases monotonically in time, while the bias factor is substantially linear (de-
pending on the constant offset µf ). Finally, the intra-day component includes all
the different dynamics due to the oscillating cyclical nature of frequency reaching
at the end the initial point. Let us note that the intra-day component does not
return exactly to zero and that the bias factor is not exactly linear due to the the
already mentioned presence of non linear effects. The efficiency component, while
is not negligible, poses less danger for BESS SoC with respect to the intra-day and
bias components, and depends on the standard deviation of the frequency signal:
the more the BESS works, the more the internal efficiencies makes the SoC to de-
crease. As expected, the bias factor depends on the value of µf and the intra-day
component profiles differ for each day considered.

The efficiency component causes SoC decrements from 1.5 to more than 3 %,
while the bias factor can cause SoC change of more than 10 %. As written in table
5.3, we note that while the µf value is near 50 Hz, its effect is quite important due
to the fact that it lasts for 24 hours.
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Figure 5.18: ∆SOC time profiles. (5.18a) represents the real SOC profile. (5.18b)
represents the efficiency part.

The battery capacity is equal to PBESS · 4, which is a slightly higher energy-
to-power ratio for today BESS installations: by using smaller ratios the problems,
identified by this analysis, would be even more visible and dangerous for the con-
tinuous operation of the BESSs. For example, the efficiency losses could be as high
as 12 % per day, while bias factor and intra-day components could reach ∆SOC
as high as 40 %. Considering that a certain percentage of SoC should be always
maintained for technology issues and contingency scenarios, this demands frequent
intra-daily recharges/discharge.
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Figure 5.19: ∆SOC time profiles. figure (5.19a) represents the intra-day part.
Finally, (5.19b) represents the bias component.

5.3 Notes on the Irish Frequency Jumps
Jumps characteristics. Irish frequency data used in this study are char-

acterized by frequent and wide frequency jumps as shown in figure 5.20 for one
day. Naively, these jumps could be linked to load abrupt changes, but a more
accurate inspection leads to other considerations. In particular, in figure 5.21 we
show four two hours periods of the same day presented above. In the first image,
the frequency is slowing increasing, but it is stopped by two downwards jumps
which re-unbalance the signal. It is probable that these jumps are caused by the
activation of grid reserves by the TSO to stabilize the frequency value. In the
second image, one can notice major stochastic swings around 50 Hz due to the
presence of governor deadbands in PFC controllers. In image (c), more frequency
swings are noticeable in the deadband area, but in this case some of the jumps
move away from the 50 Hz value and could be potentially caused by the load fast
deviation, while others are still probable connected to CG. In (d) two big jumps
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Figure 5.20: Ireland frequency on 23th of October.
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Figure 5.21: Different two hour periods.

decrease the already low frequency, and it is possible that they are caused by the
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stochastic cascading generator disconnection.
In order to try and clarify the nature of these jumps, it is necessary to identify

all their parameters: starting and ending frequency and time length. Additionally,
by making a reasonable assumption on instantaneous regulating energy in the grid,
it is also possible to guess the ∆P which cause the jumps. By studying the verse
and the power unbalance we may characterize the jumps as being of deterministic
or stochastic nature and construct different population characteristics.

Jump detection process. Different indicators can analyze the frequency
signal and detect the jumps in an automatic way, in particular I designed two
different techniques and the first tests are here reported.
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Figure 5.22: MAs and moving standard deviation computations.

First strategy is based on the use of the moving average. Given a generic
discrete signal x = [x1, . . . , xi, . . . , xN ] the forward moving average (MA) signal X
with a computing window of m samples is computed as:

Xi = xi + xi+1 + · · · + xi+m

m
, (5.18)

the backward MA goes from xi−m to xi and the centered MA from xi−(m/2) to
xi+(m/2) with slightly adjustment for initial and final points of the signal in the case
of odd or even m. To identify a frequency jump, a forward and a backward MA
were used. As seen in figure 5.22 (a), the two MAs profiles are over-imposed to
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Figure 5.23: Index results.

the original signal and intersect each other every time there is a frequency change
of verse. In the case of a jump, the area between two consecutive intersection is
bigger (as seen in image (c)) and easily identifies a fast frequency dynamics. The
second strategy is based on a moving standard deviation (MSTD). For a generic
signal x, a forward MSTD with number of samples m can be computed as:

Xσ,i = σ(xi + xi+1 + · · · + xi+m), (5.19)
where σ stands for standard deviation (STD). As seen in the figure 5.22 (b),

the moving standard deviation is able to recognize jumps as high STD periods.
For both approaches, it is important to choose a suitable number m. The values

of the presented indexes can be normalized computing the standard deviation of
the whole X series and assigning to every sample Xi a level of jumps detection
(JD). The JD is computed as follows:

JD =


0, if σ(Xi) ≤ 1 · σ(X),
1, if 1 · σ(X) ≤ σ(Xi) ≤ 2 · σ(X),
2, if 2 · σ(X) ≤ σ(Xi) ≤ 3 · σ(X),
3, if σ(Xi) > 3 · σ(X).

(5.20)

In 5.23 first results are obtained. Different time windows for choosing the m
value are used and optimized with a trial & error approach. With respect to the
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MAs, the MSTD method seems to better identify the jumps.

Frequency reconstruction with jumps. Once the stochastic jumps are
detected, it would be possible to use a Poisson distribution to reproduce their
occurrence as done in [119]. Then, we could enhance the formula presented in
equation 5.4 to take into account the power jump components 2:

∆Pmis = ∆PLoad + ∆PLoad,jumps − ∆PCG − ∆PCG,jumps − ∆PRene, (5.21)

The Poisson distribution parameters of the load jumps can be varied in order
to highlight the impact on frequency, rotor angle and voltage stability by making
use of the appropriate grid dynamic simulator (for example, DOME, as presented
in the next chapter).

5.4 Second case study: The Sardinian system
In the Irish case study, SFC was not considered as the system does not make

use of an automatic reserve in order to bring the frequency back to 50 Hz. I
developed a new case study in order to investigate the performances of the models
when applying secondary and tertiary frequency control in normal operations.

For this case study the Sardinian power system was used as in the previous
chapter. The FORWARD and REVERSE models are similar to the first case
study, except that BESS can participate to SFC. For rocof and PFC the ESL is
applied in order to properly share the power band used in these services, while an
additional share P BESS

SEC of PBESS can be used for SFC. The instantaneous power to
be produced by the BESS during secondary control ∆P BESS

Sec is computed by using
a specific participation factor ρBESS

SEC = ∆P BESS
Sec

∆Psec
, where ∆Psec is the total Secondary

activation requested (See Equ.(5.5)) . For all frequency services the total amount
of reserves to be activated by each the single resource will depend on specific
participation factors. The FORWARD model scheme is shown in figure 5.24.
Parameters in bold in the figure vary during the simulation to reflect real changes
in the system at different times. TFC is implemented assuming the first typology
of implementation presented at the beginning of the chapter and summarized by
equ.(5.6). We assume the TFC is called when the Secondary reserve reaches almost

2the stochastic part of the jumps can be associated to Load, while the deterministic part to
the conventional generation. RES are not expected to produce notable frequency jumps due to
their low density spatial concentration.
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its maximum or minimum acceptable level l, which is equal respectively to TERup

and TERdw as defined by the user. After the TFC is activated, it starts as a
ramp and it restore the SFC level LSec back around 50. The ramp is formulated
as follows:

∆PT ER(t) = BandSEC · t − t0

TERtime − t0
(5.22)

where ∆PT ER(t) is the TFC requested at time t, BandSEC is the total SFC,
TERtime is the time by which the TFC needs to be fully activated and t0 is the
starting activation time. The TFC is stopped when the level is 0.48 < l < 0.53 .

Table 5.6 contains the parameters for SFC (proportional and integral gains)
and TFC, set using values found in literature. For HVDC no dead band for PFC
is considered, as dead band is imposed to traditional units for mechanical reasons
which are not needed by power electronics devices without rotating masses. The
other PFC parameters are similar to the previous chapter case.

Table 5.6: Frequency profile parameters results.

SFC TFC
Kp KT TERup TERdw TERtime

0.05 300 0.85 0.15 10

5.4.1 Base scenarios setup and proposed simulations
The frequency and demand power data used for verification were obtained

from the Italian TSO. The time step of the data is 15 minutes for generation and
demand, and 1 second for frequency data. A base case scenario without BESS is
constructed to reproduce a whole day of frequency signal. The signal was recorded
on the Sardinian grid on the 18th January 2018 (winter peak) with average equal to
50.0021 and standard deviation equal to 0.0067. The actual dispatch of regulating
generators is used and therefore inertia and frequency reserves quantities vary
during the day (see figure 5.25). Sardinian system had a kinetic energy with a
mean value of 9.6 GWs, ranging from a minimum of 9.3 GWs to a maximum of
10.3 GWs. The number of online synchronous units was changing from 18 to 22.
Two reconstructions are proposed: (a) simulation with only FCP; (b) simulation
with PFC, SFC and TFC to test the proposed model capabilities. In figure 5.26
the resulting ∆Pmis computed by the reverse model in the first case is shown
together with the frequency signal. The power mismatch between generation and
consumption is specular to the frequency signal as only PFC is present in the
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Figure 5.24: Main components of the forward model in the Sardinian case study

grid to oppose oscillations. The ∆Pmis is used to feed the forward model and to
calculate the frequency signal. The standard deviation of the error between the
simulated and the real frequency is 2.03 · 10−4Hz which is negligible being much
smaller than the typical dead band value of the controller (0.01 Hz). This error
is mainly due to the non-linearity present in the models such as dead bands and
saturations and it can also be further reduced by decreasing the maximum allowed
time step of the simulations.

In the second setup we show the results obtained if we consider the presence
of PFC and TFC schemes by simulating an SFC with band of 120 MW. This is
only an example to show the model capabilities, but it does not represent the
reality of Sardinian frequency control, which actually present no automatic SFC.
The frequency error is similar in magnitude to the previous case with a standard
deviation slightly higher than before, equal to 2.4 · 10−4Hz . In Fig. 7 the three
frequency reserves profiles (PFC, SFC and TFC) are shown. The Tertiary reserve
is continuously decreasing during the day since the frequency of the examined day
is on average around 50.0021 Hz, higher than 50 Hz, and the SFC is therefore
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Figure 5.25: Kinetic energy and number of online synchronous units in Sardinia
on the 18-th January 2018

Figure 5.26: Comparison between the frequency signal and the reconstructed power
imbalance with only PFC

continuously decreasing (by effect of equ.(5.6)). We can estimate analytically the
sum of SFC and TFC activated by integrating the ACE during the day:

Kp∆f +
Ú 24h

0

EPT OT
· ∆f

kT

∼=
EPT OT

· ∆f

kT

· 24h = 2736MW (5.23)
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PFC
SFC
TFC

Figure 5.27: Frequency reserves simulated profiles based on the frequency signal
of the 18-th January 2018

where EPT OT
and ∆f are the mean values during the day. EPT OT

is the total
system regulating energy computed as the sum of all single resources regulating
energies Ki The result is very close to the simulated sum of SFC and TFC (in
absolute value), as we can see in figure 5.27, at the final time-step. It is possible
to see the PFC, which follows the generation-demand mismatch due to the HVDC
without dead band, while TFC is called during the day to restore the SFC reserve.
The SFC is activated to bring the frequency value to the nominal value.

5.4.2 BESS results
The first setup proposed in previous section has been considered as reference

case to test the BESS addition. The technical impact of BESS is evaluated when
performing rocof, primary and secondary frequency control. RoCof and primary
control are dimensioned using the ESL logic presented in the previous chapter.

PFC and Rocof results

A sensitivity analysis is performed on the capacity, droop and the share of
inertial and primary response provided by the BESS. Two systems of 50 MW
and 250 MW BESSs are analysed, with a pole time constant TB =0.3 s. For
the 250 MW case, two different droops of 0.005 and 0.004 [pu] are considered (In
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Figure 5.28: Comparison between the frequency signals with and without BESS
with PFC control

Figure 5.29: Comparison between the frequency signals with and without BESS
with FR control.

previous chapter these values were computed in terms of BESS regulating energies
EBESS using the ESL approach. They corresponds to a droop of 5 and 4 % of
a conventional SG unit). The frequency response of the BESS is compared using
different shares of inertial and primary response, i.e., 50% of inertial and primary
control, 100% inertial control and 100% of primary control. The two bands are
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Table 5.7: Frequency profile parameters results.

BESS power fm σ(f) droop (σp) RCBESS
band = 0 ρBESS

SEC

[MW ] [Hz] [Hz] [pu] [pu] [pu]
- 50.0021 0.0067 - - -
50 50.0020 0.0064 0.005 0 -
50 50.0021 0.0067 0.005 1 -
50 50.0020 0.0065 0.005 0.5 -
50 50.0000 0.0037 0.005 - 1
250 50.0017 0.0054 0.005 0 -
250 50.0021 0.0067 0.005 1 -
250 50.0019 0.0059 0.005 0.5 -
250 50.0018 0.0058 0.004 0.5 -
250 50.0016 0.0051 0.004 0 -
250 50.0021 0.0067 0.004 1 -
250 50.0000 0.0029 0.005 - 1

proportional and the coefficient RCBESS
band = 0 represent the power assigned to RoCof

control. Figure 5.28 shows the frequency trend with the addition of 250 MW of
BESS performing only PFC (RCBESS

band = 0), compared with the case without BESS.

SFC results

In the second case, the BESS has been used only for the SFC. The impact in
the case of normal operation is higher with respect to PFC regulation due to the
integral part in the secondary controller. In fact, a purely proportional action,
as in the PFC is higher when the frequency deviation is larger. The proportional
action is fast and reduce the error, without compensating it. In the SFC the action
is proportional to the integral of the frequency deviation and keep memory of the
past deviation errors. It is higher in the case of a frequency signal unbalanced
from the set-point, which is the case under examination. Table 5.7 reports the
results of the simulations performed. The best performance in terms of mean
frequency and standard deviation are with only SFC control (see figure 5.29), with
a mean frequency reported to the nominal value from the initial 50.0021 Hz and a
standard deviation improved of 45% in the case of 50 MW BESS (from the initial
value of 0.0067 to 0.0037) and of 57% in the case of 250 MW BESS (from 0.0067
to 0.0029). In the case of only PFC control, the best improvements can be seen in
the case with 250 MW BESS, lower droop equal to 0.004 and only primary control
RCBESS

band = 0, with a mean frequency equal to 50.0016 Hz and a standard deviation
improved of 24% (from 0.0067 to 0.0051).
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Conclusion
In this chapter we focus on the analysis of the frequency during normal oper-

ation and on the quantification of the impact of BESSs. In section 5.1 the two
models presented are able to realistically reproduce the frequency in a framework
which simulates the three main level of frequency hierarchical control. A SFRM
model is used which guarantee proper dynamic behaviour and simulation veloc-
ity. In section 5.2 a case study is presented based on the Irish data: the time
domain simulation are supplemented by an analysis in the frequency domain and
both highlight the slow nature of frequency oscillations. BESS rocof control im-
pact is negligible and PFC has an impact with the same performance of slower SG
plants . As a matter of fact both channels of controls can be used at the same
time with the full band in order to be always ready in the case a contingency will
happen in the grid. SoC analysis highlights the importance of the frequency aver-
age on the SOC profile: also a slight deviation has a huge impact on BESS which
have usually low energy–to-power ratio. In section 5.4 the study of the Sardinian
grid, while different from the Irish case, confirms that slow frequency reserves such
as Secondary Frequency Control have actually more impact with respect to faster
ones. BESSs impact strictly depends on the characteristics of the services and of
the frequency signal itself. In normal day oscillations, virtual inertia control is
not effective in containing the frequency oscillations, PFC improves lightly the fre-
quency signal while SFC is the most useful service. Typically frequency dynamics
are characterized by cyclical slow components, therefore it is expected that slower
services such as SFC are more effective in decreasing the oscillations, while in the
case of fast changes, as sudden contingencies, virtual inertia and PFC are more
important.
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Chapter 6

Impact of BESSs on the Irish
System: A Fourier Transform
Approach

In this chapter a second study on impact of BESS during normal operations
is performed. A Fourier transform procedure is developed to synthetize a realistic
frequency signal depicting all the phenomena causing the Irish grid to deviate from
nominal value of 50 Hz. the Irish grid model was used with more than 1000 buses
and hundreds of power plants. Every load, RES and SG produces power oscilla-
tions such that the grid frequency changes as a whole in function of time. Finally
BESS are added performing PFC control and their impact is compared with CG
sources. Subsection 6.1.1 presents models of the resources present in the grid, 6.1.2
present the fourier transform based methodology to obtain an average frequency sig-
nal starting from real recorded data. Finally in section 6.2, case study and results
are presented

6.1 Methodology

6.1.1 Resource models
The models of the various resources are as simple as possible, considering that

we are not interested in the single load/power plant description, but on their overall
contributions to grid frequency deviations.

Conventional generation

As already used in previous chapters, the conventional generation model is
based on a zero-pole dynamic description and on the provision of PFC based on
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a constant droop law and dead-band presence. The model is detailed enough for
transient stability studies, where frequency variations remain well bounded and
the focus is the overall response of the system. The power level set point can be
user-defined. As explained later in subsection 6.1.2 the conventional generation is
subject to user defined ramps ranging from few minutes up to one hour in order to
mimic the power variations yielded by net load following dispatching. An example
of such fluctuations is shown in figure 6.2.

Load

Load models are assumed to be voltage-dependent, i.e., exponential or ZIP
models, and either static or dynamic voltage recovery [123]. The reference power
consumption of a load, say pload, is defined as the sum of two components:

pload = pdet + psto , (6.1)

pdet varies linearly between used defined values in a given period, e.g. 15 minutes,
and represent the aggregated slow changes of power consumption; psto is a stochas-
tic fluctuation thatm models volatility. psto is defined as a Gaussian distribution
with a given standard deviation σLoadin a given period ∆ti. figure 6.3 shows an
example of load profiles.

Wind generation

Wind generators are modelled as doubly-fed induction generators (Type C).
The turbine is fed by wind speed time series, which are defined as the sum of
two components: wind speed stochastic component ws,sto [m/s] and ws,ramp [m/s]
component modelled as linear wind speed ramps with a certain time period. The
stochastic component is modelled as a set of Stochastic Differential Equations
(SDEs) based on the Ornstein-Uhlenbeck Process [201], also known as mean-
reverting process. The equations for the wind speed ωs can be written as follows:

ws = ws,ramp + ws,sto , (6.2)
ẇs,sto = α(µw − ws,sto) + bw(σw)ξw , (6.3)

+

+
+

−

fnom

f

DB

1/R

pord pmax

pmin

pfpc 1 + sT1

1 + sT2

pm

Figure 6.1: simplified model of the primary frequency control and turbine of con-
ventional power plants. Note that all quantities in the figure are in pu.

114



6.1 – Methodology

0 2 000 4 000 6 000

2 400

2 600

2 800

Time [s]

P
o
w
er

[M
W

]

Figure 6.2: example of noise that reproduces slow fluctuations. The blue dotted
line represents the net load, while the green solid line represents the net load plus
CG fluctuations.
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Figure 6.3: examples of psto profiles using ∆ti = 3 s and various standard devia-
tions, namely 2.5, 4 and 5.5%.

α is the mean reversion speed that dictates how quickly the ws,sto tends to the
given mean value µw (in our case 0). ξw is the white noise, formally defined as
the time derivative of the Wiener process. This process is controlled by adjusting
α and the standard deviation σw of the wind stochastic part which affects the bw

component. figure 6.4 shows three sample wind stochastic profiles obtained by
changing the σw and α parameter.

BESS control strategy

The bess model in this study, is defined in [124] where the power produce by
the BESS is transferred into the grid by a current source converter, opportunely
controlled by a Proportional integral controller in order to set active and reactive
power in less than one seconds in whatever initial BESS or grid condition. The
BESS control strategies used are two: one is the usual fixed droop strategy (FDS),
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Figure 6.4: ws,sto profiles. W1 (α = 10, σw = 0.17); W2 (α = 0.1, σw = 0.17); W3
(α = 0.1, σw = 0.06).

while the second is based on a variable droop strategy (VDS), built in order to
help SOC management along the provision of PFC.

FD is computed in the same way of the previous chapters. For every typical
CG droop RCG value we can compute an equivalent BESS droop RBESS for which
the BESS saturate its reserves at the same frequency error level. The formula used
is:

RBESS = RCG · PFCCG
band

PFCBESS
band

= RCG · 0.1 . (6.4)

where in this study in accordance to typical Irish parameters we set PFCCG
band =

0.1 pu(MW) and PFCBESS
band = 1 pu(MW).

During normal operations frequency will change around the nominal frequency
value. As seen from previous chapter mean-day and intra-day deviations of fre-
quency can lead the BESS to work over or underfrequency for long period endan-
gering the SOC profile depending on the particular frequency signal. Finally even
if frequency were to behave as fast stochastic noise, oscillating around fnom, the
internal inefficiencies of the BESS will lead the SOC to be gradually lead to 0. In
the Variable Droop Strategy (VDS), the droop is left to vary in a certain range
between two extreme values, namely Rmax and Rmin. These values are limited by
system stability and resources technical considerations. Usually TSOs can request
droop values between 2 and 8% [177] to attached resources, typical values are 4
and 5%. The droop can change in order for the BESS to avoid extreme SOC
conditions. Depending on instantaneous SOC and frequency error, the droop will
vary from the linear curve in order to discharge or charge the BESS accordingly
to its needs.

The VD is implemented through the use of a two dimensional lookup table,
where the droop value depends on the instantaneous frequency error ∆fe = fnom − f
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and the State of Charge (SOC). The droop values are divided in five different areas
(see figure 6.6): (i) in the red areas the values are close to Rmax, (ii) in the blue
areas the values are close to Rmin and (iii) in the green area (which correspond to
a column vector) the droop values are all equal to the average droop Rave, at half
distance between Rmax and Rmin. The values of the table are therefore constructed
symmetrically in such a way that the BESS is expected to avoid excess discharge
or charge keeping its SOC close to SOCave level. As an example, if SOC is high
and ∆fe is positive then the BESS discharges with a low droop to reach SOCave,
whereas if ∆fe is negative it charges with a high droop to slow down the SOC
increase.

Note that, in order to regulate the SOC the best choice would be to set the
droop values equal to Rmax in red areas and Rmin in blue areas. However, to
avoid sudden droop changes and less effective frequency regulation, droop values
gradually approach Rmax and Rmin.

A better SOC regulation is achieved by setting the SOCi values close to SOCave
and taking small values of ∆fe,j. Better SOC management is also expected if the
distance between the maximum and minimum droop Rmax and Rmin is consider-
able.
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Figure 6.5: power limits example for the VD frequency control.

6.1.2 Fourier transform approach
basic idea

frequency signal can be regarded as a stochastic generic variable. To describe its
behaviour classic parameters the mean, the standard deviation and the probability
distribution function (PDF) of the signal. While these properties tell us a lot about
a signal they cannot provide information on the "velocity" of the signal itself. A
simple example to visualize this concept is shown in figure 6.7; the two simple
signals have same mean, standard deviation and PDF. A tool to identify this time
domain property of the signal is the Discrete Fourier Transform.
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Low 𝑆𝑂𝐶𝑖 High 𝑆𝑂𝐶𝑖
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Figure 6.6: VD lookup table scheme.
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Figure 1: two signals examples

Figure 6.7: two signals with equal mean; σ and PDF.

The DFT converts a finite list of equally-spaced samples into a list of complex
coefficients of a finite combination of sinusoids, ordered by their frequencies (also
called harmonics). The sampled function from its original time domain is moved
to the frequency domain. Given a generic input time series of the form χ =
[x1, x2, . . . , xm], applying the DFT, after some manipulation we can write:
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xν = 1
N

N−1Ø
k=0

Ak cos(φk + kω0ν), (6.5)

with ν that goes from 0 to m. ω0 = 2π/N is called the fundamental frequency
and N is the number of observations in the equally-spaced input time series χ. if
now we multiply and divide ω0 by the sample frequency fs in Hz of the data, we
can write:

x(t) = 1
N

N−1Ø
k=0

Ak cos(φk + kω0t

fs

), (6.6)

and so at each harmonic k we can associate an angular frequency ω = kω0
fs

and a corresponding period T = 2π
ω

= Nfs

k
= T0

k
with T0 the length in seconds of

our time series (see table 6.1 as an example. The phases of the harmonics gives
frequency signal a specific time domain shape, but it is enough to reproduce the
amplitudes of harmonics to reproduce the variability of the signal. So starting from
our real frequency data of the Irish system, we want to reproduce the harmonic
amplitudes of the real signal in order to obtain a realistic signal. In particular, the
implemented procedure is valid to replicate the harmonic amplitudes of six hours
of real frequency signal. Of all the thousands of harmonics computed through the
DFT a for a six hour period, only the first 800 are considered, which represent
more than the 98% of the variance of the signal for all the 300 days considered (as
computed by applying Parseval’s Theorem). This is because the irish frequency
signal is quite a "slow" signal in which first harmonics with high periods hold
much more weight than last harmonics. For example, in figure 6.8 we show the
harmonic profiles related to the six hour period going from 6:00 to 12:00, the
mean µ and the standard deviation σ of each harmonic for all days considered.
All the profiles are similar. The grid frequency signal is therefore quite variable
in time domain but much more similar in the harmonic content. Therefore, to
reproduce similar harmonic amplitudes of the real data assures that the synthetic
signal behaves realistically. Similar results hold for the other three time ranges
(00:00-6:00, 12:00-18:00, 18:00-24:00).

Procedure

In order to reproduce real data harmonics, we make use of power stochastic
profiles from generation and consumption. These processes are divided in two
groups following the taxonomy presented in the literature review, as follows:

• Fast Stochastic Processes (FSP). The stochastic processes of load consump-
tion and wind speed discussed in Section 6.1.1 are used to replicate the events
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Table 6.1: Tk values for the harmonics

k Tk [s]
40 180
60 120
80 90
100 72
120 60
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Figure 6.8: harmonics amplitudes related to the six hour period 6:00-12:00.

that cause stochastic frequency fluctuations in the grid (typically with period
lower than 2 minutes).

• Slow Stochastic Processes (SSP). Two noises are used to model deterministic
frequency deviations: SSP1 which models wind and CG ramps and SSP2
which models the long term mismatch between net load and conventional
generation due to the market structure of the system. SSP1 are noises up to
10 minutes, while SSP2 are up to one hour. We refer to these deviations as
slow frequency variations.

To tune the parameters of each component of FSP and SSP, a precise mapping
between stochastic processes and excited frequency harmonics is defined and stored
in a database. This is obtained by varying the parameters values, simulating
the grid and then computing and recording the resulting harmonic amplitude.
To separate the effect of each stochastic process, one perturbation at a time is
considered, being null all other stochastic processes. The parameters used to
variate the stochastic processes are the ones described in Section 6.1.1 and are a
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total of 7. The synoptic scheme that illustrates the procedure is shown in figure 6.9.
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Figure 6.9: procedure to generate realistic scenarios.

In particular, for the load model, a variety of time periods ∆ti (going from
0.5 to 2 seconds) and standard deviations σLoad (going from 2 to 15%) values are
considered. σw is the only parameter to be changed to vary the stochasticity of
the wind component with α fixed to 0.1. For the SSP, time steps and power ramps
are chosen from uniform distributions with specified limit values. In the case of
SSP1, time steps ∆tCG go from 2 to 10 minutes, while for SSP2 the period goes
from 13 to 60 minutes. In the case of power variations, requested ramps are both
negative or positive, with a maximum |∆pmax| which goes from 10 MW up to 70
MW for both SSP noises.

Figures 6.10 and 6.11 show several harmonic profiles obtained from the simu-
lation of FSP and SSP noises. As expected, The former noises excite short period
harmonics, while the latter give rise exclusively to long period harmonics.

Finally, the stochastic processes of loads, wind speeds and CG power set points
are summed together and the resulting profile, say ptot, is thus identified by a given
unique set of parameters that define the four stochastic processes.

From this point, if we could predict final global simulations harmonic values
starting from single perturbations values, we could find analytically the combina-
tion which give us minimum difference with respect to the mean of real data.

As known DFT holds the important property of linearity. Given two time
series x1[n] and x2[n] with Fourier complex coefficients χ1[k] and χ2[k] (where the
generic χ = a + ib), where k is the harmonic number. Linearity means that if we
have a third temporal sequence x3[n] = x1[n] + x2[n] then χ3[k] = χ1[k] + χ2[k] =
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Figure 6.10: examples of harmonic obtained with load and wind stochastic pro-
cesses. Load1 (∆ti = 1s, σLoad = 2%); Load2 (∆ti = 0.5s, σLoad = 2%); Wind
(σw = 3%).
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Figure 6.11: examples of harmonic groups obtained with the SSP1 and SSP2
noises. v1 and v2 refer to different noise profiles with equal |∆pmax| value. ∆tCG
is equal to 3-7 minutes for SSP1 and 13-50 minutes for SSP2.

Ù(χ1) + Ù(χ2) + Ú(χ1) + Ú(χ2). In general, for a generic number of signals N we
have:

|χN [k]|=

öõõõõô(
NØ

i=1
|χi[k]|2) + (

NØ
i,j=1
i Ó=j

Ù(χi)Ù(χj) + Ú(χi)Ú(χj)), (6.7)

In our case, linearity holds only if the frequency signal coming from combining
the single simulations can be considered a linear sum of the 4 frequency signals

122



6.2 – Case Study

(generically called f(t)i) coming from the 4 different used noises. This means:

∆freqmix = ∆freqLoad + ∆freqW ind + ∆freqSSP1 + ∆freqSSP2, (6.8)
where the generic ∆fi = f(t)i − 50[Hz], in this case the global simulation

harmonic groups are a linear combination of the single perturbation harmonics.
This equality is strictly true only for the random stochastic variables of the 4
noises: wind velocity v, sun radiation G, load set point PLoad and ∆POF F SET 2.
In our case, non linearities can arise in the global simulation, due to saturation
and dead-bands inside the components control laws and differential equations.
The main non linearity in the simulations is the presence of the dead-band in the
primary controller, which affects the linearity. However it gives us an hand to
predict the final results and how to adjust noises parameters values and presence.

an error Ôf is used to compare the frequency harmonics created by the simulated
ptot with the real data, which is defined as follows:

Ôi =


|(Y simi − (Yreali − stdi))|, if Y simi < (Yreali − stdi),
(Y simi − (Yreali + stdi)), if Y simi > (Yreali + stdi),

0,
if (Y reali − stdi) < Ysimi <
(Yreali + stdi)

(6.9)

Ôf =
qNharm

i=1 ÔiqNharm
i=1 Yreali

, (6.10)

where Ôi is the error at the harmonic i; Y simi is the value of the simulated frequency
data at the harmonic i; Y reali is the mean of all real data at the harmonic i; stdi

is the standard deviation of the real frequency data at the harmonic i; Nharm is
the number of harmonic used.

If this error falls within the desired tolerance, the procedure ends, otherwise
relevant noise parameters are increased or decreased according to their impact on
the signal harmonics. In such a way the procedure creates a scenario in which
frequency does not emulate a specific real day data, but it tries to recover the
average variability of real measurements. The synoptic scheme that illustrates the
procedure is shown in figure 6.9.

6.2 Case Study

6.2.1 Indexes and Software used
This section describes a variety of indexes that allow evaluating the impact of

stochastic processes and the effectiveness of the PFC provided by BESSs and CG.
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Impact of the stochastic processes on the system dynamic response

To quantify the contribution of each stochastic process to the overall frequency
fluctuations, we consider the sum variance law of the frequency signal which defines
the variance of a signal composed by N stochastic independent variables as:

σ2
TOT =

NØ
i=1

σ2
i . (6.11)

To compare the impact of each process, it is convenient to consider a normalized
variance per process, namely:

σ2
i,pu = σ2

i

σ2
TOT

, (6.12)

in such a way, from Equ. (6.11), we can write:

1 =
NØ

i=1
σ2

i,pu . (6.13)

Impact of BESSs on frequency fluctuations

This index provides a measure of the relative improvement to the dynamics
response due to the BESSs. It is defined as:

hB = 1 − σB

σo

, (6.14)

where σB is the standard deviation of the frequency of the system with inclusion
of BESSs and σo is the standard deviation of the frequency for the same scenario
but without BESSs.

Effectiveness of the PFC

This novel proposed index evaluates the effectiveness of the frequency control
provided by any resource included in the system. Considering a resource k, the
index is defined as:

ek =
E+

k +
---E−

k

--- − (E+
o,k +

---E−
o,k

---)
Eref

k

, (6.15)

where
Eref

k =
Ú T

o

Pnom,k

Rk(r) |∆f(r)| dr . (6.16)

Rk [pu] is the droop of the resource which, for the BESS regulated with VD, is a
time-dependent quantity, Pnom,k [MW] is the nominal power of the resource and
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|∆f(r)| [Hz] is the frequency error including the deadband. Eref
k represents the

integral of the exact real-time power profile requested by the PFC service in a
given period T , E+

k represents the actual energy produced by the resources for
∆f > 0, whereas E−

k is the energy produced for ∆f < 0 in the same period T .
The condition E+

k + E−
k < Eref

k generally holds as E+
k and E−

k account for the
delays of the primary frequency control dynamics. E+

o,k and
---E−

o,k

--- represent the
energy produced for |∆f |< db where db is the deadband of the controller. These
energies work against the PFC requirements and thus reduce the effectiveness of
the frequency control.

According to the above definition, ek = 0 if the resource does not participate
to PFC, ek ¹ 1 if the resource is slow and not able to follow the PFC reference
signal and ek = 1 for an ideal frequency control with instantaneous time response.

Table 6.2: Main elements of the transmission system used

Network # Loads and Power Plants #
AC Power Lines 796 Loads 346
Bus 1479 Conventional Generators 22
Transformers 1055 Wind power plants 472

Table 6.3: Parameters of primary and secondary frequency control

Primary Reserve Band Reserved Droop Deadband
Control [MW] [%] [%] [mHz]
S1 421 10 5 15
S2 & S3 302 10 5 15

Table 6.4: Parameters of the turbine governors of conventional generators

Time Constant Steam Hydro Gas
T1 [s] 10 2.5 0.5
T2 [s] 3 0 0

This case study discusses the performance of the BESS PFC and its impact on
various scenarios based on the procedure discussed before. With this aim, we make
use of the Irish transmission system [51]. Table 6.2 in the appendix summarizes
the main elements of the grid. The CG active installed capacity in S1 is 4347 MW
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Table 6.5: Stochastic noises parameters values used to create the scenarios

Scenario # Load Wind SSP1 SSP2
∆ti σLoad σw ∆tCG ∆pmax ∆tCG ∆pmax
[s] [%] [%] [min] [MW] [min] [MW]

S1 (6:00-12:00) 0.5 2.75 2.5 3-6 33 13-50 50
S1 (12:00-18:00) 0.5 3 5 4-7 38 15-50 47.5
S2 (6:00-18:00) 0.5 8.5 12.5 3.5-6.5 39 14-50 22.5
S3 (6:00-18:00) 0.5 16 25 4-7 20 14-50 10

while wind active installed capacity is 2123 MW. In S2 and S3 CG capacity is
decreased by 25%.

All simulations are solved using Dome [122, 96], a Python and C-software
based tool which models a large scale power systems as a set of hybrid stochastic
differential-algebraic equations (SDAEs) of the form:

ẋ = f(x, y, u, z, η̇)
0 = g(x, y, u, z, η)
̇ = a(x, y, η) + b(x, y, η)ξ

(6.17)

where f are the differential equations; x are the state variables, e.g. generator
rotor speeds; y are the algebraic variables, e.g. bus voltages; u are the inputs
such as the power set points; z are discrete variables, e.g. protection or machine
ON/OFF tags; η represent stochastic perturbations, e.g. wind speed variations
and load stochasticity, which are modeled as shown in previous paragraphs ; a and
b represent the drift and diffusion of the stochastic differential equations (SDEs),
respectively; ξ represent the white noise vector. Different numerical integrations
methods can be used to solve the system.

Besides the model represented in the previous sections, the SGs are modelled
as a 6-th order machine model and posses automatic voltage regulators and power
system stabilizers; wind power plants are modelled by aggregated models, which
implement a 5-th order Doubly-Fed Induction Generator (DFIG) with voltage,
pitch angle and MPPT controllers.

The grid topology consists of nodes, lines and transformers connecting the
various elements of the grid (see table 6.2 for a brief recap on the main elements
of the grid). For every node of the grid we can evaluate voltage and current values
in the dq frame of reference. In this work we are interested in the grid frequency
value which has been identified with the frequency of a stable node of the grid
(negligible differences between different points of the grid can arise).
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6.2.2 Scenarios construction results
Three scenarios, S1, S2 and S3, are considered and the report of the static and

dynamic parameters of the CG PFC is presented in Table 6.2 6.3 6.4.
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Figure 6.12: comparison between real and simulated (S1) frequency.
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Figure 6.13: frequency profiles examples for the three considered scenarios.

The time horizon of the three scenarios is 12 hours, from 6:00 to 18:00. Load
and wind linear slow power profiles are defined based on real-world data obtained
by the Irish TSO Eirgrid, while the mismatch from the net load comes from the
application of the 4 noises presented in section 6.1.2.

Each scenario is first simulated without the BESSs. S1 represents the scenario
that reproduces the measurement data obtained in the lab. S2 and S3 include
higher level of noises and decreasing inertia levels, which lead to greater and faster
frequency fluctuations. In particular, in S2 we increase the FSP noises and decrease
the SSP2 noise, while in S3 the SSP noises are reduced almost to zero and FSP
noises are highly increased.
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Figure 6.14: harmonic comparison between simulated and real data for the scenario
S1, period 12:00 - 18:00.

One profile of scenario S1 and a real frequency time series are shown in fig-
ure 6.12. As expected, the synthetic frequency signal retains a similar variability
with respect to the real data. Sample frequency fluctuations of the three scenar-
ios are shown in figure 6.13. Table 6.6 summarizes the standard deviation of the
frequency of the system σf , the normalized variances σ2

i,pu of the four stochastic
components and the two S1 errors Ôf evaluated by applying Equ. (6.10). In S1
(real-world scenario) the slow noises (SSP) represent almost 90% of the grid devi-
ations with more than half coming from SSP2 noises. In S2 and S3, SSP2 noise
goes towards zero. The noises parameters which were used to create the scenarios
can be seen in Table 6.5. Note that in both this table and table 6.6 values of S2
ans S3 were computed as the average between the two six hours time periods.

In figure 6.8 the harmonics of real data and S1 scenario are compared and as
expected from the definition of error Ôf , the simulated profile is well bounded by
the real data harmonics standard deviation. Moreover the mean of the signal in the
scenarios is set in accordance with the mean of the 330 real days. For this reason,
frequency signal is slightly under 50 Hz for the first 6 hours and over 50 Hz for
the period from 12:00 to 18:00. These frequency mean offsets are very important
in order to capture day frequency dynamics which affect the BESS SOC profiles.

6.2.3 BESS frequency control
The simulations that include BESSs are divided in two groups: the first con-

siders exclusively the dynamic behaviour of FD, the second compares FD and VD
control strategies. For the first group, the three scenarios are simulated by consid-
ering four BESS capacities (100, 200, 300 and 400 MW) and three droop values
(RBESS = 0.005, 0.004, 0.0035). In the second group, S1 and S2 scenarios are
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Table 6.6: normalized variances and frequency standard deviations for the three
stochastic scenarios.

Scenario # σf [Hz] µf [Hz] σ2
i,pu Ôf [pu]

Load Windsto SSP1 SSP2

S1 (6:00-12:00) 0.0308 49.9996 0.09 0.02 0.34 0.55 0.032
S1 (12:00-18:00) 0.0302 50.0038 0.075 0.07 0.34 0.515 0.021
S2 (6:00-18:00) 0.0359 50.0028 0.22 0.12 0.37 0.29 -
S3 (6:00-18:00) 0.0431 50.0021 0.55 0.24 0.16 0.05 -

simulated, with 100, 200 and 300 MW of BESSs characterized by two efficiencies
(ηBESS = 0.8, 0.9) and by a power-energy ratio equal to 0.4.

With regard to the PFC, two FD droops (equal to 0.004 and 0.0035) are com-
pared respectively to two VD strategies which are shown in Table 6.7: (i) “hard
mode”, for which the droop varies in the range R ∈ [0.002, 0.005], and (ii) “soft
mode”, for which the droop varies in the range Rin[0.003, 0.005]. The tables have
been built following the process described in subsection 6.1.1 considering 4 SOCi

and 4 ∆fe, j points. For both modes SOCave = 60%, while Rave is equal to 0.004
in the hard mode and 0.0035 in the soft mode which are the values used by the FD
strategy. Both setups, especially hard mode, make the droop to vary significantly
during the simulations in order to regulate the SOC as well as possible.

Table 6.7: lookup tables for VD “hard” and “soft” control modes. Note that droop
is here expressed in % and not in pu to improve readability of values.

Hard mode Soft mode

∆fe SOC range ∆fe SOC range
[Hz] 50% 55% 60% 70% [Hz] 45% 50% 60% 75%
0.03 0.20 0.20 0.35 0.50 0.040 0.3 0.35 0.40 0.50
0.0175 0.20 0.25 0.35 0.50 0.020 0.35 0.375 0.40 0.50
-0.0175 0.50 0.45 0.35 0.20 -0.020 0.45 0.425 0.40 0.30
-0.03 0.50 0.50 0.35 0.20 -0.040 0.50 0.45 0.40 0.30

FD control strategy

figure 6.15 shows the index hB for the various scenarios. The improvement of
the frequency signal is more relevant for both scenarios S2 and S3 (see figure 6.16
for an example) than for S1. This has to be expected as, in S1, frequency has
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Figure 6.15: index hB for the FD control strategy of the BESSs. The droop values
is indicated by R. Different colors represents different scenarios.
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Figure 6.16: frequency profiles for scenario S2 without BESS and with BESS.

smaller standard deviation closer to the deadband value, which limits the impact
of BESSs. For similar reasons, as shown figure 6.15, the hB index increments tend
to decrease as BESS capacity increases.

Table 6.8 shows the index ek for the available resources that provide PFC.
In the table, only one value for each scenario and each resource is shown, as ek

is not greatly affected by the BESS installed capacity and its droop value. Two
parameters mostly influence the index ek:

• The time response of the resource. A fast time response of the resource
improves its frequency regulation. As an example figure 6.17 shows the
active power outputs of the BESS and of a conventional steam power plant.
The blu dotted line is the reference PFC signal to be followed by the two
resources. The fast response of the BESS leads to an almost perfect tracking
of the reference signal.
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Table 6.8: index ek for various scenarios and energy resources.

Device S1 S2 S3
BESS 0.99 0.99 0.97
Steam 0.92 0.78 0.31
Hydro 0.94 0.84 0.44
Gas 0.99 0.98 0.89

• The harmonic content of the frequency fluctuations. The index ek of the
conventional power plants is higher in scenarios S1 and S2 than S3 in that
the frequency signal is slower and easier to follow even for slower resources.
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Figure 6.17: power production of the BESS (dashed red line) and of CG (solid
orange line) following a PFC reference signal (dotted blue line).

The result of the simulations is that in scenario S1, which represents the current
situation, the performance of the BESSs is comparable with that of conventional
power plants. In S2 and S3, which are characterized by faster frequency fluctu-
ations, the regulation provided by BESSs have much more value than CG PFC
service.

VD control strategy

In order to asses the impact of VD strategies, several standard statistical prop-
erties of the frequency signal are used. Note that only the results with ηBESS = 0.8
are shown. The cases with ηBESS = 0.9 provide similar results and thus are here
neglected. In the case of VD strategies, the standard deviation of the frequency
signal has a negligible difference in the order of 10−4 Hz with respect to the FD
strategies. In figure 6.18 we can visualize the frequency signal of selected simula-
tions which show great similarity. As shown in Table 6.9, VD strategies generally
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Figure 6.18: frequency profiles examples with FD and VD strategy (ηBESS = 0.8)
adopted and 200 MW BESS installed.

Table 6.9: relevant parameters of simulations related to the case ηBESS = 0.8.

Sim. Par. V Dhard FD0.35 V Dsoft FD0.4

S1200MW

σ(fre) 0.0239 0.02393 0.02444 0.02443
Skew(fre) -0.1004 -0.0662 -0.0821 -0.722
µ(SOC) 0.57 0.58 0.56 0.54

S1300MW

σ(fre) 0.0223 0.02235 0.02285 0.02286
Skew -0.143 -0.118 -0.122 -0.12
µ(SOC) 0.59 0.61 0.59 0.62

S2200MW

σ(fre) 0.02595 0.02581 0.02655 0.02648
Skew 0.143 0.066 0.0938 0.0722
µ(SOC) 0.63 0.70 0.63 0.69

S2300MW

σ(fre) 0.02349 0.02342 0.02418 0.02416
Skew 0.142 0.04 0.131 0.042
µ(SOC) 0.63 0.66 0.63 0.64

enlarge skewness, creating small asymmetries in the frequency signal. If the initial
skewness is negative, the VD strategies will further lower this value, while the op-
posite is true in case the initial skewness is positive. The difference is bigger in the
case of hard mode with respect to soft mode and when BESS installed capacity
is higher, except for the case S1300MW. In general two compensating effects hap-
pen as BESS capacity increases: on one hand, as SOC diverges from the nominal
SOCave value, the droop fluctuates around Rave. This dynamic is responsible for
creating the asymmetries in the frequency signal and increases its impact as more
BESSs are used. On the other hand, the big BESS capacity makes the frequency
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less variable and closer to the deadband limiting the impact of VD strategies.
For these reasons the differences in the frequency signal remain small in the

order of 10−1 [pu] and the values of skewness are still quite close to 0 and therefore
do not represent a big distortion. Finally, in both scenarios, the kurtosis slightly
increase in the order of 10−3 [pu].

It is therefore clear that little difference exist between VD and FD strategies
even if an important BESS capacity is installed. Both strategies are enough to
guarantee stability in the grid during normal dynamic conditions.
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Figure 6.19: example of droop profiles in S2 with 100 MW of BESS installed and
ηBESS = 0.8.
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Figure 6.20: example of SOC profiles in the S1 scenario with 100 MW of BESS
installed.

133



6 – Impact of BESSs on the Irish System: A Fourier Transform Approach

S1100MW S1200MW S1300MW S2100MW S2200MW S2300MW

0

5

10

15

20

σ
(S
O
C
)
[%

]

FD RBESS = 0.0035 FD RBESS = 0.005 VD soft VD hard

Figure 6.21: index σ(SOC) for various BESS control strategies and capacities with
ηBESS = 0.8.

For what concerns SOC, in Table 6.9 the mean SOC value µ(SOC) of several
simulations is shown. VD strategies, especially for S2, are able to keep the SOC
statistically closer to SOCave with respect to FD strategies. figure 6.20 shows as
an example two profiles related to the different strategies. As can be seen, the
VD strategy is not able to perfectly regulate the SOC, but manages to decrease
its standard deviation with respect to the FD case avoiding too high or too low
charge levels. figure 6.21 shows the SOC standard deviation for all the scenarios
studied in the case ηBESS = 0.8. The decrease in standard deviation is slightly
better in S2 where the alternation between over and under-frequency periods is
faster, therefore the VD strategy changes values often (as shown in figure 6.19),
reaching better performances. The possibility of using a bigger difference between
Rmax and Rmin can further improve the SOC dynamics (e.g. Rmin = 0.002 and
Rmax = 0.008 ), but its effect on the frequency must be carefully evaluated.

Conclusion
In this chapter the Irish grid is simulated in a electric grid dynamic simulator

where the SFRM model approach of the previous chapter could not be used. In or-
der to reproduce a realistic frequency signal, the various grid noises were designed
in such a way that the harmonic content of the signal is similar to the one of the
real data for each six hour period considered. Under normal slow noises their per-
formance is just slightly better than SGs power plants, while they prove much more
efficient in the case of fast frequency deviations. Finally the impact of Variable
Droop strategy on the BESS SoC helps it retain its charge for a longer period of
time while having a negligible impact on the frequency signal
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Chapter 7

Electric Vehicles Studies

Electric vehicles numbers are steadily increasing in last years. EVs connect into
the distribution grid in order to recharge after a road trip. Their presence in the
grid is therefore not constant and can cause problems to the local networks. They
need to be aggregated for market coordination and service provision. Evaluate
their possible impact into the grid performing frequency control is therefore not
straightforward: in section 7.1 we present all the elements which have to be taken
into account in order to properly quantify the EVs potential presenting a scheme
to gather frequency reserves. In section 7.2 and 7.3 we present two case studies
developed to deal with two specific aspects of the presented EV framework. These
steps can be used as a basis to build all the other elements of the problem.

7.1 Motivation and Framework
A great number of studies deals with the provision of frequency reserves from

EVs considering several aspects: for example [202, 80, 90] focus on the EV fre-
quency control strategy impact. Others [42, 79, 181] investigate the economics of
EVs providing frequency services by considering at the same time recharge needs
and availability of the vehicles. Some studies model the presence of distribution
grid constraints due to the energy management of EVs [70, 165], however rarely
consider the possibility of performing frequency control. The problem of evalu-
ating EVs frequency reserves impact can be summarized in figure 7.1. The main
stakeholders are:

Aggregator. It represents a solution to decrease the expected stocasticity in EV
availability. In day ahead and intra-day market, aggregator buys the energy
needed for recharging its fleet and then, in real time, it adjusts the power
schedule by considering the real-behaviour of EVs. Moreover, it needs to
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assure the dispatching of frequency reserves using some form of control (cen-
tralized, distributed etc.) in order to dispatch the available EVs from its
fleet.

TSO. Depending on system needs, frequency reserves are typically set in advance
by TSOs. Participation of resources can be compulsory or managed through
the use of weekly or different time frame auctions. Reserves are required to
be continuously operating and always available at the contracted nominal
quantity.

DSO. It is responsible for the medium and low voltage levels of the grid. In
the case of possible grid congestions, it needs to assure the resolution of
the problems as fast as possible and for this reason it could impose some
restrictions in specific points of the grid.

Not only EVs but also other new resources of the distribution grid (RES sources,
smart buildings, water heaters, distributed storage, etc..) could offer new services
to the grid being able to regulate their load. A stronger coordination between
TSO and DSO should be designed to avoid that new resources destabilize the
distribution grid itself. In [72], new TSO-DSO markets models are presented for
various ancillary services and congestion management. Frequency control repre-
sents a great opportunity for new resources to increase profitability and for the grid
regulators to compensate the loss of controllable power generation, increase effi-
ciency of the market and decrease prices, thanks to the high number of additional
competitors [166]. An example of such coordination is shown in figure 7.2 and de-
scribes a possible market design to offer frequency reserves from resources at the
distribution level. In the figure, it is shown the process to qualify the resources over
a certain specifiable time range: the lower it is (daily or hourly), the better it is for
market efficiency. The new resources offer their power band for frequency control
1, each one possessing a certain level of price elasticity: for example, a smart home
management system could decide to sacrifice some comfort or discharge the home
battery in order to have economic benefits. Other resources, such as EV stations,
have some level of flexibility as well. At the medium and high voltage level, the
various bids coming from all the distribution grids are summed and the DSO, as a
pre-qualification process, could already decide to decrease or discard some of the
offered resources due to grid security issues. The market is cleared and the ac-
cepted bids are communicated back at the MV and LV level, before a new market
period starts. In this period, the winning resources will provide frequency control.

1talking about primary or secondary does not create much differences in the market scheme,
but in the offered prices.
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As described in previous chapters, the worst situation happens when the whole
power band is requested due to a big frequency deviation: in this case local prob-
lems to the distribution networks could emerge such as overvoltages, overcurrents,
branch congestions, etc.. Therefore DSO, after having analyzed the current state
of the grid, could deploy real time safety actions such as reactive compensation,
re-dispatching or prohibit EVs performing PFC from certain positions.

To study the impact of EVs resources performing PFC, a series of intermediate
steps are needed:

Electric vehicles spatio-temporal description. The starting point to evalu-
ate EVs behaviour in large scale scenarios, is to give a realistic description
of their energy requirements taking also into account the spatial spread of
vehicles. Sizes of chargers are increasing in the course of the years (nowa-
days averaging around 22 KW) and therefore can represent a real threat for
distribution systems. In section 7.2 an agent based modelling is constructed
in order to simulate the behaviour of EVs making use of a simulated road
and electric network and the impact on the grid using dumb charging is
evaluated.

Smart charging algorithm. An aggregator of EVs have to optimize the cost of
buying energy from the day ahead market considering the forecast of EVs
needs and, in real time, respect the purchased profile in order to avoid any
unbalance. Different optimization frameworks exist in literature, in section
7.3 a priority based approach is built. Moreover, a specific strategy to take
into account the SOC losses and power band for frequency control needs to
be designed.

DSO real time control. In order to keep the distribution grid stable and secure,
the DSO should check the existence of bottlenecks in the grid in case the
whole power band for frequency control is activated in up or down direction.
If DSO does not have a complete estimation of its own grid, it could make
use of probabilistic load flow to find out problematic points. Different control
actions can be taken to assure the distribution grid stability: changing the
networks layout, deploy reactive power and, in extreme cases, the internal
re-dispatch or stop in the frequency control provision of EVs could be issued.
In this last case, the aggregator should provide frequency reserves using
different EVs.

The first and the second step of the previous list are implemented in the fol-
lowing sections. Next steps are described partly in the previous list and in the
subsection 7.4.2
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Figure 7.1: a scheme of the EVs interaction and stakeholders in the power systems.

Figure 7.2: an example of DSO-TSO coordination for frequency control resources
gathering.
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7.2 First Application: Agent Based Model Ap-
proach

Typically real data data and/or probability distributions functions (for exam-
ple, Gaussian and/or the Lognormal distribution or directly empirical PDF com-
puted from travel diaries ) to decide the travel characteristics are used in works
such as [42, 6, 204]. This approach is the most common and it is able to reproduce
consistent single trips for EV cars, but it cannot model consistent travel schedule
for an EVs, neglecting the expected correlations between travels characteristics
and day schedules. It is also possible to build several archetypal driving patterns
[200] starting from on-field measurements or car diaries. However also in these
cases the trips of EVs are fixed and strictly depend on the location and surveys
used. In order to reach a better description activity based models are used where
the EVs schedule is a consequence of the actions performed by people using cars. A
certain schedule for every EV users is constructed, based on less or more complex
set of rules and relations [108, 117]. In pure transport studies [77, 81] activities
schedules creation is a complex task based on a socio-demographic description of
the population and on a stepwise approach that determines activities based on
different time decisions levels. In this way, every driver makes realistic decisions
for his/her schedule.

In order to built a realistic activity based models, in which EVs users activities
can change and potentially be influenced by other users, we decided to model both
the electric and traffic model grid and use an agent based model framework [111].
Notably only in one paper a tool with such a philosophy was developed ([196]).
However this tool was more concentrated in policy decision and medium-long term
horizon (days to week) more than on daily distribution system operations. Road
and recharge points also assimilated in few equivalent points. Typically an agent
based model is characterized by 5 typologies of components:

Agents a self-contained program capable of controlling the decision making of
each individual, and able to influence or be influenced by the environment.

Environment It represents the space and dimensions where agents move and
interact.

Object populates the environment along with agents.

Relationship links agents and objects.

Operations allows agents to perceive and transform objects.
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Figure 7.3: layer structure of the model.
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Figure 7.4: environment layers details.

7.2.1 Layers modelling
A three layers framework (see figure 7.3) was developed considering the pres-

ence of a time loop routine to keep consistency in the time line. The main agent
is the drivers which makes use of a car, which can be electric or normal. The
agent is characterized by a series of consistent set of parameters which defines its
activity in space and in time. During travels, traffic is created when more agents
need to reach the same destination influencing the time and energy spent in the
travel itself. Finally EVs need to recharged as soon as they reach the destinations,
influencing currents and voltages in the distribution network.

The Environments in which agent interact are actually 3: namely, the electrical
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network, the road network, and the city structure (see figure 7.4). The networks
have a static description in which the topology of the network is represented and
a dynamic part which gathers the possible operations and methods agents and
objects put in place during the day.

Static part

K-means clustering

ELECTRIC NODE CITY NODE ROAD NODE

Quad-tree algorithm

Figure 7.5: main step to create the System environment.

Figure 7.6: parameters referring to the traffic model.

The starting point of our study is the use of two reference distribution system
networks as it is really difficult to obtain real electricity distribution grid models,
it is quite common to use reference ideal network constructed to guarantee realistic
results [66]. The electric grid is composed by electrical nodes and lines character-
ized by a certain resistance and inductance. Electrical loads are under the nodes
of the grid. The nodes characterised by a certain nominal active power P (k)

nom and
reactive power Q(k)

nom which are composed by a sum of residential, commercial, agri-
culture, industrial type of load. Starting from this description, the city layer is

141



7 – Electric Vehicles Studies

built by using k-means (see figure 7.5) clustering to gather the electrical nodes into
a certain number of groups. These new points represent city districts and define
the possible interaction of agents. The city layer represents a mid-layer between
road network and electric network is compulsory and opens the possibility of more
precise sociological and urban descriptions. Finally the road network is obtained
starting from the city districts by building a quadratic graph was around the city
nodes. An algorithm is implemented such that areas with more city nodes will be
surrounded by a bigger number of roads (bigger density of roads), as expected in
a typical city area. Every branch is then described by three parameters referring
to the traffic (see the top diagram in figure 7.6:

• uf [km/h]: average travel speed of the vehicle withou traffic (called free mean
velocity);

• Kc [veh/km]: minimum vehicle density to make the vehicles starting to de-
crease velocity due to traffic;

• Kj [veh/km]: road vehicle density that creates road congestion and stops
the traffic.

The nodes represent the entry/exit points for the vehicles driven by the agents,
and the branches represent the roads of the network.

Dynamic part

The electric grid is solved by means of the Backward-Forward Sweep method
every minute for 1 week. The loads comes from typical power profiles of residential,
industrial and commercial loads. Voltages and currents are computed and can be
compared with permissible values. In fact should remain between 90 and 110 % of
nominal value, while current is limited by temperature. In general, for every branch
of the grid a maximum temperature can be tolerated by the conductor insulation.
The maximum temperature imposes a limit on the maximum current a conductor
can withstand, taking into account the ambient temperature, the joule losses,
and the heat transfer processes. The city layer does not possess (in the present
version) an independent dynamic. It basically serves to construct a consistent road
network. The road network is indeed important, being where the interactions of
agents (making use of the vehicles objects) work towards the creation of the traffic.
The traffic dynamics are modelled following a microscopic traffic pattern method
[112] able to trace the vehicle position at every time step. The goal is to compute
the instantaneous vehicle density q in every road and subsequently the vector ui

for every vehicle i containing all the average speeds of cars (figure 7.6). With these
parameters it is possible to compute the energy consumption of the EV based on
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an aerodynamic model of the vehicle itself taken from [117]. The traffic method
starts from a list of vehicles that enter the road network graph and update the
vehicles position and velocity in every road based on the lines defined in figure 7.6.
The possibility of vehicles finishing their journey entering a new road before the
one-minute time step is also taken into account.

for one week, every agent is characterized by a series of activities. possible ones
are: (i) HOME: agent are at home (ii) WORK: agent is at work (iii) LEISURE:
the agent is outside home to perform some social or spare time activity. (iv) ER-
RAND: the agent is not home for mandatory activity (buying food, pharmacy,
bureaucracy, doctor, etc.) (v) OUT: the agent is outside the city/simulated en-
vironment (for work, holidays, etc.). (vi) ILL: the agent is ill at home (while in
normal conditions should be outside home). The when of these activities depends
on the characteristics of each agent. Manifold characteristics define a unique agent:

NODE HOME. It is the city node/district where the agent lives. The assign-
ment of this node is not random, but is obtained by an extraction from the
Cumulative Distribution Function (CDF) of residential power Pres . So nodes
with higher installed residential power have bigger probability to be chosen
as HOME of the agent.

NODE WORK. This is composed of a principal node, which is the primary
working environment, extracted in the same way as NODE HOME consid-
ering the sum of industrial, commercial, tertiary and agricultural powers of
city nodes (through a sum on electrical nodes). A second node is extracted
to represent a secondary working place which could be used by some agents
in some special days.

WORK TYPE. depending on the node where the driver works, the work sector
is extracted from the cumulative work power installed. Then, by using real
or reasonable statistics, the type of employment is chosen between full time
worker, part time worker, and freelance.

SEDENTARINESS. The nodes where agents go to perform non-working ac-
tions are actually not fixed, and are extracted trip by trip according to a
CDF influenced by three parameters: (a) the distance of the agent from
the surrounding nodes; (b) the level of installed commercial power (for ER-
RANDS), and the tertiary installed power (for LEISURE activities); (c) the
sedentary level of the agent, which is the tendency of performing LEISURE
and ERRANDS activities far outside home. A high level of SEDENTARI-
NESS means that the agent tends to use the car even to reach near places
(from 500 meter to 1.5 km, for shorter paths the agent always goes on foot:
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for longer paths the agent always uses the car) and it will anyway try to
perform activities near home. The sedentary parameter introduces an ex-
ponential condition on the previously computed CDF. FAMILY: this binary
flag [0, 1] indicates if a person has a family or is single, since this greatly in-
fluences agent activities like ERRAND and LEISURE. The activities at this
level, using the first 5 parameters, are divided on an hourly basis. To obtain
sub-hourly and minute division the parameter ACCURACY and DELAY are
used.

EV USER. Every agent is assigned a vehicle object to perform its activities inside
the city. The possibilities are two: private non-electric car, or car-sharing
EV. In the latter case, this means that the driver does not own an EV, but
makes use of whatever electric vehicle is available. The EV car makes uses
of an aerodynamic model to convert the average speed velocity of the power
into energy consumed by the EV.

Normally the agent will start its journey considering the hour at which it should
arrive at destination, subtracting the ideal time of travel (computed without
considering the traffic). The true starting time is computed considering
other two time steps: (a) a first extraction (ACCURACY) from a normal
distribution with expected value of zero and variance 30 minutes to take into
account the possible delay/advance of the agent due to the activity starting
time differing from an hourly schedule, (b) a second component (DELAY)
which add a stochastic delay (positive or negative) due to driver faults.

EVENTS override all the other activities and could last a DAY or a WEEK. In
particular ILL or OUT could be extracted and last one day or one week or
a weekend (in case of OUT for short holidays).

In order to create an agent’s routine, the actions are divided in three categories:
fixed actions, semi-aleatory actions and aleatory actions. Depending mainly on
the type of WORK and FAMILY status, every driver has a certain type of fixed
actions (for example WORK) in predetermined days and hours of the week. Semi-
aleatory actions are instead usually LEISURE or ERRAND activities, for each of
which there is a fixed number of hours for the agents to fulfil, but the choice of
the specific days and time when it is fulfilled depends on random extractions. A
typical example could be the agent with family which two or more times a week
will take the children to school before going to work. Finally, aleatory actions
have to respect some basic constraints (as maximum number of times and hours)
and depend on agent characteristics, but are quite random in nature and give the
agent a more realistic routine. An example to explain the semi-aleatory activities
is shown in table 7.1. These activities provide a list of vehicle trips to perform with
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AFAMILY
EVENT

NODE HOME

NODE WORK

B
SEDENT.
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DELAY

ACCURACY

WORK TYPE

A: list of hourly trips 
B: A + geographical description
C: B + minute resolution 

(a) (b)

Figure 7.7: a scheme summarizing the driver trip creation procedure. (b) Main
temporal loop steps of the simulation.

starting times and trip details (see figure 7.7a for a scheme that summarises the
approach). Finally the system dynamics are simulated. Figure 7.7b shows the main
steps of the tool. In “load variable” the databases and the parameters to define the
simulations are loaded. “Scenario initialisation” deals with initialisation” with the
creation of the vehicle trip lists. “Minimal planning” is a particular initialisation
procedure to choose the number and initial position of EV such that the number is
neither too small nor too big with respect to EV users, and positions are consistent
with the request of the EV users. Finally in “Temporal loop” the dynamics of the
networks are solved.

Table 7.1: acronyms and actions for the agents.

Acronym Meaning Start End Prob. Action
NFWD No Family-Working days 18 20 0.5 ERRANDS
NFWE No Family-Week End 20 23 0.6 LEISURE
WFWD With Family-Working days 18 19 0.4 ERRANDS
WFWE With Family-Week End 10 13 0.45 LEISURE

7.2.2 Case study and results
The electric grid used is the reference network developed by JRC [151]. The

parameters for each road segment were extracted by Gaussian extractions con-
sidering four different typologies of roads (for example backbone roads are bigger
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Figure 7.8: case study road construction.

Table 7.2: acronyms and actions for the agents.

Num. drivers EV users % Road type Power [kW]
1000 10 GOOD 3
5000 30 BAD 6
10000 60 11
20000 13

road with high free mean velocity; on the contrary rural roads are characterized by
low free mean velocities and low quality parameters). The three networks (elec-
trical, city and road) are shown in figure 7.8. To define the type of work of the
agents and their family conditions, and make other reasonable assumptions, data
from the Italian institute of statistics and city municipalities were used [106] 2. A
considerable number of simulations were performed by changing the most mean-
ingful parameters. In these scenarios, the EVs recharge with a dumb strategy,
which means that they are recharged at a fixed power as soon as they connect to
the grid. The parametric analysis is summarised in Table 7.2. GOOD road mean

2Statistiche veicoli (in Italian), http://www.comuni-italiani.it
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higher free mean velocities and better parameters with respect to bad roads. EV
users % represents the percentage of drivers making use of the EV car sharing.
Power refers to the power rate at which EVs are recharged once they reach the
EV car parking (by hypothesis there is always the possibility to park). All the
possible combinations of the parameters were simulated, for a total of 72 simula-
tions (every simulations consists of 7 simulated days). All the simulations were
performed in Matlab® in commercial available Desktop computers. A sample of
the results that can be obtained from the proposed framework is shown below. In
general, the agents tend to live in the city, while particular rural nodes with very
high industrial power attract many workers. Figure 7.9 shows the nodes where
people live and work for the case of 15000 people. Figure 8 shows the cumulative
presence of vehicles in the case of 20000 drivers.
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Figure 7.10: vehicles
presence for one working
day.
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The model is able to grasp the morning and night peak of working days, while
the travels along the day are rather variable, less smooth than expected from
typical traffic curves 3. This suggest that new kind of work types could populate
the model, such as retired or unemployed people, people who uses the car to work
and perform multiple trips a day in not standard hours, and so forth. Moreover a
better use of ACCURACY and DELAY parameters can help smoothing the traffic
curve. The road characteristics influence the time spent by drivers in the grid and
the energy spent by EVs. Figure 7.11 shows the energy discharged by all the EVs
in the whole week. The energy discharged is higher when BAD road characteristics
are used due to bigger traffic problems and more time spent by the drivers on the
road. For what concerns the electric network, Figure 7.12 shows the time-spatial
distribution of voltages (computed as ∆Vi,t = Vi,t −Vnom for every node i and time
step t) for the rural network for one of the days in the case of 20000 people with a
recharge power for EVs of 11 kW. The ∆V is caused both by the loads and the EVs
recharging. By analysing all the time-spatial series coming from the simulations,
it is possible to evaluate that:

• the rural network, due to the resistive nature of the line impedance and less
nominal power, tends to be more affected by EV introduction, both in terms
of voltages and currents even if the presence of EVs is smaller. The semi-
urban network is already characterised by a bigger installed load capacity,
which makes more difficult for EVs to affect the grid. Figure 7.13 shows
the maximum ∆V caused by EVs. With 20000 people and 11 kW used for
recharging, the voltage changes more than 3.5% in the rural network and
slightly less than 1% in the semi- urban network.

• The current in the branches almost reaches the thermal limits in the case
with 20000 drivers, 60% EV adoption in the rural network (figure 7.14) due
to the EV recharging in the morning. In general, EVs could increase the
IBRANCH

Ilim
ratio more than 20% in both grids. Adding more EV users will lead

to violations of the line thermal limits and, in the case of rural networks, can
produce excessively low voltages.

7.3 Second Application: Day Ahead-Real Time
Market Optimization

In this second study a day ahead-real time management system for an aggre-
gator of EVs was deleopped. The aggregator has the possibility to control all the

3Open Mobility data of Turin, http://www.5t.torino.it/open-data.
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chargers where the EVs are connected. EVs are always connected when parked,
thus vehicles are always connected if not traveling. The algorithm will participate
in the Day ahead market making use of EVs use forecasts and optimizing the costs
solving an optimization problem. (the problem will be formulated in order to ac-
tually perform Energy Arbutrage: Evs could also discharge to the grid if this is
convenient). Then in real time a priority based logic will guarantee the respect
of the power profile purchased in the day-ahead to avoid unblance which is fined
in typical power system markets design. This algorithm is used without the need
of formulating an optimization problem. In this way it is possible to manage big
EVs system without the need of heavy computational power and communication
channels. Schematic of the aggregator operation are shown in figure 7.15.

Figure 7.15: schematic of EVs and aggregator Operation. The quantities
u1, u2, . . . , un represent the power exchanged by the EVs.

For this demonstrative example actually , only 3 EVs are used and are al-
ways controllable in whatever chargers they end up stopping their car. Moreover
their travel history and actual travles in simulations comes from car diaries field
measurement. Figure 7.16 shows a flowchart containing the subroutine used to
estimate the future use of a single EV. Without entering in too much detail, the
algorithm order the past travels and for each day of the week identify the statis-
tical mean and the more ordinary days and then applies k-medois clusterizzation
in order to predict the typical number of trips, time needed and the energy cost
of each travel. The most probable departure times are indicated with d̂j,z, with j
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Figure 7.16: EV forecast subroutine algorithm.

Figure 7.17: output of the forecasting subroutine of the EV1 usage profiles.

= 1, ... , l where l represents the number of vehicles and z=1, ..., NumEVj where
NumEVj is the number of the trips of the EVj in the day andˆ is used in order to
identify the variables related to the forecasts. arrival time is indicated by âj,z and
energy consumption by ÊEVj,z . An example of a prediction is shown in figure 7.17.
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7.3.1 Problem formulation
Charger scheduling

Once the next day forecasted behaviors of the EVs are known, it is necessary
to allocate the EVs in the respective chargers. The charger schedule algorithm
provides, basing on the forecasts, a binary state signal ŝi,k which is sent to the
aggregator and indicates if at time slot k, an EV is connected to the charger i, as
defined in below.

ŝi,k =
1, if charger i has an EV connected

0, if charger i has not an EV connected
(7.1)

The charger i in which the EVs are allocated during the day is chosen accord-
ing to the forecasted behaviors in such a way that the charger changes at every
departure time while at the end of the day the single EV returns at the charger
from which it was parked at the beginning of the day. Fig. 7.18 shows an example
of EVs allocation in the chargers. Given that, over the course of the day the single
charger i can charge several EVs, thus a dynamic SoC xi,k associated with the i-th
charger needs to be defined. Firstly, the evolution of the energy stored in the EV
battery is described by the following model:

Figure 7.18: forecasted EVs allocation in the chargers during a day. Different
colors correspond to different electric vehicles.

ŜOCj,k+1 =


ŜOCj,k + ∆t · ui,k, if EVj is connected in i
ŜOCj,k − ÊEVj,k, if k = d̂j,z h
ŜOCj,k, else

(7.2)
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In Equation 7.2, ∆t is the sampling time; ŜOCj,k is the accumulated energy in
the EVj battery through integration of the power ui,k delivered from the charger
i where the vehicle j is connected; EEVj,z is the forecasted consumed energy per
trip and subtracted when the EVj leaves the charger i; Therefore, the forecasted
charger State of charge x̂i,k assumes the SoC of the relative connected EV during
the charging/discharging operations (ŝi,k = 1) while 0 if no car is plugged. The
forecasted x̂i,k is mathematically defined as in equation below:

x̂i,k+1 =


x̂i,k + ∆t · ui,k, if ŝi,k = 1 ∨ âj,z < k < d̂j,z

ŜOCj,k, if ŝi,k = 1, ∨k = âj,z

0̂, if ŝi,k = 0, ∨k = d̂j,z

(7.3)

Finally, in order to guarantee that each vehicle will leave the charging station
with a sufficiently high SoC to allow the performance of the next forecasted travel,
the minimum departure ŜOCj,dj,z is defined in equation below, where SoCmin rep-
resents a minimum security level, and a tolerance SoC percentage ∆SoC.

ŜOCj,dj,z = SoCmin + EEVj,z + ∆SoC. (7.4)

Day ahead optimization based on the forecasts

The day ahead strategy evaluates the injected power ui, k at any time k for
each charger i based on the forecasted EVs behaviors. Hence, optimality here refers
to minimize the station operation costs guaranteeing at least the minimum SoC
defined by the forecast of the next trip in equation 7.4. Then, the aggregator solves
the following energy arbitrage optimal problem to obtain the charging profile:

min
u∗

∆t
NØ

k=1
(Ck ·

nØ
i=1

ui,k (7.5a)

s.t. Equ.7.3, (7.5b)
0 ≤ ui,k ≤ ˆsi,k · ui,max if ˆSoCj,k ≤ SoCmin, (7.5c)

− ˆsi,k · ui,max ≤ ui,k ≤ hatsi,k · ui,max if ˆSoCj,k ≥ SoCmin, (7.5d)
0 ≤ xi,k ≤ xi,max, (7.5e)

ˆSoCi,dj,i
≤ xi,dj,z ≤ xi,max, (7.5f)

∀k = 1, ..., N ; ∀i = 1, ..., n;∀j = 1, ..., l; ∀z = 1, ..., NumEVj , (7.5g)

where,xi,k are the state variables corresponding to the charger SoC and ui,k are
the manipulated variables corresponding to delivered power profile. Finally, Ck

are the energy prices per time step k and are assumed known. Moreover, ui,max
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depends on the maximum power that the charger can deliver and the EV can
accept. The output of the optimization are the optimized powers ui,k over the day
from each charger i. However, in order to participate at the day-ahead market the
aggregator needs to provide its total power profile. Therefore, the optimized day
ahead profile Pda,k , is defined as follow:

Pda,k =
nØ

i=1
uõ

i,k. (7.6)

Real time Logic

The real time functioning is operated by a priority-based logic which finally
applies the effective charging/ discharging profile to each charger. This logic aims
to apply the optimized day-ahead profile by splitting the Pda,k among the different
chargers on the base of a defined Priority Index (PIi,k ). The Priority Index,
is a value, between 0 and 1, which represent the portion of the Pda,k that must
be charged by the charger i according to the forecasted charging urgency of the
connected vehicle j. It follows that the inverse of PIi,k represents the discharging
availability of each vehicle j as explicated in (7.7) Equation below and it is used
in order to define EVs discharging status when aggregators is selling energy to the
grid. The PIi,k , in (7.8), is obtained as the mean between other two indexes: the
SoC Priority Index SPIi,k and the Departure Priority Index DPIi,k. The SPIi,k
represents the charging urgency of the vehicle j with respect to its departure energy
needs. It is defined in (7.9), as the ratio between the forecasted departure SoC
of the vehicle j connected in i at the time step k(SoCj,d), and the sum in j of the
forecasted departure state of charge of the other vehicles. In a similar way DPIi,k
is defined in (7.10). This index aims to identify the charging urgency on the base
of the next departure time of the vehicle j.

ui,k =
Pda,k · PIi,k, if Pda,k > 0

Pda,k · 1
P Ii,k

, if Pda,k ≤ 0
(7.7)

PIi,k = mean(DPIi,k; SPIi,k), (7.8)

SPIi,k =


ˆSoCj,dj,zqn

j=1
ˆSoCj,dj,z

, if EVj in i at k

0, else
(7.9)

DPIi,k =


ˆ1/dj,z

1/
qn

j=1
ˆdj,z

, if EVj in i at k

0, else
(7.10)

∀k = 1, ..., N ;∀i = 1, ..., n; ∀j = 1, ..., l; ∀z = 1, ..., NumEVj . (7.11)
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This strategy only divides the available power bought at the day ahead between
the cars present in real time. However, if the forecasts are close to the actual EVs
behavior, this control will be able to recharge the cars at the right point in order
to reach the needed actual SoC for the next trip (SoCj,dj,z ).

7.3.2 Case study and results

Figure 7.19: EVs usage scenarios: actual (blue) and forecasts (red).

Figure 7.20: EVs allocation and chargers SoC evolution during the day
.

The proposed methodology is tested on a simple case study with three EVs.
The EV historical data have been selected through a clusterization analysis among
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Figure 7.21: Charging, Discharging and Balancing market potential over the day
of the simulation for the three EVs.

a database composed of 215 EV real usage behaviors available in 4 and covering
three years of recording (2013-2015). As a result, EV1, EV2 and EV3 are different
and well represent three typical electric vehicle usage profiles. In particular, EV1
represent the highest energy consuming and contemporarily the most systematic
usage profile. On the other hand, EV3 represents the lowest energy consumption
and contemporarily the most variable usage profile. EV2, represents a medium
behavior. Figure 7.19, shows EV1, EV2 and EV3 usage profiles and the respective
forecasts. According to the analysis conducted in [74], the chosen battery capacity
of each vehicle is 40 kWh, and the considered initial state of charge is assumed
to be 30%. The energy prices refer to the December 13th, 2017 Italian market,
chosen because it registers the highest prices mean value and contemporarily the
highest standard deviation compared to the other days of the year 5.

Since the energy requested from each EV during a day is a marginal part of
its installed battery capacity, the power profile that minimizes the cost function
(7.5a, makes use of only a small part of the total available battery capacity for
the aggregator. Furthermore, under the assumption that the cars are connected
to the same aggregator when not traveling, there is no time period where no car
is connected. From the above, it follows that the optimized power profile bought
at day-ahead market Pda,k, results perfectly respected in the real-time operation,
thus avoiding any liability to the network. Moreover, in the examined case study,
the proposed methodology was always able to guarantee the mobility needs of
each EV users. Fig. 7.20, provide an entire overview of the system operation of

4My Electric Avenue Data, 2015. [Online]. Available: http://myelectriavenue.info/
5GME (Gestore Mercati energetici), Italian Market Operator: https://www.mercatoelettrico-

.org/En/Default.aspx
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the elapsed day operated by the real time logic. In particular, is shown the SoC
evolution of the three EVs while it is highlighted the departure State of Charge

ˆSoCj,dj,z
, that guarantee the actual EVs trips. For sake of clarity, SoCj,dj,z

, is
calculated similarly to equation 7.4 by using the actual consumed energy per trip
EEVj,z

. From figure 7.20, it can be seen that the state of charge of the EVs at
the departure times is always higher than the SoCj,dj,z

. Table I lists the cost due
to the total energy bought from the aggregator to satisfy the mobility needs of its
clients and the revenues due to the V2G operations. Moreover, in order to provide
the effect of the forecasts and investigate the full potential of the methodology,
Table I, shows the costs obtained in the case of exact predictions. The results
highlight a cost saving for the aggregator close to 60%. Note that, the deviations
in savings between solutions with exact and forecasted EVs information, is just 3%.
This suggests that the single EV forecasts errors can be easily mitigated thanks
to the EVs aggregated behavior.

7.4 Next steps of the framework

7.4.1 From an Agent based model to a frequency impact
evaluation

The models presented in section 7.2 can be further improved in order to increase
their realism. In particular:

• New agents and actions can be introduced considering detailed socio-demographic
descriptions based on activity based models [99].

• The models parameters can be set with the goal of obtaining a traffic load
curve which is similar to real data from different cities in order to represent a
variety of realistic situations and scenarios. Model setting can be lengthy as
the number of parameters increase with the number of agents in the network,
for this reason an optimization approach could be built based on heuristic
optimization techniques. Different typologies of cities could be modelled also
considering different distribution network parameters.

• A smart charging algorithm can be implemented in order to replace the dumb
charging proposed before. Rigorously we could apply the techniques devel-
oped in previous section to our case (see also next section for further details).
While this is surely the most correct approach, it can be computational heavy
in the case of simulations with thousands or dozens of thousands of agents.
A real time smart charging algorithm based on the concept of laxity [130]
and energy price levels can be considered a realistic approach [194, 204].
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Laxity is defined as "a measure for the flexibility (or urgency) in charging of
an EV". the laxity of EV i is computed as:

LXi(t) = Tf − Enomi
· (SOCi(tf ) − SOCi(t))

Pmaxi

(7.12)

where Tf is the forecasted time of departure and SOCi(tf ) is desired SOC
at departure. Laxity is equivalent to the remaining time minus the mini-
mum remaining time needed to fully charge an EV at the maximum rate.
An EVs aggregator charging algorithm based on this index will share the
available power (as optimized by considering day ahead prices) prioritizing
the lowest laxity vehicles. Uncertainty in forecasting could be dealt by using
stochastic optimization approaches. Over this charging strategy the possible
distribution network bottlenecks can be evaluated.

• Finally based on the simulations results, equivalent model of EVs can be build
considering the time profiles of EV availability and maximum power that
can be used for frequency control (as limited by distribution grid capacity
and recharging considerations). These equivalent EVs can be integrated in
the SFRM model developed in previous chapters for explicit time domain
computations or in order to study how much capacity in time can be provided
by EVs for frequency control and what’s their impact on the power system
frequency.

7.4.2 Integrating frequency control into Priority based logic
As seen in previous chapters, especially in the fifth and sixth, typical SOC

profiles of BESSs during PFC vary according to the day considered and they are
composed by three parts: inefficiency, intraday oscillations and mean part. This
information needs to be integrated in the EVs control logic. Here I list some initial
hints on how this can happen and how the control algorithm can still be improved:

• Use a ∆SoC tolerance. In order to assure participation in frequency control,
a certain amount of SoC margin both in charge and in discharge could be
kept. This ∆SoC could be set to a mid point between SoCmin and SoCmax,
while, as for now, to minimize costs, the aggregator makes EVs work at the
lowest possible SoC, leaving space to charge but not enough to discharge
(see figure 7.21). A better study of the three SOC components based on
their forecastability can generate even additional ways to cope with the SoC
dynamics.
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• Integrate intraday market. Participation in this market is useful in order to
adjust the SoC of EVs during the day. The current status of EVs average
SoC, DPI and SPI indexes can be used to predict how much energy should
be purchased or sold. The more the forecast are good the more is possible to
better optimize. The three indexes could be unified exploiting the concept of
laxity introduced before. The laxity of single EVs, of charging stations and
even of the total Evs populations give a strong index of how much flexibility
is possible for the Aggregator to use.

• Distributed control. With a high number of EVs, more robusteness in the
control can be gained by passing from a total centralized control in which
forecasts, day ahead and real time control signals are sent from a central unit
to each EVs, to a distributed framework [62]. In such a case, the central unit
sends orders to charging stations (composed by n chargers i) which in turn,
depending on real time conditions, dispatch EVs. Forecasts and relevant
indexes (average SOC, SPI, DPI, Laxity) can be reformulated at the charging
stations level and exchanged between the local and central control unit. This
control retains less communications and computational requirements and it
is preferable in the case of high numbers and geographical spread of EVs.

Conclusion
In this chapter a framework to study the electric vehicles in the grid is pre-

sented. In section 7.2 the stochastic spatio-temporal presence of electrical vehicles
is simulated starting from the behaviour of single agents. This framework is able
to capture the mains dynamics of vehicles presence in the road-electric network
and correctly assess the impact in the grid. On the other hand in 7.3 a strategy
for an EVs aggregator is developed to minimize its cost of recharging the vehicles.
The strategy works by dividing the available power between the EVs during the day.
Finally in section 7.4 a detailed view on the methodologies and the simulations still
needed to evaluate EVs potential is provided.
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Following the chapters order, we may recap the following key points:

• Europe is the most ambitious continent for what concern de-carbonizzation,
aiming to reach substantial zero GHG emissions within 2050. Although many
efforts are being done, there is still a significant mismatch between our goal
and our current direction.

• Converters are going to replace Synchronous Generators due to the increase
of RESs and new resources into the grid. System stability can be jeopardized
by this change. In particular, Frequency stability depends on the inertia and
reserves provided by conventional generation plants. BESS are already being
used in order to fulfill fast frequency services in addition to other uses.

• Three categories of studies about BESS performance performing fast fre-
quency control can be conceptualized after a critical review of the literature.
Open loop studies are concerned with BESS economics and SoC manage-
ment. Researchers try to optimize SoC by exploiting variable droop strate-
gies or activating slower resources. More complex attempts make use of
multi-units aggregation or BESS participation to multiple services in order
to maximize BESS profits. Every solution must be designed taking into ac-
count the country specific market rules. The battery model and the degrada-
tion process have a great influence on the results. An interesting opportunity
for further research could be to devise experimental methodologies in order
to recreate empirical models which are able to describe accurately BESS
dynamics and degradation maintaining at the same time maintain low com-
putational complexity. The second group is about the impact of BESS after
a contingency. The current researches substantially agree in the fact that
Rocof control from BESSs can actually work as a substitute for physical
inertia, even considering the presence delays and the Phase Locked Loop
measurements systems. Hardware in the loop experiments and field tests
could add more insights on this issue and in the possible problems arising in
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digital controllers performing Rocof control. Voltage Source Converter set-
up should also be considered essential for a future converter dominated grid.
Distributed control with converter sharing frequency or other control signals
is an interesting opportunity which still needs a better focus to evaluate the
possibility of gaining more stability for the grid. Finally the last group deals
with the impact of BESS during normal operations. A substantial absence
of clear and systematic methodologies to reproduce typical frequency vari-
ations in the grid was identified. The develop of such a method could help
us to evaluate the performance of BESSs and the impact of Variable Droop
Strategy or more complex frequency controls on the frequency signal itself.

• In chapter 4 the impact of Rocof and fast PFC by BESSs were assessed.
The simulation of the Sardinian Island and the parametric analysis on the
two area system showed us how RoCof is useful in smoothing the frequency
signal after a contingency, even in the presence of small delays. The per-
formed simulations help us to understand the minimal levels of inertia and
reserves to assure that frequency dynamics to be acceptable (especially for
what concerns initial RoCof and fnadir). The BESS intervention was dimen-
sioned according to the saturation point of typical Synchronous generators
in order to design comparable services. In the Sardian system a 40-50 %
decrease in inertia can cause frequency problems, besides 100 MW of BESSs
are more than enough to guarantee good frequency dynamics. Best strategy
is to reserve half of the band for RoCof and half for PFC.

• From the simulations in chapter 5, many hints and results can be extracted.
By reproducing a real frequency signal in a SFRM it is in fact possible to
appreciate that Rocof control has a very small impact under normal grid con-
ditions and that PFC of BESSs is almost comparable to CGs impact. This is
due to the slow nature of deterministic frequency deviations which represent
the most part of the frequency signal. In the case of Sardinian power system
Secondary frequency control has even much more impact than primary itself
for the same reasons. Moreover, during a contingency Rocof control and
PFC are almost complementary with RoCof control being requested within
the first 1-2 seconds and PFC being requested slightly after. This suggests
that instead of dividing the power bands between the two control channels,
the best approach would be to use at the same time the two services with
the full bands: during a contingency a double full band will guarantee the
best frequency control, while during normal operations RoCof band will be
almost no used and it will leave space for PFC.
The SoC profile of BESSs was investigated during the provision of PFC. This
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leads to discover that inefficiencies account much less with respect to intra-
day swings and SoC decrease or increase, due to the average of the frequency
signal. This analysis gives important hints to the best strategy to be devised
for better SoC management. By simplifying the converter dynamics with a
power balance over the DC link and using a fast pole to account for converter
delays, we can make use of a BESS complete electrical equivalent model
together with a computational light SFRM model. Finally few indexes are
introduced in order to detect jumps in the Irish frequency signal used for the
simulations. Jumps will be then analyzed in order to compute and record
their frequency range, duration and estimated load mismatch. The starting
hypothesis is that jumps are created by TSOs activated reserves and their
objective is to re-establish frequency under a certain range. This process is
part of the frequency deterministic deviations phenomena.

• In chapter 6, another methodology to create a realistic frequency signal is
used in which the goal is to reproduce the average harmonic content of real
data. These data are characterized by similar harmonic content in the dif-
ferent days, so that their average behaviour is realistic and can function as
a standardized test case. It was also possible to estimate the deterministic
and stochastic frequency deviations proportions in the simulated frequency
signal. As expected they are about 85 % to 15 % for deterministic slow
deviations. BESS PFC efficacy was compared with conventional generation
and results just slightly better than fast conventional resources, due to the
slow nature of frequency oscillations. In the case of faster frequency dynam-
ics scenarios, BESSs would have much more efficacy. Finally it was possible
to simulate the impact of Variable Droop Strategy on the frequency sig-
nal. While SoC standard deviation has an appreciable standard deviation
decrease (around 6-8 %), the frequency signal remains substantially equal.

• In chapter 7 a complete framework is presented in order to correctly model
the impact of EVs in frequency control. An agent based model was developed
to create vast scale scenarios simulations with thousand of EVs interacting in
road and electric networks. A dumb charging was used to asses the impact of
EVs. The impact is not negligible and depends on the R-X ratio of the lines.
Voltage changes are up to 3.5% and current in the branches can increase
even up to 20 %. This example justify the need for an explicit Distribution
System description when evaluating the potential of EVs for frequency con-
trol. Bottlenecks at the distribution level can effectively prevent PFC from
EVs. A smart strategy for EVs control was presented in the second part
considering day ahead energy optimization with real time balancing from
the EVs Aggregators. This strategy can be enhanced considering frequency
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control.

Many possibilities are left as future works. For electric vehicles main steps and
ideas to continue the research have been already presented in Chapter 7. For the
sake of brevity I add just a single idea for what concerns BESSs frequency control.
By using the frequency recorded data from European Continental system and the
frequency reserves data published by ENTSO-E, it could be possible to enhance
the model built in Chapter 5 as a Two Area system (Italy and the rest of Europe)
similarly to the one proposed in Chapter 4. European system, contrarily to the
Irish one, posses secondary and tertiary frequency control. It could be interesting
to quantify the BESSs distortion effects in a real electric system due to Variable
droop strategy considering also the presence of secondary frequency control and
the effects on a Two Area system. With respect to Chapter 6 more than one initial
SoC for the various BESSs systems can be considered in the same simulation. For
example 10 different values could be chosen to consider all the possible situations
that can happen during real operations of the power systems. Rainflow counting
can be also used to better evaluate battery degradation.
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