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Summary  

The aims of this PhD work were 1) to improve the performance of time and 
frequency transfer using upgraded GNSS PPP algorithms, and 2) to enable the 
real-time detection of GNSS satellite clock frequency anomalies for positioning 
and timing applications.  

PPP is a state-of-the-art GNSS technique for precise time and frequency 
transfer, and its time solution has a statistical uncertainty of 100 ps over one day. 
In recent years, this classic PPP technique has shown some limitations when used 
to compare atomic clocks of the highest quality. The main limiting factor of PPP 
time transfer is the time discontinuity at the boundary of the computation batch, 
which could be more than 1 ns in extreme cases. During the PhD work, the 
Atomium PPP, which was originally developed by the Observatoire royal de 
Belgique, has been upgraded in order to improve its performance on time and 
frequency transfer. In the first part of the dissertation, three main updates to the 
current Atomium PPP are introduced: 1. adding Galileo signals to the PPP 
computation; 2. adding a constraint to the receiver clock; 3. new PPP algorithms 
with integer ambiguity resolution. The experiments carried out demonstrate that 
the Galileo + GPS PPP improves the short-term stability of the time transfer (in 
general by 20%-10% from 5 min to 2.5 hours interval) in the daily batch; the 
constrained PPP can be used to measure the H-maser with very good short-term 
stability, while it also shows its advantages in providing continuous time solution 
and retrieving clock measurements in extremely noisy environments; the integer 
ambiguity PPP shows improved time transfer frequency stabilities at mid and 
long-term (reaching 10-16 at 2 to 10 days averaging), and it also provides more 
accurate frequency transfer with monthly frequency offset within ±2 ∙ 10 . 

The second part of the work focuses on developing the methods for producing 
real-time GNSS satellite clock frequency measurements, which are used for 
frequency anomaly detection. It has been reported in the experiment that a 



 
 

frequency jump of size 7.5 ∙ 10  in a GNSS satellite clock could cause 
accumulated errors of some meters to the calculated position or tens of ns 
divergence in the time solution if it is not detected within several hours. Current 
studies into these satellite clock frequency jump detections are based on post-
processed measurements, which can not be used for real-time applications. The 
new method that we propose in this work can provide the frequency 
measurements of the GPS and Galileo satellite clocks in real-time using the carrier 
phase observations from a global ground station network. The test results show 
that the precision of the frequency measurements obtained by the new method is 
comparable to the post-processed measurements, and that a satellite clock 
frequency jump as small as 5 × 10-13 could be detected within 30 min by the 
frequency jump detector using the related frequency measurements. In addition, in 
order to keep the measurement redundancy and to double check the detected 
jump, alternative methods are also proposed to provide the same kind of real-time 
frequency measurements. 

Furthermore, it is currently in progress the integration of all the software 
developed into the DEMETRA project, which is a European project designed to 
provide time services to the specific users. The DEMETRA time monitoring 
service has been providing improved daily time solutions with the upgraded 
Atomium PPP software, while the GPS + Galileo PPP will soon be used instead of 
the GPS-only PPP to provide an hourly solution. The function of the real-time 
GNSS satellite clock frequency anomaly detections will be added to the 
DEMETRA time integrity service in future work. 
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Chapter 1 

Time and GNSS 

1.1 Time and frequency metrology 

1.1.1 Definition 

Time is a physical quantity, and its measurement unit is one of the seven 
which form the International System of Units (SI), which was first defined by the 
11th General Conference on Weights and Measures (CGPM) [1]. The most recent 
revision of the SI was made during the 26th CGPM in 2018 [2], and the new SI 
came into effect on 20 May 2019 (World Metrology Day). To facilitate 
measurements of time, the standard unit of time interval was also defined by the 
CGPM. The current definition of the SI unit of time is [2]: 

The second, symbol s, is the SI unit of time. It is defined by taking the fixed 
numerical value of the caesium frequency ∆𝜈 , the unperturbed ground-state 
hyperfine transition frequency of the caesium 133 atom, to be 9 192 631 770 when 
expressed in the unit Hz, which is equal to s−1. 

In this definition, the hyperfine transition frequency of Cs (∆𝜈 ) is fixed to a 
constant value of 9 192 631 770, with the unit Hz. A simpler explanation of this 
definition is that the duration of one second is equal to 9 192 631 770 periods of 
the radiation corresponding to the transition between the two hyperfine levels of 
the unperturbed ground-state of the caesium 133 atom [3]. 

1.1.2 Timekeeping 

To measure the flow of time, a device that can produce a periodic signal at a 
constant rate (in other words, signal of certain frequency) is needed, and this 
device is called an oscillator. To construct a clock with an oscillator, a counter is 
added to record the periodic signal in the oscillator and convert it into the time 
information. For example, when a pendulum in a mechanical clock swings 
forward and back, 1 second is recorded. Furthermore, this pendulum clock offers 
a practical method of the realization of second. 
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1.1.2.1 Realization of second 

As they are the most accurate time and frequency standards, atomic clocks are 
currently the first choice for time laboratories/metrology institutes to realize the 
definition of second. Among them, the primary frequency standards are the best 
realization of the SI second, although they are only operated in a few laboratories, 
for example, the caesium fountain ITCsF2 at the Istituto Nazionale di Ricerca 
Metrologica (INRIM) in Italy [4]. The accuracy of the best primary frequency 
standards can reach a few parts in 10-16 [3].  Besides the primary frequency 
standards, secondary representations of the second (SRS) were also proposed by 
the Consultative Committee for Time and Frequency (CCTF) of the CGPM in 
2001 [5], based on the transition frequencies of other atoms [6]. The 
recommended values of the standard frequencies for the SRS are listed on the 
website of the Bureau International des Poids et Mesures (BIPM) [7]. In fact, the 
most advanced optical frequency standards, which are secondary frequency 
standards, have even higher accuracy than the current primary standards [8], being 
able to reach almost 10-18 [9], which may lead to a new definition of the second in 
the future. 

1.1.2.2 International reference time scale 

Coordinated Universal Time (UTC) is an international reference time scale 
that is generated at the BIPM, and it is based on International Atomic Time (TAI).  
TAI is generated in two steps: first, a weighted average of the measurements from 
more than 400 atomic clocks in about 80 time laboratories worldwide is 
calculated; Secondly, the frequency of the results from the first step is steered by 
the primary standards to let TAI realize the SI second as closely as possible.  

TAI is a continuous time scale that is not distributed for public usage, while 
UTC is a global distributed time standard that is commonly used by the public. 
UTC keeps the same frequency as TAI, but it differs from TAI by an integer 
number of seconds. These integral seconds (called leap seconds) are applied to 
ensure that the UTC agrees with the UT1 (the astronomical time scale defined by 
the rotation of the Earth) within 0.9s. Due to the decrease of the rotation rate of 
the earth, the number of leap seconds is still increasing. On average, leap seconds 
have been inserted at a rate of once every 2-3 years since 1972, when they were 
introduced, and the insertion is decided by the International Earth Rotation and 
Reference Systems Service (IERS). By 2019, the difference between UTC and 
TAI has been increased to 37 seconds. 

It should be noted that UTC is not a real-time distributed time scale. Most of 
the national metrology institutes or time laboratories keep steering their own 
atomic clocks using the monthly UTC dissemination report (circular T) from the 
BIPM to generate their own real-time local realization of UTC, which is called 
UTC(k) for laboratory k. For example, UTC(IT), which is the Italian national time 
standard, is generated at INRIM in Italy. It is recommended to maintain these 
local realizations within ±100 ns of UTC [10], while in practice the best 
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laboratories can keep these offsets to tens of ns. In Figure 1-1, the behaviour of 
UTC(IT) with respect to UTC is recorded for the period from April to August in 
2019 with the data taken from the BIPM circular T [11].  

 

 

Figure 1- 1. UTC(IT) compared to UTC 

1.1.3 Time and frequency measurement 

To carry out any time and frequency measurement on the source under test, a 
higher quality reference is always needed. The details of the processes are 
introduced in the next sections. In this dissertation, the source under test could be 
any device (for example, a clock), any time scale and any medium/method that is 
used to transmit time and frequency information. Time and frequency 
measurements are closely related, since the signal frequency can be known by 
counting the number of cycles in one second. The time measurement quantity is 
usually the time offset (also called time deviation) compared to the reference, 
while the measured quantity for the frequency is normally the frequency offset 
(also called frequency deviation), and their relationships can be expressed as 

f =
∆

(1)

where 𝑓 is the frequency deviation, and ∆𝑡 is the change of time deviation over 
the measurement period 𝑇. The unit of time deviation is the second, while the 
frequency deviation is dimensionless. It is known from equation (1) that the 
frequency measurements can be obtained from the corresponding time 
measurements; however, from the frequency measurements only the relative 
change of the time deviation can be retrieved, and the initial value of the time 
measurements is lost.   

Time and frequency measurements can be made by instruments such as time 
interval or frequency counters in the local laboratories, while for remote time and 
frequency measurement, techniques called time and frequency transfer are 
needed. More details of time and frequency transfer can be found in section 1.3. 
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Moreover, the following two features are those mainly used to describe the 
quality of the aforementioned time and frequency measurements:   

Accuracy: the degree of the correctness of the measurements according to the 
real values.  

Stability: the degree of the similarity of the measurements within a given time 
interval. 

  The accuracy describes how “correct” the time/frequency of the source or 
the method itself to transmit the time/frequency is, while the stability indicates 
how “stable” the quantity is. A classic example that shows the relationship 
between the accuracy and the stability in frequency measurements is given in 
Figure 1-2 [12]. 

 

 

Figure 1- 2. An example of accuracy and stability in frequency measurements  

Traditional stability analysis with standard deviation is not suitable for time 
and frequency measurements in some situations, since the data from the atomic 
frequency standard is normally nonstationary, which means the standard deviation 
and mean of the measurements will never converge as more data are added [13].  
For stability analysis in the time and frequency domain, another tool called Allan 
Variance (AVAR) is introduced, together with its square root Allan Deviation 
(ADEV) [14]. AVAR indicates the stability of clocks at each observation time 
interval: the smaller the value of AVAR or ADEV at an observation time interval, 
the better the corresponding stability. The slope of the ADEV can be used to 
identify the dominating noise type of a clock at a certain time interval. An 
example of a plotted ADEV is given in Figure 1-3, which is taken from [13]. 

From the ADEV plot, we can also obtain further important information, 
namely how long we need to average the data to reduce the noise (which could be 
from the measurement or the reference) and meet the required measurement 
precision.  

Good quality atomic clocks and accurate time and frequency measurements 
give the opportunity to improve many industrial or scientific applications, which 
include the Global Navigation Satellite System (GNSS). The principle of the 
GNSS and how time plays as a vital role in the whole system is introduced in the 
next section. 
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Figure 1- 3. An example of ADEV (with the notation 𝜎 (τ)) 

 

1.2 GNSS 

A satellite navigation system generally refers to a system with a constellation 
of satellites, which transmit signals from space that could be used by the users on 
or near ground for the Positioning, Navigation and Timing services (PNT). GNSS 
is a generic term for all the satellite navigation systems with global coverage, it 
includes USA’s Global Positioning System (GPS), Russian’s Global Navigation 
Satellite system (GLONASS), Europe’s Galileo and China’s BeiDou Navigation 
Satellite System, among which the GPS and GLONASS have been fully 
operational for many years, while the Galileo and BeiDou will have their full 
constellations in the very near future (The last BeiDou satellite has been 
successfully launched on 23 June 2020). 

Additionally, there are currently two regional navigation satellite systems in 
operation, they are Japan’s Quasi-Zenith Satellite System (QZSS) and India’s 
Navigation with Indian Constellation (NavIC). These reginal systems provide 
GNSS-like and/or additional services to the users within a limited area. For 
example, the four-satellite constellation QZSS (will be increased to seven 
satellites) has been operated since 2018 to provide improved PNT services to the 
users in the Asia-Oceania regions by transmitting the extra GPS-compatible 
signals, meanwhile it provides additional services such as the GPS augmentation 
service and the Public Regulated Service (PRS) [15][16]. 

1.2.1 GNSS signals 

On modernized GNSS satellites, signals are transmitted on three carrier 
frequency in the L band. Figure 1-4, which is taken from the ESA GNSS book 
[17], summarises the allocation of the GNSS frequency bands. 
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Figure 1- 4. the distribution of the GNSS bands 

There are three main components in the GNSS satellite signals: carrier, PRN 
code and navigation message. Carrier is a sinusoidal microwave at a given 
frequency; PRN code is a “pseudo-random noise” sequence, which is unique for 
each satellite, this sequence can be used for a GNSS receiver to identify a satellite, 
and estimate the travelling time of the GNSS signal from the satellite to the 
receiver; navigation message includes important information for the user 
positioning, such as satellite ephemeris (satellite position) and satellite clock 
offset with respect to the system time, and it also includes other information like 
prediction of UTC, satellite health status and so on.  

The legacy GPS signals are on the L1 and L2 channels, with two types of 
PRN codes: Coarse/Acquisition (C/A) code and Precision (P) code. The C/A code 
is only modulated on L1, which is a civilian code for the standard positioning 
services, while the signal with the P code can be used for more precise 
positioning, but it only serves military or authorized users. The encrypted P code 
is called P(Y) code. The Galileo E6 band is dedicated for the Public Regulated 
Service (PRS) and Commercial Service (CS), while the E1 and E5 signals are 
freely available for the Open Service (OS). The Galileo E5 signal employs the 
Alternate Binary Offset Carrier (AltBOC) modulation to form a large-bandwidth 
signal, which could mitigate the multipath and tracking noise in the solution [17]. 
The E5 signals can be further divided into two signals E5a and E5b, both of the 
signals can be used independently for positioning and timing. GLONASS and 
BeiDou have their own signal structures, all the details could be found in their 
Interface Control Documents [18][19]. 

1.2.2 GNSS positioning and timing  

All GNSS satellites are equipped with atomic clocks of high quality to 
provide precise time tag for their transmitted signals, such as the rubidium or 
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caesium atomic clocks on the GPS satellites [20] and the passive hydrogen maser 
(H-maser) master clocks on the Galileo satellites [21].  

The fundamental GNSS observables are the GNSS signal travelling time (∆t) 
from a satellite to a receiver and the estimated satellite-receiver range (ρ), which 
can be expressed as ρ = ∆t × (speed of light). This signal travelling time ∆t is 
estimated in the receiver by looking at the shifted time after the peak of the 
autocorrelation between the received PRN code from the satellite and its local 
replica of the same code is reached [22]. Since the received code and its local 
replica are driven by the satellite clock and receiver clock separately, this satellite-
receiver range can be further expressed as ρ = (Tr – Tt) × (speed of light), where: 
Tr is the signal receiving time, measured by the receiver clock; and Tt is the signal 
transmitting time, measured by the satellite clock. Normally the receiver clock 
and the satellite clock are not synchronized; moreover, the signal suffers from 
additional delays and noises when it passes through the atmosphere and the 
instrument hardware. Therefore, the estimated ρ is a sum of the true range, the 
synchronization errors between the satellite and receiver clocks, the atmosphere 
delays and other noises, and thus this range ρ is called the pseudorange. 

By receiving GNSS signals, the position of the satellite and the 
synchronization errors of the satellite clock referring to their system time (for 
example, GPS system time for GPS satellites) can be calculated from the received 
navigation message. Thus, in each equation built from a single observable ρ of 
one satellite, there are four unknowns: the receiver three-dimensional position 
(x,y,z) and the receiver clock offset with respect to the GNSS system time. In 
order to solve the GNSS equations and calculate the four unknowns 
simultaneously, at least four independent observables from four different satellites 
are needed at a single epoch in a single GNSS system.  

Besides the GNSS measurements using the PRN code (hereafter called code 
measurements), the carrier phase in the GNSS signal also can be used to 
contribute to the range measurement by measuring the cycles of the carrier signals 
that have passed during the transmission.  Carrier phase measurement is much 
more precise than code measurement, but it is biased by an unknown integer 
number of carrier wavelength (called integer ambiguity); moreover, this 
ambiguity may change to another integer number (called cycle slip) when a 
receiver loses the lock of the signal. The process to fix these integer numbers is 
called carrier phase integer ambiguity resolution [23].  

The GNSS receivers in the mass market normally use single-frequency code 
measurements for positioning or navigation (for example, within the GNSS-
enabled smartphone), and it has an accuracy of several meters [24]. A (sub-
)centimetre level accuracy can be reached by combining carrier phase 
measurement with code measurement, a classical example is the approach called 
the Precise Point Positioning (PPP) [25], which will be introduced in the 
following sections. 

In addition, combing the estimated receiver clock offsets (referring to GNSS 
system time) and the predicted time offsets between the GNSS system time and 
UTC which are provided in the navigation message, the user can keep its receiver 
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clock synchronized to UTC. Each GNSS system broadcasts its own prediction of 
UTC, such as UTC(USNO) for GPS. The GPS time is usually within 20 ns with 
respect to the UTC (USNO) besides the integer leap seconds [26]. However, to 
reach the same level of synchronization accuracy, the GNSS signal delays in the 
receiving system at the user side need to be well calibrated. If no calibration is 
performed, only sub-microsecond time synchronization accuracy can be achieved 
using the GNSS timing service. 

 

1.3 Time and frequency transfer with GNSS 

With atomic clocks of high quality, the very accurate and precise local time 
scale can be built, but it’s far from enough. Many applications require to set the 
local clocks at different sites to the same time or frequency, time and frequency 
transfer techniques thus have emerged as demanded, for the time and frequency 
comparison/distribution remotely. 

The most popular time and frequency distribution application in the mass 
market is the synchronization of user’s clock to UTC. By receiving the time and 
frequency signals distributing UTC (in practice it’s a UTC(k), since UTC is not 
distributed in real-time), any device can steer its clock to UTC, for example, a 
radio watch synchronizes its clock by receiving the signals from the longwave 
time and frequency radio station in Germany which is called DCF77, another 
example might be synchronizing the clock of a personal PC to UTC through the 
internet from a Network Time Protocol (NTP) server . Due to the quality of the 
devices and the uncorrected errors along the signal propagation path, these kinds 
of synchronization methods can only have millisecond to microsecond accuracy 
[27][28]. 

1.3.1 Time and frequency transfer at the BIPM 

For some industrial and scientific applications, it’s necessary to apply a more 
reliable time/frequency transfer method to make sure that the method itself does 
not contaminate the accuracy and the stability of the compared clocks [29]. The 
state-of-the-art time/frequency transfer techniques are used at the BIPM to 
generate the international time scale TAI and UTC. The two clock-comparison 
techniques that are currently adopted by the BIPM for the calculation of TAI are 
GNSS time and frequency transfer and Two-Way Satellite Time and Frequency 
Transfer (TWSTFT), and a new method of time and frequency transfer using 
optical fibres is also under study at the BIPM.  

To carry out the Two-Way Satellite Time and Frequency Transfer, the two 
stations who need to compare their clocks transmit signals to each other 
simultaneously via a geostationary satellite. Each station receives signal from the 
other side and measures the signal delay through the path with its own clock. Due 
to the similarity of the two signal paths, most of the signal delay can be cancelled 
out, combining the two measurements from the two stations, and the remaining 
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path delay that is not cancelled out can be corrected or calibrated, for example, the 
delay due to the satellite motion and the internal signal delay within each station 
[30], then the time differences of the clocks at the two stations can be determined 
with an uncertainty of 0.5 ns over one day. TWSTFT is a very accurate way for 
quasi-real-time international clock comparisons with relatively higher expense 
compared to the GNSS time and frequency transfer (i.e. expense to rent a satellite 
and maintain the ground station).  

Currently, the most stable way for frequency transfer reported by the BIPM is 
to use the optical fibre link, the related optical transfer allows a frequency stability 
of 10-15 at 1 s and 10-19 at 1 day [31][32]; meanwhile, the current time transfer 
through optical fibre link shows a sub-ns accuracy [33][34].  The high potential of 
the optic fibre link time and frequency transfer makes it the optimal choice for 
future optical clock comparison. However, the optical fibre link has its drawbacks, 
for example, high cost for the installation and operation, and its confined 
comparison region which is limited by the distribution of the fibre network 
(mainly for continental comparison). 

Among these three clock comparison techniques, the GNSS time and 
frequency transfer is the most economic and pervasive method. [35] and [36] 
showed that almost all the established time links at the BIPM for the generation of 
TAI use GNSS either as the primary method or as the backup of TWSTFT for the 
remote clock comparison. The GNSS time and frequency transfer methods are 
introduced in the following two subsections. 

1.3.2 GNSS code measurements  

GPS has been used since the 1980s for accurate time and frequency transfer 
with single-channel C/A code receivers [37]. As described previously, the GNSS 
solution includes the 3D position and the receiver clock offset with respect to the 
reference time of the GNSS (for example, the GPS system time). By connecting 
the atomic clock in a laboratory to a GNSS receiver to drive the receiver internal 
clock, the time difference of the atomic clock and the GNSS reference time also 
can be obtained once the time delay between the atomic clock and the receiver 
internal clock is well calibrated. To compare two remote atomic clocks in two 
different time laboratories, the clock difference of each atomic clock to the same 
GNSS reference time is estimated separately and simultaneously from the GNSS 
solution, then the difference of these two clock measurements are computed, in 
order to cancel out the same GNSS reference time and finally obtain the time 
difference of the two remote clocks at that specific epoch.  

For the sake of simplicity, the term “receiver clock” is used in this 
dissertation, and it  always refers to the clock that need to be measured: it could be 
a receiver internal clock when a user needs to synchronize this internal clock (as 
in the mobile phone)  to UTC using GNSS timing, or it could be an external 
atomic clock which is connected to a receiver to drive its internal clock (as in the 
atomic clock comparison at the BIPM). 
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To facilitate the GNSS time transfer, the clock estimations at each laboratory 
can be recorded in a standard format called CGGTTS (Common GNSS Generic 
Time Transfer Standard), which was proposed for standardizing the GPS time 
transfer [38], then it was updated to include GLONASS [39], and the newest 
version is CGGTTS-V2E [40], which also includes Galileo and BeiDou 
measurements. In a standard process, the antenna of the receiving station is fixed, 
and its coordinates are already well known, so the receiver clock offset can be 
estimated from the measurements of each visible GNSS satellite after knowing the 
satellite position and clock offset from the navigation message and compensating 
the remaining propagation delays along the path. Figure 1-5 gives an example of 
the CGGTTS file that was generated at INRIM from the GNSS station GR01. The 
data in the column “REFSYS” as shown in Figure 1-5 are the estimated receiver 
clock offsets referring to the GPS system time, and each raw is corresponding to 
the estimation based on a 13 minutes long observation of a single GPS satellite.  

 

 

Figure 1- 5. An Example of CGGTTS version 2E file with measurements 
from the station GR01 at INRIM 

Since all the stations in need record their clock estimations in a common time 
schedule in the CGGTTS files, it’s easy to process time transfer following the 
same schedule for any pair of stations. There are mainly two techniques that are 
used for the time transfer based on the CGGTTS files, which are called Common-
View (CV) and All-in-View (AV). The principle of the CV time transfer is 
illustrated in Figure 1-6. Computing the difference of the two receiver clock 
offsets from the two stations that are at the same epoch and from the same satellite, 
all the satellite clock errors and hardware delays are cancelled out, and most of the 
satellite orbit errors are also removed, the remaining errors are mainly due to the 
atmosphere signal propagation delay and the multi-path effect. For each visible 
satellite i at each epoch, a clock difference (T1-T2)i between the two stations is 
estimated, then the final time transfer solution T1-T2 at each epoch is calculated as 
a weighted average of the results obtained from these commonly visible satellites 
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at the same epoch. Considering the measurement from the satellite with low 
elevation may have larger noise, how much the weight of each satellite 
measurement is set depends on the current satellite elevation (e.g. the weight is set 
to 𝑠𝑖𝑛 (𝑒𝑙𝑣), where 𝑒𝑙𝑣 is the elevation of that satellite). 

The quality of the CV time transfer depends on the number of commonly 
visible satellites for both stations. As the distance between the two stations 
increases, the number of commonly visible satellites decreases, and the noise in 
the CV time transfer solution raises. Therefore, this method is not suit for a global 
clock comparison. AV time transfer is a method without any restriction on the 
distance, and its principle is described in Figure 1-7. At each epoch, the local 
receiver clock offset with respect to the GNSS reference time is estimated 
separately for each station using all the visible satellites, then the clocks of the 
two stations are compared by computing the difference of these local clock offset 
estimations. 

 

 

Figure 1- 6. Principle of GNSS Common-View time transfer. GPST means 
the GPS system time 

 

Figure 1- 7. Principle of All-in-View GNSS time transfer 
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However, the errors from satellites are not cancelled out in the AV time 
transfer, more accurate satellite orbit and clock products are therefore needed 
instead of the broadcasted ones to reduce the errors from the satellites. The most 
common accurate satellite products are provided by the International GNSS 
Service (IGS). The IGS products are available with different latencies and 
accuracies for various applications [41][42].  Since IGS estimates satellite clocks 
with its own reference time in the provided products, the GPST in Figure 1-7 will 
be substituted by the IGS reference time if the IGS products are used in the AV 
time transfer.  

Meanwhile, many other efforts have also been done to improve the time and 
frequency transfer performances, which include but not limited to:  using two-
frequency P code receiver that enables to remove 99% of ionospheric signal 
propagation delay with ionosphere-free dual-frequency code measurements 
combination [43]; reducing transfer noise by increasing the number of satellite 
measurements (from the GPS-only to the multi-GNSS measurements) [44]; 
combining carrier phase measurement with code measurements to improve 
frequency transfer stability [45]. 

1.3.3 GNSS carrier phase measurements  

In some cases, clock comparison in the time or frequency domain could be 
interconverted, since the frequency that is compared here can be simply 
understood as the changing rate of the time (see section 1.1.3). However, the 
difference between the time transfer and frequency transfer is worthy of attention. 
The time information is only included in code measurement, since carrier phase 
measurement is ambiguous as introduced before. Thus, to perform any accurate 
GNSS time transfer, the code measurements need to be included, and the signal 
delay in the receiving system of the station needs to be well calibrated [46]. 
Meanwhile, the carrier phase measurement is about 100 times more precise than 
the code measurement [31], the more precise frequency transfer solution could be 
obtained using the carrier phase measurements even if no calibration is performed 
in the station. In this dissertation, sometimes the shorter term “time transfer” is 
used instead of “time and frequency transfer” unless it is specially stated. 

PPP is a state of the art GNSS time and frequency transfer technique that 
includes dual-frequency code and carrier phase measurements. The principle of 
PPP time and frequency transfer is very similar to the one of the AV, which is to 
estimate separately the local clock offsets with respect to the reference time at 
each station. As carrier phases are much more precise than code data, PPP needs 
to  precisely estimate the signal propagation delays from different sources 
including the ones that are ignored in the code-only time and frequency transfer, 
and it calculates both the station position and station clock offsets in its final 
solution. The best performance of the PPP time and frequency transfer can be 
obtained by using the post-processed satellite orbit and clock products (such as 
IGS rapid and final products). As reported in [47], the code-only AV time transfer 
has a statistical uncertainty of several nanosecond over one day; while it is 
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concluded in [48] that the classic PPP time transfer using the IGS post-processed 
satellite products can reach the 100 ps level uncertainty, with a 10-15 frequency 
stability over one day.  

Currently there are several PPP tools that are available for precise time and 
frequency transfer, such as, Bernese [49], NRCAN [50] and Atomium [51]. 
Similar time transfer performance of these PPP tools was shown in [52]. The 
principle of the Atomium PPP is introduced in what follows. 

1.3.3.1 ATOMIUM PPP software 

The Atomium PPP was developed by ORB (Observatoire royal de Belgique) 
since 2006 for geodetic positioning and time transfer using both GPS and 
GLONASS observations [51][52].  The Atomium estimates very precisely the 
propagation delays of the signals from the satellite to the receiver to corrects the 
corresponding pseudorange measurements, which include [52]: 

 Satellite positions and clock offsets using precise satellite products (like 
IGS products) 

 Satellite and receiver antenna phase centre offset and variation 
corrections using data provided by IGS [53] 

 Hydrostatic part of tropospheric delay 

 Solid Earth tides and ocean loading that effects on the station position. 

 Ionospheric delay, which are estimated using ionosphere-free 
combination of carrier phase and P code measurements on L1 and L2 
frequency. 

 Wind-up that affects only carrier phase measurements. 

Then the weighted least square analysis is performed on the corrected carrier 
phase and code measurements to determine the receiver clock offsets with respect 
to the reference time at 5 min interval, the tropospheric zenith wet delay at 
defined interval, one station position for the whole computational batch and the 
float carrier phase ambiguities. The computational batch for the Atomium PPP is 
normally one day, since the used GNSS products are generally generated based on 
one-day measurements (such as daily IGS products) [52].   

Furthermore, in order to have accurate time solution, the calibrated value of 
the GNSS signal instrumental delay (from the GNSS antenna to the receiver clock) 
at the user side needs to be additionally removed from the receiver clock offset. If 
the instrumental delay is not considered, the PPP receiver clock solution can only 
be used for frequency transfer, because an additional offset will be introduced in 
the time solution (the instrumental delay is normally determined as a constant 
from the calibration). 
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1.3.4 Other time applications with GNSS 

GNSS is not just well known for the clock comparison in the computation of 
TAI at the BIPM, it is also one of the most popular intermediaries for accurate 
time and frequency dissemination and synchronization in both industrial and 
scientific domain. In the GNSS market report [54] of the year 2017 from the 
European GNSS Agency (GSA), the wide usage of the GNSS for timing or 
synchronization purposes in the industrial domain were introduced, such as the 
synchronization of the telecommunication network and the precise time stamping 
in the financial systems. Meanwhile, GNSS has proved its advantages in various 
specific applications, for example, for the time synchronization of the intelligent 
transportation systems [55] and the spacecrafts in space [56].  

In the scientific domain, GNSS is also the primary choice for many scientific 
activities, which require highly time synchronized stations in the network to 
observe the same event, such as, the seismic monitoring [57], deep space tracking 
[58] and neutrinos speed measurement [59]. 

In the next section, a European project which is dedicated to the development 
of different time services based mainly on GNSS is introduced.  

 

1.4 Time services in DEMETRA project 

DEMETRA (DEMonstrator of EGNSS services based on Time Reference 
Architecture) is a project funded by the European Union through the Horizon 
2020 programme [60], it was coordinated by INRIM and involved 16 European 
partners, including ORB. The goal was to develop and provide improved or new 
time services to the specific users in the industrial and scientific domain, and most 
of the services were based on the European GNSS. The general concept of the 
DEMETRA project is demonstrated in Figure 1-8.  

 

Figure 1- 8. General concept of DEMETRA [61] 
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DEMETRA provides the “end to end” time services from the generation of an 
accurate and precise reference time at the time laboratory to the delivery of the 
time services to the users [61]. During the project, nine different time services 
have been developed and integrated in the DEMETRA laboratory of INRIM, to 
meet the needs of different users.  These services are briefly introduced below 
[62]: 

Service 1: Time broadcasting over TV/Radio links. It disseminates the local 
UTC time with one millisecond accuracy to the users through the radio and TV 
links. 

Service 02: Certified Trusted Time Distribution with Audit and Verification 
using NTP. This service disseminates the UTC time and frequency through the 
internet using the NTP. 

Service 03: Time and Frequency Distribution over Optical link. It provides 
the time and frequency signals with sub-nanosecond level accuracy over the 
optical fibre to the users. 

Service 04: Time and Frequency Distribution via GEO Satellite. It broadcasts 
the time and frequency information via a geostationary satellite, being a back-up 
to the GNSS solution. 

Service 05: User GNSS Receiver Calibration. It refers to the calibration 
service measuring the GNSS signal delays in the receiving system at the user side 
for the accurate GNSS time transfer. 

Service 06: Certified Time Steering. It allows a remote steering and 
synchronization of the user oscillator by monitoring the user clock with the 
reference time at INRIM in real-time. 

Service 7: Time Monitoring and Steering. Using the GNSS PPP time transfer 
techniques, DEMETRA monitors the user clock in near real-time and reports any 
phase or frequency jump that happens on the clock. Meanwhile, the KPIs (Key 
Performance Indicators) of the user station are also available for check. 

Service 8: Time Integrity. By monitoring the GNSS satellite, any anomaly in 
the GNSS signals will be checked, and a list of unhealthy satellites will be sent to 
the user to improve its positioning and timing performance.  

Service 9: All-in-one Time Synchronization Solution. This service is based on 
a Thales Alenia Space patented GNSS time and frequency transfer solution for 
accurate synchronization of a scalable network of clocks.  

Currently the whole project has completed its final test in a real user 
environment, and most of the time services still remain operative through their 
infrastructures maintained at INRIM premises, for example, INRIM keeps 
providing the UTC time dissemination service via the fibre link to the financial 
district in Milan [63]. Meanwhile, some of the services, such as the service 7 and 
8, are still undergoing some updates to improve the performances and to add more 
features.  
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1.5 The research topics  

This section includes some general introductions about the PhD work. 
As previously introduced, GNSS provides positioning and timing services 

based on the accurate measurements of their atomic clocks. Meanwhile, the GNSS 
signals are often used as the intermediaries for time and frequency transfer. In the 
following two chapters, some concerns of the related GNSS techniques in these 
two aspects are introduced, and some new algorithms are proposed accordingly to 
solve the specific problems or to improve the performances of the current 
techniques.  

Currently, the most precise GNSS time and frequency transfer is carried out in 
a post-processing way, for example, the BIPM uses both AV and PPP techniques 
for the international clock comparison in the computation of TAI, taking 
advantage of the IGS post-processed precise satellite products [64]. In chapter 2, 
the limitations of the current PPP technique in time and frequency transfer are 
listed. Then the updated versions of the Atomium PPP software, which have been 
developed in this PhD work, are introduced, and their performances in time and 
frequency transfer are measured in the designed experiments. In the last section of 
chapter 2, the application of the updated PPP software in the DEMETRA project 
are presented. 

On the other side, in real-time GNSS applications, broadcasted satellite 
ephemeris and clocks from the navigation messages are normally used for 
positioning and timing. That means any anomaly that happens in a GNSS satellite 
clock could affect the final GNSS solution if it was not successfully detected. In 
chapter 3, the effects of the satellite clock frequency anomalies on the GNSS 
positioning and timing are first demonstrated. Then a real-time method of the 
GNSS satellite clock frequency monitoring is proposed, and its performances in 
the real-time satellite clock frequency jump detection are tested. In addition, two 
alternative methods are also introduced to have redundant measurements. At last, 
the upgrade of the current DEMETRA time integrity service by applying these 
methods is investigated.  
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Chapter 2 

Improved Atomium PPP for time 
and frequency transfer 

Some descriptions and results from the journal paper [65] are reused in this 
chapter. Futhermore, the shorter term “time transfer” is normally used in this 
chapter instead of the “time and frequency transfer”. 

Note that, in the previously published paper [65], the PPP clock solution 
“receiver clock – reference time” was wrongly written as “reference time – 
receiver clock”, but the conclusions remain the same. 

 
Time (and frequency) transfer with PPP technique has been studied for many 

years [66]. By using carrier phase measurements, PPP can highly increase the 
short-term stability of its time transfer for the averaging time within several days 
[67]. Currently, PPP time transfer has been applied to more than half of the 
laboratories contributing to TAI at BIPM [68][69]. However, as the clock quality 
improving, the current PPP technique has shown some limitations to compare the 
best clocks. As part of the PhD work, some new PPP algorithms have been 
developed based on the Atomium PPP recently, in order to have better PPP time 
transfer performances. 

This chapter consists of seven sections. The first section introduces the 
limitations of the current PPP time transfer. The second section depicts the two 
kind of experiments that were designed to test the new PPP time transfer 
algorithms. The mathematic details of three updates to the current Atomium PPP 
and their performances in the designed experiments are reported in the sections 3-
5. The updates include: 1. Adding Galileo measurements in the PPP computation; 
2. Adding a function to constrain the receiver clock; 3. New PPP algorithms for 
integer ambiguity resolution. In section 6, the frequency accuracy of these new 
PPP time transfer solutions is studied. And the last section is about the application 
of these new PPP algorithms in the DEMETRA Horizon 2020 project. 
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2.1 Current PPP time transfer 

As already explained, PPP provides very precise time transfer solution taking 
advantage of carrier phase measurements. however, the carrier phase 
measurements include unknown ambiguities that need be determined relying on 
the code measurements which have much larger noise. Therefore, the carrier 
phase only determines the precision/stability of the PPP time transfer solution, and 
the accuracy of the PPP time transfer is given (and limited) by the code 
measurements. 

Combining code and carrier phase measurements can largely increase PPP 
time transfer stability inside the daily batch boundary, however the problem arises 
when multiple day solutions are needed: the PPP time solution is not continuous 
at the daily batch boundaries. Figure 2-1 displays the discontinuity of the multi-
day clock comparison between the stations BRUX and ZTB3, which are two 
stations located at ORB, and both connected to UTC(ORB). The clock 
comparison results are expected to be around zero since the same clock is 
compared. The discontinuity at the daily boundaries, as can be discovered in 
Figure 2-1, is caused by the averaging on the noisy code measurements inside 
each daily batch, and its size can be more than 1 ns in some extreme cases [70].  

 

 

Figure 2- 1. Daily boundary discontinuity from the PPP time solution 

A common way to deal with the daily boundary discontinuity is to build a 
multi-day computational batch to avoid the discontinuity inside the batch (such as 
the clock comparison within monthly batch at BIPM using NRCAN PPP), 
however, there are still discontinuities at the boundaries of the multi-day batches; 
moreover, this method may still include additional random walk noise to the clock 
estimation inside the batch [66], which affects the long-term stability of the time 
solution. It was reported in [71] that the introduced random walk noise could be 
partly due to the fact that in the classic PPP, such as Atomium and NRCAN, one 
treats carrier phase ambiguities as float values rather than integer values. The use 
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of PPP for the best frequency standard comparison is therefore limited by the 
long-term instability of its time transfer technique [69]. 

In addition, the short-term stabilities of the PPP time transfer are also limited 
by the thermal noise effect on the carrier phase measurements. Figure 2-2 shows 
the measurement stability of the carrier phase for the BRUX-ZTB3 comparison 
and the clock stabilities of CHI-75 active H-maser and 5071A Cs primary 
frequency standard.  It indicates that in order to measure the clock behaviour of 
the best commercial clock, more precise frequency measurements need to be 
extracted from the PPP solution in the short term. Note that Figure 2-2 is only 
made for the sake of comparison, the measurement stability of the carrier phase in 
Figure 2-2 is better than the actual PPP time transfer performance, since it is only 
the theoretical performance the carrier phase measurement can reach: the 
ambiguities of the carrier phase measurements are fixed with respect to the 
reference zero since it’s a common clock comparison.  

 

 

Figure 2- 2. Stabilities of carrier phase measurements and clocks 

New versions of Atomium PPP software have been developed in this work 
aiming at overcoming these limitations.  In order to test the performances of these 
new PPP algorithms, two kinds of experiments were designed, and they are 
explained in the next section. 

 

2.2 Experiment methods 

When we perform a time transfer experiment between two remote stations to 
evaluate the performance of PPP algorithms, it is difficult to distinguish between 
the noise generated by the PPP algorithms and the noise from the clocks 
themselves. In order to minimize the effect of the compared clocks, two kinds of 
experiments were built: 1. Common Clock Difference (CCD); 2. “PPP - OPT”. 
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The idea of the CCD (which is also called common clock comparison) is 
illustrated in Figure 2-3. Two GNSS stations are driven by the same atomic clock 
and they compare their clock difference using the PPP technique, just as the clock 
comparison between BRUX and ZTB3 that was shown in the previous section 
(see Figure 2-1). Since they are connected to the same clock, the effect of the 
clock itself is cancelled out during the comparison, and the CCD result should be 
always around zero if the hardware delay in both stations are accurately measured. 
In fact, the calibrated value of the hardware delay at a GNSS station is normally 
determined as a constant value with ns uncertainty [46] until the next calibration, 
therefore the CCD result will never be zero in practice even if there is no noise 
introduced by the PPP algorithms. In any case the CCD result will include the 
noise introduced by the PPP algorithms and an offset that is caused by the 
inaccuracy of the hardware delay calibrations in the two stations. Since this 
experiment is only designed to evaluate the performance of the new PPP time 
transfer stability, the calibration values will not be applied to the CCD results, 
therefore the offset will reflect the difference of the hardware delays in the two 
stations. In the following CCD experiments, the results were shifted parallel 
towards zero (compensating the offsets) for a better comparison of the PPP time 
transfer solutions. 

 

 

Figure 2- 3. Common clock comparison between station 1 and 2 

The other kind of experiment is called “PPP - OPT”, which means the PPP 
clock comparison result minus the comparison result between the same clocks 
over the same period using the optical fibre link in order to cancel out the effect of 
the clocks. As mentioned before, time transfer with optical fibre link is currently 
much more precise than GNSS time transfer, therefore the result of the subtraction 
could be used to study the stability of the PPP time transfer solution. 

The CCD experiments were built using the pairs of common-clock stations at 
ORB and INRIM during different periods: MJD 58288-58318 (1 month) and MJD 
58663-58848(6 months) for “BRUX – ZTB3” (at ORB); MJD 58591-58636 (1 
month) and MJD 58663-58848(6 months) for  “GR01 – GR02” (at INRIM). 

A continuously operating atomic clock comparison via the optical fibre link 
has been established since 2013 between the astrogeodynamic observatory of the 



 

21 
 

space research center (AOS) and the central office of measures (GUM) [72], 
meanwhile the two clocks are also compared using NRCAN PPP through their 
GNSS stations AO_4 and GUM4. Both the comparison results and the GNSS 
observation data of the two stations are available on the BIPM FTP site 
ftp://tai.bipm.org/ [69]. Hence the following “PPP - OPT” experiments were built 
based on the link “AO_4 – GUM4”, to compare the time transfer solutions of the 
new Atomium PPP and the NRCAN PPP. A period of 8 months was chosen for 
this kind of experiment: MJD 58329-58572. 

In the following sections, the two kinds of experiments introduced above were 
carried out for the test of all the new Atomium PPP algorithms. There were two 
new versions of Atomium PPP that have been developed during the PhD work. 
The first version is a float ambiguity PPP which includes Galileo measurements 
and constraint function. The second version is an integer ambiguity PPP which 
fixes carrier phase ambiguity as integer number. However, for the convenience of 
introduction, these updates were called Atomium Galileo PPP, Atomium 
constrained PPP and Atomium integer PPP respectively and they were introduced 
in the section 2.3 to 2.5 accordingly. 

2.3 Atomium Galileo PPP 

Though Galileo hasn’t reached its full constellation size yet by far (see Fig 2-
66 which is made in April 2019), the benefit of combining GPS and Galileo 
signals for the positioning and timing services has been reported, such as in [73] 
and [74] respectively. The original Atomium uses GPS and GLONASS signals for 
the PPP computation, now it has been updated to include also Galileo signals. The 
process is introduced in the following sub-section. 

2.3.1 Updating process 

The satellite pseudorange measurements from any GNSS stations can be 
recorded in The Receiver Independent Exchange Format (namely RINEX 
observation file) for post-processing purpose. The RINEX V2 observation files 
that are provided on the IGS FTP site (ftp://cddis.gsfc.nasa.gov/) don’t include 
Galileo measurements. In order to include the Galileo measurement, the RINEX 
V3 file is set as input instead in the new Atomium Galileo PPP. For the same 
reason, instead of IGS satellite products, IGS Multi-GNSS Experiment (MGEX) 
products [75] from one analysis center are used, including satellite orbit file 
(*.ORB), satellite/receiver clock file (*.CLK) and earth rotation parameters file 
(*.ERP). All the mentioned files are available on the IGS FTP. 

As for GPS, the P (or P(Y)) code and carrier phase measurements on 
frequency L1 and L2 are used to build the ionosphere-free combination, the new 
PPP combines the Galileo measurements on E1 and E5a band.  

The mathematic models of GPS code and carrier phase measurements that are 
used in the PPP computation keep the same as in the original Atomium PPP [51], 
which are expressed as 
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𝑃 =  𝑅 +  𝑐 ∙ (𝑇 − 𝑇 ) + mf ∙ zpd + 𝑇𝑟𝑜𝑝𝑜 + 𝑀 +  𝜀 (2) 

𝐿 =  𝑅 +  𝑐 ∙ (𝑇 − 𝑇 ) + mf ∙ zpd + 𝑇𝑟𝑜𝑝𝑜 + 𝜆 ∙ N + W + 𝑀 + 𝜀 (3) 

where 𝑃  and 𝐿  are the ionosphere-free combination of the code and carrier 
phase measurements separately, 𝑅 is the satellite-receiver geometric distance, 𝑐 is 
the speed of light, 𝑇  and 𝑇  are the receiver and satellite clock offsets with 
respect to the reference time respectively, mf is the mapping function of the wet 
tropospheric delay and zpd  is the corresponding wet tropospheric zenith path 
delay, 𝑇𝑟𝑜𝑝𝑜  is the dry tropospheric delay, 𝜆  is the wavelength of the 

ionosphere-free combination, N is the phase ambiguity, W is the wind-up effect 
on carrier phase, 𝑀  and 𝑀  are the multipath effect on code and carrier phase 
measurements respectively, 𝜀  and 𝜀  are the noises on the corresponding 
measurements.  

In order to add Galileo measurements in the PPP computation, only one more 
parameter needs to be estimated from the Galileo measurements, that is called 
Inter System Bias (ISB). ISB stands for the bias between the GPS and Galileo 
measurements, which is caused by the different hardware delays of the GPS and 
Galileo signals in the receiving system and the possible difference of the reference 
time for GPS and Galileo in the MGEX clock products. This ISB is set as an 
unknown constant in a daily batch in the current Galileo PPP, assuming it is stable 
enough. The ISB can be solved together with the station position, the receiver 
clock offsets, the wet tropospheric zpd and the float phase ambiguities. However, 
it was reported in [76] that not all the MGEX analysis centers treat the ISB as 
constant when generate their satellite products, therefore the products must be 
chosen with care. 

It should be noted that the GNSS satellite position provided in the 
IGS/MGEX orbit product is at the center of mass, while the pseudorange 
measurements are based on the distance between the antenna phase centers of the 
satellite and the receiver. Hence it is necessary to convert the provided satellite 
position to the phase center position for further computation. The commonly used 
phase center corrections are provided in the file available on the IGS site [77], 
which includes the phase center offsets and variations for the GNSS satellite 
antennas and the common-used receiver antennas in the ground stations. The 
current version of this IGS file is igs14.atx, which is in ANTEX format [53].  

Not like the phase center variation corrections to the GPS and GLONASS 
satellite antennas, which are nadir-dependent, these corrections for the Galileo 
satellite antennas are azimuth- and nadir-dependent. The azimuth angle is 
measured in the satellite-fixed right-handed coordinate system [53]. On the 
receiver side, the antenna phase center corrections for the Galileo signals are 
currently not available in the igs14.atx file at when the software were developed 
(February 2019), the temporary method that was used in the experiments is to 
apply the same receiver corrections on GPS L1 and L2 to Galileo E1 and E5a 
respectively. The magnitude of these antenna phase center corrections is generally 
around 100 mm (corresponding to 0.33 ns), and the mismatch of the corrections 
on L2 and E5a will mainly manifest as an offset in the related PPP time solution. 
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2.3.2 Processing and results 

2.3.2.1 Test on the MGEX products from GFZ and CNES  

It has been mentioned previously that the MGEX analysis centers may use 
different handling schemes to estimate the ISB(s) during the generation of their 
GPS/Galileo satellite products. In [76] the multi-GNSS PPP positioning was 
performed with three different ISB estimation strategies: as random walk noise, as 
white noise and as a random constant. It showed that the PPP positioning 
performances were very similar among these three ISB estimation strategies using 
the MGEX products from CODE, CNES/CLS (CNES for short) and WHU 
analysis centers, while for the PPP using the MGEX products from GFZ analysis 
center, estimating the ISBs as random constants caused worse positioning 
accuracy and longer convergence time compared to the results in which the ISBs 
were estimated as random walk or white noise. 

In the current version of Atomium Galileo PPP, the ISB is estimated as a 
constant during the daily batch, therefore it must be tested first which MGEX 
product is more adequate for it. The products from the analysis centers GFZ and 
CNES were chosen here, which stand for the use of two different schemes as 
reported in [76]. 

The analysis centers GFZ and CNES have their own reference times in their 
satellite products. And in their satellite clock products, the GNSS satellite clock 
offsets with respect to their reference time are recorded every 5 min. Figure 2-4 
presents the clock offsets of GPS satellite 32 and Galileo satellite 31 compared to 
the reference time of GFZ and CNES, obtained from the corresponding clock 
products. It can be observed that the reference times for the GPS clocks at the two 
centers were very stable and were very similar to each other, while the reference 
times for the Galileo satellite clocks showed some daily boundary jumps, 
especially the one at GFZ, which had tens of ns discontinuity at the daily borders.  

It is known that the satellite products are estimated based on the daily 
measurements and a reference time is chosen for each separate day, which could 
induce discontinuity of the reference time at the daily border. To further 
investigate the coherence of the reference times used for the GPS and Galileo 
satellite clocks in the two analysis centers, the following experiment was carried 
out: since both clock products also provide the estimated clock difference between 
the reference time and the BRUX clock, combining these BRUX clock 
measurements and the satellite clock measurements at same epoch, the GPS and 
Galileo satellite clock offsets with respect to the BRUX clock were obtained. 
Then this “satellite clock – ref BRUX” was used instead of “satellite clock – 
reference time” as the input of the Galileo or GPS PPP. The PPP clock solution of 
the station BRUX which was “BRUX – reference time” was then converted into 
“BRUX – ref BRUX”. The new clock solutions of the Atomium Galileo-only PPP 
and GPS-only PPP using the GFZ and CNES products are displayed in Figure 2-5 
and 2-6. In the upper parts of the figures, the clock solution “BRUX – ref BRUX” 
using the GPS and Galileo signals are plotted separately; meanwhile, the aligned 
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solutions, of which the daily jumps were removed, are plotted in the lower parts of 
the figures for better visualization. The daily solutions were aligned with the 
following strategy: in order to align the time solution of day 1 and day 2, the value 
at the first epoch of day 2 solution is predicted by applying the 2nd order 
extrapolation to the last hour’s data of day 1, then the value at the same epoch is 
estimated again by applying the 2nd order interpolation (or extrapolation) to the 
first hour’s data of day 2, then the solution of day 2 is shifted by the amount that 
is equal to the difference between these two estimated values to compensate the 
discontinuity.  

 

 

Figure 2- 4. Clock offsets of Galileo31 and GPS32 against GFZ and CNES 
reference time. Results are shifted for better comparison 

 

 

Figure 2- 5. “BRUX – ref BRUX” using Galileo or GPS measurements 
(shifted) at GFZ.  
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Figure 2- 6. “BRUX – ref BRUX” using Galileo or GPS measurements 
(shifted) at CNES.  

From the aligned results in Figure 2-5 and 2-6 it is found that the GPS and 
Galileo time solutions using the CNES products are very stable and coherent with 
each other, while the ones using the GFZ products diverge from each other. It is 
probably because GFZ uses different reference times for GPS and Galileo. 
However, the reason could be also that GFZ’s strategy of ISB estimation has a 
slightly different effects on the daily time measurements of GPS and Galileo in 
the clock products, which cause an accumulated error in the alignment over a long 
period. At last, the GPS + Galileo PPP and GPS-only PPP were carried out 
separately using the GFZ and CNES products for the estimation of “BRUX – ref 
BRUX” and the results are shown in Figure 2-7 and 2-8. 

 

 

Figure 2- 7. “BRUX – ref BRUX” using the Galileo + GPS PPP with the GFZ 
products. Results are shifted for better comparison 
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Figure 2- 8. “BRUX – ref BRUX using the Galileo + GPS PPP with the 
CNES products. Results are shifted for better comparison 

It is observed from Figure 2-7 and 2-8 that, combing the GPS and Galileo 
measurements in the Atomium Galileo PPP using the GFZ products degrades the 
solution compared to the GPS-only results, while the GPS + Galileo and GPS-
only results using CNES products are very similar. It indicates that GFZ possibly 
doesn’t use the same ISB estimation strategy as in the Atomium Galileo PPP (in 
which the ISB is estimated as a constant value for one day) in the daily batch 
during the generation of its MGEX products. According to the results, the CNES 
MGEX products were therefore used for the test of the current updated versions of 
Atomium PPP in this dissertation. 

2.3.2.2 CCD results with Galileo PPP 

Since no Galileo measurement is provided by the stations in the “PPP - OPT” 
experiment, only the CCD links “BRUX – RTBS” at ORB and “GR01 – GR02” at 
INRIM were used here to study the performance of Atomium Galileo PPP. The 
two 1-month CCD PPP time transfer solutions using the GPS-only, Galileo-only 
and GPS + Galileo signals are shown in Figure 2-9 and Figure 2-10 separately. 
The results in both figures show good consistence by using the GPS and GPS + 
Galileo signals in the PPP, and the errors were generally within 0.5 ns over the 
whole period. The Galileo-only results show similar level of boundary jumps 
comparing to the GPS-only and GPS + Galileo ones at INRIM; while the Galileo-
only results at ORB has significantly larger boundary discontinuity compared to 
the other two solutions. It is known that both stations at INRIM use the same type 
of GNSS receiver, which is Septentrio PolaRx4TR, while the station BRUX uses 
receiver Septentrio PolaRx4TR with multipath mitigation mode on and the station 
RTBS uses Septentrio PolaRx5TR with multipath mitigation mode off during the 
experimental periods. The larger discontinuity in the Galileo results at ORB may 
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have its origin in the GNSS receiver, and it needs to be investigated in future 
work. In this section, only the stability of these PPP solutions is studied.   

 

 

Figure 2- 9. CCD results at ORB with Atomium Galileo PPP 

 

 

Figure 2- 10. CCD results at INRIM with Atomium Galileo PPP 

Due to the existence of the daily boundary jumps, it’s difficult to compare the 
stabilities of the results in Figure 2-9 and 2-10. A simple way to remove these 
daily boundary jumps is to align the daily time transfer solution using the 2nd 
order polynomial, which has been used for the alignment in Figure 2-5 and 2-6. 
However, the alignment will accumulate additional errors with the time, which 
can be found in Figure 2-11, where the aligned results of the solutions from 
Figure 2-9 are demonstrated. And Figure 2-12 gives another example of the 
additional errors caused by the alignment in the “PPP - OPT” experiment, in 
which the daily PPP solution generally follows the trend of the monthly NRCAN 
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PPP solution, while the alignment of the daily solution causes extra variations in 
the long term.  

 

 

Figure 2- 11. PPP time transfer solution and the corresponding aligned results 

 

 

Figure 2- 12. Alignment errors over long terms in the “PPP - OPT” 
experiment 

 
It should be noted that, the additional variations of the aligned results could be 

partly caused by the alignment itself, which is validated in the section 2.5 about 
integer PPP; meanwhile, the variations could also reflect the inaccuracy of the 
frequency determination in the float ambiguity PPP algorithms. The frequency 
determination of the PPP time transfer solution will be further studied in section 
2.6. In this section, the frequency stability of the PPP time transfer solutions is 
studied based on 3-5 days aligned results to avoid the wrong estimation at the long 
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term, while the performance of PPP time transfer in longer term will be studied in 
section 2.6. 3 days measurements were taken from the solutions in Figure 2-9 and 
2-10 for the alignment, and the corresponding results can be found in Figure 2-13 
and Figure 2-14. The ADEVs of these aligned solutions are drawn in Figure 2-15 
and 2-16 for the comparison of the frequency stability of the time comparison 
results. In addition, the ADEVs of other two 5-days aligned PPP time transfer 
solutions during the 6-months periods at ORB and INRIM are also plotted in 
Figure 2-17 and 2-18. 

 

 

Figure 2- 13. 3-days aligned CCD results at ORB and INRIM 

 

 

Figure 2- 14. 3-days aligned CCD results at ORB and INRIM 
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Figure 2- 15. ADEVs of the 3-days aligned CCD results at ORB  

(MJD 58288 - 58280) 

 

Figure 2- 16. ADEVs of the 3-days aligned CCD results at INRIM 
(MJD 58591 - 58593) 

 

Figure 2- 17. ADEVs of the 5-days aligned CCD results at ORB  
(MJD 58376 - 58381) 
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Figure 2- 18. ADEVs of the 5-days aligned CCD results at INRIM  
(MJD 58530 - 58535) 

Due to the uncertainty at the long term, only the short-term frequency 
stabilities of the time transfer using Galileo, GPS and GPS + Galileo PPP are 
compared. In general, the GPS PPP and Galileo PPP time transfer show very 
similar performance at short term, while the GPS + Galileo PPP improved the 
short-term frequency stability of the time transfer compared to the GPS-only and 
Galileo-only PPP, as can be found in the ADEV figures. The improvement was 
generally in the range of 20% to 10% for the averaging time from 5 min to 2.5 
hours.  The long-term stabilities can only be compared precisely when multi-day 
continuous PPP time transfer solution can be provided. 

2.3.3 Discussions 

The current version of Atomium Galileo PPP only treats the ISB as a constant 
value in the daily batch, this limits its usage of satellite products to the ones which 
generate the ISB with the same (or similar) strategy (such as the products from 
CODE, CNES and WHU [76]). The future work will include the update of the 
ISB estimation strategy in the Atomium PPP to make sure it can use the MGEX 
products from all the analysis centers (for example, estimate the ISBs as random 
walk noise in the daily batch). 

By adding Galileo signals to PPP computation, the short-term stability of the 
PPP time transfer is slightly improved. In order to study and improve the mid- and 
long-term stability, the mitigation of the daily boundary jump must be studied. 
This topic is further investigated in the next sections about the constrained PPP 
and the integer PPP. 

In addition, the reason of the larger daily boundary jump in the Galileo-only 
PPP time transfer solution at ORB is still not confirmed, the effects of the GNSS 
receiver type and the receiver multipath mitigation function will be studied first. 
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2.4 Atomium Constrained PPP 

The general idea of the constrained PPP is to restrict the white frequency 
noise in the receiver clock solution with a linear frequency model, in order to 
improve the short-term stability of PPP time transfer. 

It was reported in [78] that a stochastic model could be applied on the receiver 
clock of high stability to improve the kinematic PPP positioning. [79] suggested a 
between-epoch constraint model for the receiver clock to improve the frequency 
stability of the real-time PPP time transfer. Also, some tests have been done with 
NRCAN PPP to study the effects of the constraint model on the PPP time and 
frequency transfer [80].  The algorithms of the constraint model used for the 
Atomium PPP are based on the ones described in [80] and have been modified so 
that it can adapt to the Atomium PPP.  The algorithms of the constrained PPP and 
the scenarios where constrained PPP are applicable are introduced in the 
following subsections. 

2.4.1 Developed algorithms 

In order to measure a clock, usually the clock time or frequency deviations 
with respect to one reference are estimated, just as introduced in section 1.1.3. In 
this section, more conventional notations for these two quantities are used, and 
their relationship are expressed as follows [81]: 

y(t) =
𝑑𝑥(𝑡)

𝑑𝑡
(4) 

where y(t) is the frequency deviation, and x(t) is the time deviation. The real 
GNSS signals are measured in discrete time, and equation (4) can be re-expressed 
as [82] 

y[n] =
𝑥[𝑛] − 𝑥[𝑛 − 1]

∆𝑡
(5) 

where ∆𝑡 is the time interval between epoch n-1 and n.  
The PPP clock solution of one station provides the time (deviations) 

measurements of the station clock with respect to the IGS/MGEX reference time 
at 5 min interval. Using equation (5), the related frequency deviations of the 
station clock can be computed. Assuming the station clock is mainly affected by the 
white frequency noise during the daily batch (which is generally true for the H-maser 
and Cs clocks by referring to Figure 1-3 and 2-2) and the IGS/MGEX reference time 
is stable enough during one day, the frequency deviations of the station clock 
measured by the PPP can be approximated by a frequency linear model (with an 
initial frequency and a frequency drift) plus the measurement noise from the PPP and 
the IGS products. Based on this principle, the algorithms of the constrained PPP 
were implemented in five steps as described below. The receiver clock refers to 
the atomic clock which is connected to the GNSS receiver in the station. These 
steps were previously introduced in the paper [65]. 
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Step 1: Run the original Atomium PPP to obtain the clock solution “receiver 
clock – IGS/MGEX reference time” at 5 min interval. And the averaged 
frequency (deviation) of the receiver clock at each epoch is calculated as: 

frq =
clock − clock

t − t
(6) 

where 𝑐𝑙𝑜𝑐𝑘  is the clock solution from the original PPP at epoch 𝑡 .  
Step 2: A linear model is built to fit the frequency data, and the frequency 

offset y0 and frequency drift d are obtained from the linear model: 
frq = y0 + d ∗ t (7) 

An example of the process is shown in Figure 2-19. 
 

 

Figure 2- 19. An example of the frequency parameter estimations on the 
receiver clock of station CEBR 

Step 3: From the estimated frequency parameters (y0, d), the relative changes 
of the clock in the time domain can be recomputed as: 

delt = clock − clock  
=  (y0 + d ∗ t ) ∗ (t − t ) (8) 

These recomputed clock changes can be used to restrict the evolution of the clock 
in the PPP clock solution (namely receiver clock constraints). 

Step 4: The variances of the corresponding constraints are estimated as: 

𝜎 =  𝐴𝐷𝐸𝑉(1𝑠) ∗ (𝑡 − 𝑡 ) (9) 

where 𝐴𝐷𝐸𝑉(1𝑠) is the Allan Deviation of the receiver clock at 1 s. 𝐴𝐷𝐸𝑉(1𝑠) 
of the receiver clock can be obtained from the clock specification document that is 
provided by the clock manufacturer or can be measured from the ADEV plot of 
the receiver clock (see Fig 2-2). The first method is adopted in the Atomium 
constrained PPP, the 𝐴𝐷𝐸𝑉(1𝑠) of the commonly used atomic clocks CH1-75 H-
maser and 5071A Caesium clock are 2e-13 [83] and 5e-12 [84] respectively. In 
case the receiver clock specification is not known, the classical value 2e-13 (for 
H-maser) or 5e-12 (for Caesium clock) will be used. Then the corresponding 
weight of the constraint delt  can be estimated as: 
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𝑊 =  
𝜎

𝜎
(10) 

where 𝜎  is the a posteriori variance of the clock solution at epoch 𝑡  which has 
been estimated in the original PPP. 

Step 5: Re-run the PPP, adding the constraints to the receiver clocks. And the 
constrained receiver clock solution is obtained. 

Furthermore, the constrained PPP has included two more functions: outlier 
recovery and multi-day constraint. Both functions can be switched on or off 
according to the demand.  

The outlier recovery mode is on by default, and in this mode the outliers in 
the frequency data will be filtered out first before the estimation of the frequency 
parameters. Then the constraints are computed from the refined parameters, and 
the outliers in the constrained clock solution will be restricted and “pulled back” 
to stay within the normal noise level. However, the station may undergo some 
manual operations sometimes (for example, substituting the cable with new one 
which has different hardware delay), and this will cause a jump in the PPP clock 
solution. In this case, the outlier recovery mode will be switched off, and the 
constraint will not be applied around this phase jump (which will be detected by 
the algorithms), to make sure the constrained clock solution follows the true 
behaviour of the clock (actually the jump is not in the clock, but in the PPP clock 
solution before the new hardware delay calibration is applied). 

The function of multi-day constraint is mainly used to remove the daily 
boundary jump and obtain a continuous multi-day PPP clock solution. The 
method is described as follows:  

for each daily batch, besides the relative constraints, the receiver clock at the 
first epoch is further absolutely constrained based on the estimated clock at the 
last epoch of the previous batch and the increment predicted from the frequency 
model of the previous batch [65].  

The multi-day constraint mode is off by default, as it may causes additional 
errors. It is recommended to switch it on to treat with some special problems 
which are introduced in the results section. 

2.4.2 Processing and results 

2.4.2.1 CCD results 

The performance of constrained PPP time transfer was first estimated in the 
CCD experiments at ORB and INRIM. The clocks at the two stations are the H-
masers, so the values of 𝐴𝐷𝐸𝑉(1𝑠)  were set to 2e-13 for both the PPP 
computations. The constraints were applied to both GPS-only and GPS + Galileo 
PPP, and the CCD results at ORB and INRIM are given in Figure 2-20 and 2-21 
separately. 
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Figure 2- 20. CCD results at ORB with the constrained PPP 

 

 

Figure 2- 21. CCD results at INRIM with the constrained PPP  

It is found from Figure 2-20 and 2-21 that the constrained PPP results with 
both GPS and GPS + Galileo signals are aligned to the non-constrained ones. The 
noise of the time transfer solution was reduced by the constrained PPP inside the 
daily batch. Since the constrained PPP is also based on the daily PPP 
computation, the constrained results followed the same daily boundary jumps as 
appeared in the non-constrained ones.  

Before further study on the constrained PPP performance, the correctness of 
the constrained PPP time transfer results referring to the original PPP needs to be 
investigated. Besides the linear frequency model that is used in constrained GPS 
PPP, the constraints were also estimated from an 2nd order frequency model and a 
wrong linear model in which the frequency parameters are increased by 50% 
intentionally, and these constraints were also applied to the constrained GPS PPP 
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to generate the CCD results at ORB during the period in Figure 2-20. The 
differences of the CCD results from GPS PPP and the constrained GPS PPP using 
these three models are plotted in Figure 2-22, in which the constrained GPS PPP 
with the suffix “_1st” uses linear frequency model, the one with “_2nd” uses 2nd 
order frequency model, and the one with “_1st*150%” uses wrongly estimated 
linear model. The data in Figure 2-22 are smoothed with a 5-hour sliding window 
just for a clearer comparison. Comparing the results in Figure 2-22 shows that 
linear frequency model is a proper model that could be applied to constrain the 
PPP clock solution with the purpose of improving the short-term stability of PPP 
time transfer, while making sure the constrained solution is consistent with the 
original PPP solution. 

 

 

Figure 2- 22. PPP – constrained PPP with different constrained models at 
ORB (5-hours smoothing results) 

For better comparison between the PPP and constrained PPP time transfer 
results, the alignment using 2nd order extrapolation was also carrier out on the 
data in Figure 2-20 and 2-21, and the corresponding 3-days aligned results are 
compared in Figure 2-23 and 2-24. The noise reduction using the constrained PPP 
at the short term is very clear as can be observed from the figures. A little 
divergence between the GPS constrained and non-constrained results at INRIM 
are discovered in Figure 2-24, it could be partly due to the alignment error at the 
border; in addition, it indicates that adding the constraints may slightly change the 
frequency deviations of the PPP time transfer solution, which will be studied in 
section 2.6 about the frequency accuracy of the PPP time transfer.  
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Figure 2- 23. 3-days aligned CCD results at ORB with the constrained PPP 
(MJD 58288 - 58280) 

 

 

Figure 2- 24. 3-days aligned CCD results at INRIM with the constrained PPP 
(MJD 58591 - 58593) 

In this section, only the frequency stability of the PPP time transfer solution is 
studied. To better conclude the improvement of the constrained PPP, the ADEVs 
of these PPP time transfer results (in Figure 2-23 and 2-24) are further plotted in 
Figure 2-25 and 2-26 respectively. 

It can be discovered from the figures that the frequency stability of the time 
transfer solution using the constrained PPP were largely improved at short 
averaging times, and the amount of improvement reduced as the averaging times 
increased. The mean improvements at different averaging times in the two CCD 
experiments using the constrained PPP are reported in Table 2-1. 
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Figure 2- 25. ADEVs of the 3-days aligned CCD results at ORB 

 

 

Figure 2- 26. ADEVs of the 3-days aligned CCD results at INRIM 

 

Table 2- 1. The improvements of the frequency stability when apply 
constraints to the GPS PPP and GPS + Galileo PPP respectively 

Averaging 
time 

Improvement of the stability 
GPS  GPS + Galileo 

5 min 89.3% 79.4% 
1 hour 50.0% 36.7% 
3 hours 32.3% 23.1% 
12 hours 21.1% 17.7% 

 
From table 2-1, it is observed that improvement to the GPS-only PPP is larger 

at every averaging time when the constraint model is applied, compared to the 
GPS + Galileo results. Meanwhile, it can be found in Figure 2-25 and 2-26 that 
the lowest stability of the time transfer is generally provided by the constrained 
GPS-only PPP. The possible reason for these two phenomena is that there are 
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more satellite measurements in the GPS + Galileo PPP than in the GPS-only PPP 
at each epoch, and a single constraint with a fixed weight at that epoch will 
contribute more on the GPS PPP time solution than on the GPS + Galileo PPP 
time solution. 

2.4.2.2 “PPP - OPT” results 

Since the GNSS stations AO_4 and GUM4 only provides GPS observation 
data, only the GPS constrained PPP results were shown in the “PPP - OPT” 
experiments, and the IGS rapid products were used instead of the MGEX products 
as the input of PPP. The clocks in the two stations are also H-masers, hence the 
values of 𝐴𝐷𝐸𝑉(1𝑠)  remained as 2e-13 for both the PPP computations. Two 
monthly “PPP - OPT” results are selected to be plotted in Figure 2-27 for the 
comparison between constrained and non-constrained PPP solutions. The periods 
in the figure are MJD 58417-58447 (see the left plot of Figure 2-27) and the MJD 
58506-58541 (see the right plot of Figure 2-27). 
 

 

Figure 2- 27. “OPT - PPP” results using the PPP and constrained PPP during 
MJD 58417-58447 and 58506-58541 

The first observation in Figure 2-27 is the distinct differences between the 
PPP and constrained PPP results during some periods, the results from one of 
these periods are replotted in Figure 2-28. The jump in the non-constrained PPP 
results was because all the satellites started with new tracks and all the carrier 
phase ambiguities were re-estimated at that exact moment. Most of this type of 
jumps happen at the daily border (daily boundary jumps), however they could also 
happen inside the daily batch due to the receiver problem or the PPP algorithms. 
As shown in Figure 2-28, the constrained PPP can overcome this discontinuity 
problem since the clock measurements inside the batch are all constrained 
relatively. And this trait of constrained PPP could also be useful to constrain the 
time measurements at the daily border and to obtain continuous time solution, 
which is the principle of multi-day constraint model that was introduced in section 
2.4.1. The usage of multi-day constraint is introduced in the next subsection 
2.4.2.3. 
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Figure 2- 28. Difference between PPP and constrained PPP results during 
MJD 58446 

Then the ADEVs of the 5-day aligned PPP and constrained PPP results from 
the data in Figure 2-27 are drawn in Figure 2-29 and 2-30, corresponding to the 
period of MJD 58417-58421 and MJD 58506-58510 respectively.  

 

 

Figure 2- 29. ADEVs of the 5-days aligned PPP and constrained PPP time 
transfer solution during MJD 58417-58421 

It can be discovered that the constrained PPP generally improves the 
frequency stability of the time transfer within one-day averaging; however, the 
improvement at the short term as can be observed in this experiment is not as 
much as in the former CCD experiments. The reason for this is illustrated in 
Figure 2-31 and 2-32.  
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Figure 2- 30. ADEVs of the 5-days aligned PPP and constrained PPP time 
transfer solution during MJD 58506-58510 

 

Figure 2- 31. Clock comparison between AO_4 and GUM4 using optical link 
and PPP 

It can be discovered from Figure 2-31 that the PPP time transfer solution of 
“AO_4 – GUM4” has some short-term perturbations, the size of which is around 
140 ps. These perturbations are present during the whole “PPP – OPT” 
experiment period, and the origin is probably in the GNSS receiving system of 
station GUM4 (personal communication from Dr. Gérard Petit at BIPM). 
Constrained PPP mitigates these short-term effects in the PPP time transfer 
solution, which can be seen in both Figure 2-31 and 2-32. 

Figure 2-32 displays the frequency deviations at 5 min interval of the clock 
comparison results between AO_4 and GUM4 using optical link, GPS PPP and 
constrained GPS PPP during the whole experiment period, and the data gap in the 
figure represents the period when the GNSS measurements underwent some 
problems (reported in section 2.4.2.3). 
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Figure 2- 32. Frequency deviations of the clock comparison results between 
AO_4 and GUM4 

The short-term perturbations in the GPS PPP solution (black dots in Figure 2-
32) are clearly visible in the frequency domain, which are represented as the black 
dots at around ±4.5e-13 (the corresponding size in phase domain is 4.5e-13 * 300 
s = 135 ps) in the figure. Figure 2-32 demonstrates that the constrained PPP 
removed the effects from these short-term perturbations and also reduced the 
instantaneous frequency deviations in the PPP time transfer solution; Meanwhile, 
the improved instantaneous frequency deviations in the constrained PPP solution 
are also smaller than the ones in the optical link solutions (green dots),  which 
indicates that the real improvement of constrained PPP time transfer at the short 
term in the “PPP - OPT” experiment as shown in Figure 2-29 and 2-30 is limited 
by the short-term stability of the optical link time transfer. For the sake of 
comparison, the ADEV of the optical link time transfer solution between AO_4 
and GUM4 during a stable period is plotted in Figure 2-33.  

 

Figure 2- 33. ADEV of optical link time transfer solution of AO_4 – GUM4 
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Note that the actual performance of optical link solution could be better 

(personal communication from Dr. Gérard Petit at BIPM), here only report what is 
measured from the data at 5 min interval that are available on the BIPM FTP. 

All the above PPP time transfer were carried out to study the performance of 
constrained PPP for the H-maser clock comparison. While its performance during 
clock comparison between a H-maser and a Caesium clock was also tested in the 
following experiment. As seen in Figure 2-34, the clock of station BRUX (H-
maser) and the clock of station KIRU (Caesium clock) are compared during MJD 
58583-58585 using PPP and constrained PPP. There is no significant difference 
between these two results, neither between their ADEVs, which are not plotted 
here. The reason is that the clock in the station KIRU is a Caesium clock, due to 
its own clock noise, the 𝐴𝐷𝐸𝑉(1𝑠) was set to 5e-12 in the constrained PPP to 
reduce the weights of the constraints (see equation 10), so the clock solution 
won’t be over constrained. As a result, the constrained PPP has minor effect on 
the Caesium clock solution, and the stability of the final clock comparison results 
between the two clocks were dominated by the Caesium clock noise.  

 

 

Figure 2- 34. Clock comparison between BRUX and KIRU using PPP and 
constrained PPP 

2.4.2.3 More results about Constrained PPP 

As already discussed in subsection 2.4.2.2, constrained PPP can be used to 
restrict the discontinuity in the PPP time solution. The multi-day constraint is a 
function to constrain the clock measurement change at the daily border in order to 
obtain a multi-day continuous time solution. As shown in Figure 2-35, the multi-
day constrained PPP well removed the boundary jumps and aligned the daily 
solutions in the CCD experiment at ORB compared to the original PPP results. 
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Figure 2- 35. The PPP and multi-day constrained PPP time transfer  

Though better stability of time transfer solution can be obtained at longer term 
by using multi-day constraint, additional noises were also introduced to the time 
transfer measurements within the daily batch. The main reason is that the current 
version of multi-day constrained PPP only constrain the clock measurements at 
the daily border according to the real clock change, ignoring the discontinuity of 
the IGS clock products. In fact, the IGS products are also generated based on daily 
measurements, hence its clock products may also have daily boundary jumps. A 
more correct way to align the daily PPP time measurements is to consider the 
discontinuity of the clock products, besides the receiver clock change. The new 
version of multi-day constrained PPP will be developed and studied in future 
work. In the dissertation the multi-day constrained PPP time transfer solution is 
only used as a tool to further check the correctness of constraint model that is 
applied to the clock measurements, and the details can be found in the following 
part of this subsection, which introduces the application of constrained PPP to the 
noisy PPP clock measurements.  

It was found that at the station GUM4 the receiver clock measurements from 
PPP were very noisy for about two months during the “PPP - OPT” experiment. 
The problem was fixed after some modifications in its receiver have been 
observed. Since these extreme noises were only present in the PPP solution (see 
Figure 2-36), the origin of this problem was probably in the GNSS receiver at 
GUM4. 

In order to reduce the noise of the PPP clock solution at GUM4, constrained 
PPP was used, with its outlier recovery mode on. Figure 2-37 displays the receiver 
clock offsets with respect to the IGS reference time in GUM4, which are 
estimated by the constrained PPP and the original non-constrained PPP during the 
period. 
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Figure 2- 36. Clock comparison between AO_4 and GUM4 via PPP and 
optical fibre 

 

Figure 2- 37. Noise reduction in the clock measurements using the 
constrained PPP 

Figure 2-37 shows that the constrained PPP reduces the noise in the receiver 
clock measurements compared to the non-constrained PPP results during the 
problematic period. However, the constraint model in the constrained PPP were 
estimated with high uncertainties from the extremely noisy clock measurements, 
as a result, the multi-day constrained PPP results showed great divergence 
compared to both the original PPP and constrained PPP results. It is expected that 
if more correct constraint models could be estimated, the constrained PPP and 
multi-day constrained PPP would further reduce the noise in the PPP clock 
solution and their results would not diverge from each other. In order to validate 
the consumption, more accurate frequency deviation measurements of “GUM4 –
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IGRT” (FrqGUM4 – IGRT) are needed for the estimation of the constrained model, 
and the following strategy was applied for this purpose:  
the idea was to re-estimate the frequency deviations of “GUM4 – IGRT” (FrqGUM4 

– IGRT) using external frequency measurements. For example, by combing the 
FrqAO_4 – IGRT that were estimated from PPP solution and the FrqAO_4 – GUM4 that 
were estimated from the clock comparison using another reliable technique. There 
are many other techniques that are used for accurate time transfer, such as the 
optical fibre link, TWSTFT and T2L2 [85]. In this case, the available clock 
comparison results between AO_4 and GUM4 using optical fibre link were taken 
to estimate the FrqAO_4 – GUM4. Then FrqGUM4 – IGRT was estimated as the difference 
of FrqAO_4 – IGRT and FrqAO_4 – GUM4 at every 5 min interval.  

Finally, the frequency parameters were computed from these refined 
frequency measurements and were used to build the constraint to constrain the 
receiver clock at GUM4. In Figure 2-38, the constrained PPP clock solution at 
GUM4 using the re-estimated constraints (in red line) is compared with the 
original non-constrained solution (in black line) and the related multi-day 
constrained PPP clock solution. 

The noise in the clock solution was highly reduced by using the constrained 
PPP with the re-estimated constraints (in red) as can be seen in Figure 2-38. 
However, the daily boundary jumps in the constrained clock solution were very 
large (up to 5 ns) due to the noisy measurements. By using the multi-day 
constrained PPP, a more stable PPP time solution at GUM4 during the 
problematic period was obtained. 

 

 

Figure 2- 38. Constrained PPP solutions with the re-estimated constraints 

The previous experiment indicated that, if the constraint models could be 
estimated correctly, the constrained PPP would reduce the noise of the clock 
solution efficiently in the noisy environment; meanwhile, the multi-day 
constrained PPP could be used to produce a more stable clock solution in case the 
size of the daily boundary jump has high impact on the continuity of the daily 
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solution; in addition, if the constraint models are correct, both the constrained and 
multi-day constrained PPP clock solution will stay aligned to each other at long 
term. 

However, it is not significative in practice to retrieve “good” PPP clock 
solution using other already existing solutions of that clock. Therefore, it is 
necessary to estimate the PPP constraint models using its own GNSS data. The 
reason for the noisy PPP clock solution of GUM4 is that the receiver of the station 
lost the track of satellites more frequently during the problematic period, which 
caused a lot of cycle slips in the carrier phase measurements during the satellite 
tracks, therefore, much more carrier phase ambiguities had to be fixed in the least 
square computation of PPP, and as a result, the more noisy PPP clock solution 
was generated.  

One way to remove the effect of the cycle slip problem to the carrier phase 
measurement is to calculate the relative change of the carrier phase measurements, 
since the abnormal change at the epoch when the cycle slips happened can be 
easily removed by a filter. The relative change can be expressed as 

𝑑𝐿 =  𝐿 −  𝐿 (11) 

where  𝐿  and 𝐿  are the carrier phase measurement from one satellite at the 
epoch i+1 and i respectively, and 𝑑𝐿  is the relative change of the carrier phase 
measurements between these two adjacent epochs. According to equation (3), 
equation (11) can be re-expressed as 

𝑑𝐿 =  𝑑𝑅 +  𝑐 ∙ 𝑑𝑇 + 𝑑𝑇𝑟𝑜𝑝𝑜

+ 𝑚𝑓 ∙ 𝑧𝑝𝑑 − 𝑚𝑓 ∙ 𝑧𝑝𝑑 + 𝑐 ∙ 𝑑𝑇 (12)
 

where the relative change of geometric distance (𝑑𝑅), satellite clock offset (𝑑𝑇 ) 
and the dry tropospheric delay (𝑑𝑇𝑟𝑜𝑝𝑜 ) can be computed by using the IGS 

products and code measurements, the unknowns are the 𝑧𝑝𝑑 at each epoch and 
𝑑𝑇 , which is the relative change of the receiver clock offset (the time deviation). 
The quantity 𝑑𝑇  is exactly what we need to compute the frequency deviation of 
the receiver clock, referring to equation (5).  It should be note that, to compute the 
geometric distance in equation (12), the antenna position of the station is needed 
as an input, this position can be obtained from the PPP running on the same day, 
or on another day in case the measurements of the current day are too noisy. 

The 𝑧𝑝𝑑s and the relative changes of the receiver clock time deviation can be 
solved in least square computation, which was explained in [52]. However, by the 
time when this dissertation was finished, the related least square algorithms haven 
not been well developed, and the 𝑧𝑝𝑑s were not correctly estimated. Therefore, an 
alternative method was chosen in order to solve the equation (12): first, the 𝑧𝑝𝑑s 
during the days when there was no GNSS measurement problems are computed 
directly by PPP, and the 𝑧𝑝𝑑s during the problematic period are estimated out of 
the computed 𝑧𝑝𝑑s in the previous days by linear extrapolation; then the relative 
changes of the time deviation are obtained from equation (12) and used to 
compute the related frequency deviations, which are used to estimate the 
constraint model in the constrained PPP. Figure 2-39 displays the frequency 
deviations of the receiver clock offsets that were estimated in the GPS PPP and 
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the frequency deviations estimated by the carrier phase measurements using 
equation (12), and it can be observed that the noise in the frequency data has been 
largely reduced by using the carrier phase measurements during the problematic 
period. The clock solutions of GUM4 by using the PPP and the constrained PPP 
with the refined constraints that were estimated from the carrier phase 
measurements are plotted in Figure 2-40.   

 

 

Figure 2- 39. Frequency deviations of GUM4 clock estimated by PPP and 
carrier phase measurements 

 

Figure 2- 40. Constrained PPP solutions with the re-estimated constraints 
using carrier phase measurements 

As shown in Figure 2-40, with the constraints estimated from the carrier phase 
measurements, the constrained PPP clock solution of GUM4 (the red lines) shows 
very similar trend to the one in Figure 2-38 and both have the similar size of daily 
boundary jump. However, since the 𝑧𝑝𝑑 s in equation (12) were not well 
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computed but estimated by extrapolation, the estimated constraints were still not 
accurate enough, and this inaccuracy caused slightly increased noise in the daily 
clock solution and the divergence of the multi-day constrained results (the green 
lines in Figure 2-40). The more correct method (least square) to solve the equation 
(12) will be developed in future work, and the application of constrained PPP in 
the noisy environment and the advantage of using carrier phase measurements for 
the constraint model estimation will be concluded. 

2.4.3 Discussions 

The results of the constrained PPP experiments suggest that: 1. constrained 
PPP could be used to further improve short-term stability of PPP time transfer 
between H-masers, but it has little effect on the clock solution of Caesium clock 
or other clocks which are with worse quality; 2. constrained PPP can be used to 
overcome the discontinuity problem inside daily batch due to the loss of track in 
the receiver; 3. with the well-estimated constraint model, constrained PPP can 
reduce the noise of the clock solution efficiently when the measurements are very 
noisy; 4. carrier phase measurement has its advantage for the constraint model 
estimation in constrained PPP, however, the related algorithms still need to be 
developed to have a better performance; 5. constrained PPP, with the multi-day 
constraint function switched on, can be used to obtain continuous time solution by 
removing the daily boundary jump, this function needs to be upgraded to 
considering the daily discontinuity of the IGS clock products, and before the 
upgrade, this function is only used to check the correctness of the estimated 
constraint model.  

 

2.5 Atomium Integer PPP 

Integer PPP is the PPP that fixes the carrier phase ambiguities as integers 
during the computation. The integer nature of the carrier phase ambiguities in the 
classic PPP (such as the NRCAN PPP and the old version of Atomium PPP) is 
ignored, and the float values are estimated with the help of the code 
measurements. It was shown in [71] that the stability of the GNSS time transfer is 
improved by using the carrier phase measurements with integer ambiguity 
resolution, and the random walk noise with the origin in the float ambiguity 
estimation is also eliminated.  In [86] a new method for the integer ambiguity 
resolution on the un-differenced carrier phase measurements was introduced, and 
the related PPP had a precision of centimetre level. 

Currently, the GNSS integer satellite products (called GRG products) from 
the CNES/CLS (CNES for short) IGS analysis center are available on the IGS 
FTP for the single receiver users to perform the integer PPP time transfer [87]. 
Both the GPS and Galileo integer products are provided by CNES, but the Galileo 
product is not regularly available by the time when the software have been 
developed (March 2019). Therefore, the current version of Atomium integer PPP 



 

50 
 

is only based on the GPS measurements. The general term “integer PPP time 
transfer” is used to express the clock comparison in the phase domain by using 
integer PPP. 

2.5.1 Developed algorithms 

The GRG products from CNES include the estimations of the satellite clock, 
the satellite orbit, the earth rotation parameters (ERP) and the satellite wide-lane 
biases (WSB). There are mainly three steps to compute the integer PPP clock 
solution with the GRG products: 1. Resolve the wide-lane (WL) integer 
ambiguity; 2. Resolve the narrow-lane (NL) integer ambiguity; 3. Compute the 
final integer solution. These steps were previously described in the paper [65]. 

Step 1: WL integer ambiguity. The Melbourne-Wubbena (MW) combination 
is built at each epoch using the phase and code measurements for each GPS 
satellite, which is expressed as: 

MW = (α L1 − β L2) − (α P1 + β P2) (13) 
where (L1, L2) and (P1, P2) represent the carrier phase measurements and the P 
(or P(Y)) code measurements on L1 and L2 band separately, (𝛼 , 𝛽 ) and 
(𝛼 , 𝛽 ) are the coefficients in front of the related measurements for the MW 
combination. The equation (8) can be re-expressed as: 

MW

λ
=  N + WRB − WSB (14) 

where λ  is the WL wavelength (in meter), N  is the integer ambiguity in the 
WL combination (in cycle), WRB is the WL receiver bias, and WSB is the WL 
satellite bias that is provided by the GRG products.  

After correcting the WSB using the GRG WSB products, the real-valued N  
and WRB are estimated by each satellite track and each epoch separately using 
the linear least square method. To avoid the singularity, the WRBs are constrained 
to make sure their estimated values are continuous and stay within the 0 to 1 WL 
cycle during the first day estimation. The current strategy of constraining the 
WRBs in the software is: In the first iteration, the WRBs are absolutely 
constrained to the mean of the WRBs that have been estimated from the previous 
day, or to 0.5 WL cycle if it’s first day estimation, and in the second iteration, the 
estimated WRBs from the first iteration are used to constrain the WRBs; in 
addition, to ensure the continuity of the estimated WRBs, a relative constraint is 
also applied to constrain the relative change between the adjacent WRBs. After 
the second iteration, both float 𝑁  and WRBs are computed. Passing though the 
bootstrapped estimator [88], the 𝑁  are all decorrelated from each other, and 
then most of their values are already close enough to some integer values, then 
these 𝑁  are fixed to their closest integers for each satellite track. WRBs are 
solved as the remaining fractional WL cycles in equation (14) at each epoch. 

During the decorrelation between the ambiguities in the GNSS bootstrapping 
method, the predicted probability of the success of each ambiguity resolution is 
also estimated, which is called the success rate [88]. In this step of the software, 
there are two conditions that need to be fulfilled before fixing the N  to an 
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integer: the corresponding success rate is over 90% and the real value of that N  
is not too far from an integer (smaller than 0.25 WL cycle). The tracks with not 
fixed N  will be excluded in the following computations. The key for this step is 
to have a continuous WRB estimation avoiding the 1 cycle estimation error inside 
the daily batch and at the daily border. To make sure the coherent estimation of 
WRB in the multi-day solution, the mean value of the estimated WRB in the 
previous day is chosen as the absolute constraint for the WRB estimation of the 
current day.  

Step 2: the GPS ionosphere free (IF) code and carrier phase combinations are 
re-expressed as: 

𝑃 =  𝜌 +  𝑇 + zpd + e +  𝜀 (15) 

𝐿 = 𝜌 +  𝑇 + mf ∙ zpd + 𝜆 𝑁 +
𝜆

𝜆
𝑁 + W + e + 𝜀 (16) 

where 𝑃  and 𝐿  are the code and carrier phase IF combinations, ρ is the 
distance between satellite and receiver phase center, 𝑇  is the receiver clock 
offset, zpd is the wet tropospheric zenith path delay, mf is the mapping function, 
W is the wind-up effect to be corrected, e is the other common errors between 
code and phase measurements (e.g. troposphere dry component delay, relativistic 
effect, satellite clock error), 𝜀  and 𝜀  are the code and phase noises, 𝜆  is the 
NL wavelength, 𝑁  is the integer ambiguity to be resolved, and 𝑁  is the WL 
integer ambiguity that has already been fixed in step 1. Since 𝜆 = 17𝜆  = 10.7 
cm, it is much easier to resolve the integer ambiguity in equation (16). One real-
valued 𝑁 is computed per satellite track combining the equation (15) and (16) in 
the least square computation, and the integer value of 𝑁 is determined using the 
same strategy as fixing the WL ambiguities in step 1, that is: fixing 𝑁  to the 
closest integer of the decorrelated ambiguity, as long as the related success rate is 
over 90% and the distance between the float 𝑁  and the closest integer is smaller 
than 0.25.  The satellite track without fixed integer 𝑁 will be filtered out. 

Step 3: At this step the two ambiguities in equation (16) have already been 
fixed to integers, and the equation (16) can be re-expressed as: 

𝐿 − 𝜆 𝑁 +
𝜆

𝜆
𝑁 − W − e = 𝜌 + 𝑇 + mf ∙ zpd + 𝜀 (17) 

with the already estimated variables on the left and the unknowns on the right, 
which include the receiver position (in ρ), the receiver clock offset and the wet 
tropospheric zpd. The wind-up corrections (W) have been computed in step 2 
together with the ambiguities. 

Since now the IF carrier phase measurements are not ambiguous anymore. 
They are used to estimate the final PPP solutions in the least square without the IF 
code measurements. 

If the WRB estimations are coherent (without WL cycles jump) during the 
whole period and the ambiguities are resolved correctly at both stations, the sizes 
of the discontinuities at the daily borders (or inside the daily batch) for the integer 
PPP time transfer solution are the integer multiple of the 𝜆 , therefore the 
continuous solution for multiple days can be easily obtained by alignment. 



 

52 
 

However, if the discontinuity is caused by any hardware change in the receiving 
chain of the station, the same alignment strategy may not work anymore. Since 
the real values of WRB have changed since that moment, constraining the WRB 
estimation will push the integer cycle estimation error in the 𝑁  in equation (14) 
and cause a bias of integer multiple of 𝜆 (𝜆 /𝜆 )𝑁  in the clock solution as 
can be seen in equation (17). 

2.5.2 Processing and results 

2.5.2.1 WRB estimation 

As explained previously, before using the integer PPP clock solution, the 
continuity of the estimated WRBs need to be checked first. As illustrated in 
Figure 2-41, when hardware change (or problems) happens in the station AO_4, it 
will be manifested in the estimated WRBs as a jump. The jump will introduce a 
discontinuity in the integer PPP clock solution which could not be compensated 
by integer multiple of 𝜆 . Additionally, since the estimation of WRBs are 
constrained in the integer PPP, when an unexpected WRB jump happens, some 
correct measurements might be filtered out as outliers, which might increase the 
noise of the final clock solution on that day. Note that the higher variation of the 
estimated WRBs in the station GUM4 was not caused by any hardware change, it 
was probably due to some diurnal effects to that station (multipath, temperature 
variation etc.). 

 

Figure 2- 41. Hardware change in the station AO_4 

In addition, the continuous WRB estimation is not always guaranteed in the 
current version of integer PPP software. As shown in Figure 2-42, in the first two 
days computation, the software failed to constrain the WRBs which are around 0.5 
WL cycle, and the estimated values jumped by 1 WL cycle in the middle of the 
days. This 1-cycle estimation error rarely happened (2 to 3 times in the whole 22 
months experimental period). The software will be updated to conquer this 
problem in future work.  
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Figure 2- 42. The software failed to estimate the continuous WRBs 

Since this discontinuity problem in integer PPP solution is not compensated 
easily as in the float PPP, in the phase domain only the clock comparison results 
using integer and float PPP during the period when the WRBs of the stations are 
continuous are compared in the following part of section 2.5.2. 

2.5.2.2 CCD results 

In the CCD experiments at ORB and INRIM, the fixing rates of the 
ambiguities in step 1 and 2 of the integer PPP are normally over 90% and 95% 
respectively during all the experimental periods. 

Figure 2-43 demonstrates an ideal situation of the WRB estimations in the 
CCD experiment at ORB. Since the multipath mitigation option is off in the 
station RTBS, the estimated WRBs in RTBS has a larger daily variation, as can be 
seen in the figure.  

 

Figure 2- 43. WRB estimation in the ORB CCD experiment 
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The corresponding integer PPP time transfer solution in this CCD experiment 
is then displayed in Figure 2-44. The red lines in Figure 2-44 are the original 
integer PPP time transfer solution with the discontinuity at the daily border. The 
sizes of these discontinuities and the shifted sizes for the alignment are 
summarized in Table 2-2. The aligned integer PPP results are drawn in black lines 
in Figure 2-44. 

 

Figure 2- 44. CCD experiments at ORB with integer PPP 
 

Table 2- 2. The discontinuities of the integer PPP time transfer solution 

MJD 
size in 𝜆  cycle  

MJD 
size in 𝜆  cycle 

Discontinuities  Actual shift Discontinuities  Actual shift 
58585 -0.09 0 58603 -0.06 0 
58586 -1.05 -1 58604 -0.03 0 
58587 -0.02 0 58605 0.02 0 
58588 1.01 1 58606 0.98 1 
58589 0.02 0 58607 -1.02 -1 
58590 -0.02 0 58608 1.05 1 
58591 0.06 0 58609 -0.97 -1 
58592 -0.01 0 58610 0.05 0 
58593 -0.04 0 58611 0.91 1 
58594 -0.00 0 58612 -0.87 -1 
58595 0.04 0 58613 1.05 1 
58596 -0.01 0 58614 -0.02 0 
58597 -0.03 0 58615 -1.03 -1 
58598 -0.07 0 58616 0.02 0 
58599 0.03 0 58617 -0.06 0 
58600 -0.08 0 58618 0.05 0 
58601 0.94 1 58619 0.98 1 
58602 -1.03 -1 58620 -0.99 -1 

 
To evaluate the performance of the integer PPP time transfer, its continuous 

results (simply called integer PPP results hereafter) are compared with the results 
from the original Atomium PPP which estimates the float ambiguities (called float 
PPP for the simplicity) as shown in Figure 2-45. Meanwhile, two continuous float 
PPP results are also plotted in the same figure for the comparison, which are 
aligned PPP results (in green) and multi-day constrained PPP results (in blue). 



 

55 
 

The alignment of the float PPP daily results ignored the integer 𝜆  cycle, only 
simply aligned the daily results at the border using the 2nd order extrapolation.  

 

Figure 2- 45. CCD experiments at ORB with integer PPP and float PPP 

The integer PPP time transfer solution showed great improvement of the 
stability compared to the float PPP solutions, as can be observed in Figure 2-45. 
The long-term stability of the float PPP time transfer was mainly contaminated by 
the daily boundary jump. Aligning the discontinuous float results improved the 
stability, but it caused an accumulation of error (0.6 ns in a month). Using the 
multi-day constraint function to obtain the continuous float PPP solution relatively 
reduced the accumulated errors compared the aligned float PPP results, however, 
additional noises are introduced inside the daily results since the algorithms still 
need to be upgraded to consider the discontinuity of the IGS clock products (see 
section 2.4.2). 

The results in Figure 2-45 are further compared in the form of ADEVs as 
shown in Figure 2-46.  

 

Figure 2- 46. ADEVs of the integer and float PPP time transfer solution in the 
ORB CCD experiment 
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It can be found in Figure 2-46 that the integer PPP improved the stability of 
the time transfer at all time span compared to the float PPP. The two continuous 
float PPP results (in green and blue) had comparable/better short-term stability, 
but the long-term stability was still worse than the one of the integer results. 
Comparing between the integer PPP and aligned float PPP results indicates that, 
the short-term stability of the time transfer doesn’t improved by using integer PPP 
instead of float PPP, the worse estimated stability of the float PPP time transfer 
(in red lines) at the short term is mainly due to the effect of the daily boundary 
jump on the estimation. In this experiment, with 4 days averaging on the integer 
PPP time transfer solution, the 10-16 frequency stability could be achieved. 

Since the algorithms of the multi-day constrained PPP is still not complete, its 
results are not present in the following comparison. In addition, the monthly (or 
longer period) results are used in this section for the study of long-term stability of 
PPP time transfer solution, the aligned results are not included in the following 
comparisons, since the alignment may introduce additional variations in the long 
term. An example of the additional alignment error can be observed in Figure 2-
47, where the integer PPP results are aligned simply using the 2nd order 
extrapolation (in green lines) just as for the float PPP results. In the following 
parts of this section, integer PPP results are only compared with the original float 
PPP results in the term of ADEVs. The improvements of the time transfer stability 
at different averaging times by using the integer PPP instead of the float PPP 
(corresponding to the black and red lines in Figure 2-46) are reported in Table 2-
3.  

Table 2- 3. The improvements of the time transfer stability by using the 
integer PPP 

Averaging 
time 

Improvement of the stability 

5 min 13,3% 
1 hour 31.2% 
3 hours 50.2% 
12 hours 63.3% 

1 day 80% 
5 days 65.3% 

 
The results from the 1-month CCD experiments at INRIM are also compared 

in the Figure 2-47 and 2-48, corresponding to the phase measurements and their 
ADEVs. Additionally, two longest continuous periods in the 6-month CCD 
experiments at ORB and INRIM were chosen to compare the integer PPP and 
float PPP time transfer, and their ADEVs are plotted in Figure 2-49 and 2-50 
respectively. The results from these CCD experiments show that after 3-4 days 
averaging, the frequency transfer stability of 10-16 can be reached by using integer 
PPP.  
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Figure 2- 47. CCD experiments at INRIM with integer PPP and float PPP, the 
alignment (in green) of integer PPP results ignores the integer 𝜆  cycle 

discontinuity in order to show the alignment error. 

 
Figure 2- 48. ADEVs of the integer and float PPP time transfer solution in the 

INRIM CCD experiment 

 
Figure 2- 49. ADEVs of the integer and float PPP time transfer solution 

during anther longer period at ORB 
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Figure 2- 50. ADEVs of the integer and float PPP time transfer solution 
during anther longer period at INRIM 

2.5.2.3 “PPP - OPT” results 

During the “PPP-OPT” experiments between station AO_4 and GUM4, the 
fixing rates of the ambiguities in step 1 and 2 of the integer PPP are normally over 
85% and 90% respectively during the experimental periods, except the period 
with noisy measurements that was reported in section 2.4.2.3. 

In the “PPP – OPT” experiments, the Atomium integer PPP time transfer was 
compared with the NRCAN PPP time transfer. The NRCAN PPP is a float 
ambiguity PPP with multi-day computational batch that is used by BIPM for the 
international clock comparison. Therefore, the comparisons were carried out 
during the periods when the NRCAN PPP time transfer results were within the 
same computational batch, which means no boundary jump was present. 

The comparisons in the two test periods are selected to be demonstrated in the 
left and right plots of Figure 2-51. A drift of 0.8 ns and another of 0.4 ns in the 
NRCAN PPP results were observed in the two periods. These additional errors 
could be due to the random walk noise generated in the float ambiguity 
estimations [71]. 

 

 

Figure 2- 51. Comparison of integer PPP and NRCAN PPP time transfer 
results 
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The ADEVs of the measurements in Figure 2-51 are then compared and 
displayed in Figure 2-52 and 2-53. The figures indicate that the integer PPP 
improves the frequency stability of the time transfer solution from 2.5 hours 
averaging to longer term, compared to the NRCAN PPP solution. The 10-16 

frequency stability could be reached by the integer PPP time transfer with 9-10 
day averaging in these “PPP - OPT” experiments. 

 

 

Figure 2- 52. ADEVs of the integer PPP and the NRCAN PPP results as given 
in the left plot of Figure 2-32 

 

 

Figure 2- 53. ADEVs of the integer PPP and the NRCAN PPP results as given 
in the right plot of Figure 2-32 

In [69] the integer PPP technique implemented by the CNES was tested in the 
same “PPP - OPT” experiment during different periods. It was reported in [69] 
that the frequency transfer stability of 10-16 can be achieved with 5 days averaging 
by integer PPP in the experiments, while the difference is that the performances 
were studied with the Modified Allan Deviation. Therefore, the data in Figure 2-
53 are re-plotted in the form of Modified Allan Deviation in order to compare 
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them with the results reported in [69].  As shown in Figure 2-54, the current 
version of the Atomium integer PPP has very similar performance of the 
frequency transfer accuracy compared to the results in [69]. 

 

 

Figure 2- 54. Modified Allan Deviations of the integer PPP and the NRCAN 
PPP results as given in the right plot of Figure 2-51 

2.5.3 Discussions 

The integer PPP showed its advantage to the current float ambiguity PPP 
techniques on the frequency stabilities of the time transfer at mid-term and long-
term averaging times, and with 3 to 10 days averaging the frequency stability of 
10-16 could be reached. Meanwhile it removed the obvious random walk noise in 
the clock solutions caused by the float ambiguity estimation.  

However, the current version of Atomium integer PPP still can’t 100% 
guarantee the continuous WRB estimations during all the test periods, and it 
introduced occasionally a 1-cycle estimation error. This problem will be fixed in 
the future work. 

 This original integer PPP solution can be used for the frequency transfer 
only. However, since integer PPP can provide long-term continuous results 
without drift after the alignment as shown in the previous results, it also could be 
used for the time transfer if its solution is calibrated occasionally by another 
accurate time solution, as suggested in [85].   

The current Atomium integer PPP will be updated to include the Galileo 
measurements when the daily Galileo integer products are regularly available, and 
its performance will be investigated. Furthermore, as the integer PPP improves the 
long-term stability of the time transfer and the constrained PPP improves the 
short-term and mid-term stability of the time transfer, the constrained integer PPP 
could be an interesting topic that will be studied in future research. 
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2.6 Frequency accuracy of PPP time transfer solution 

Not like the clock comparison in the phase domain, in which a period of 
continuous PPP clock solution needs to be found for easier comparison, the 
comparison in the frequency domain can be carried out in the whole period, since 
the value at the epoch with phase discontinuity can be easily filtered out as 
outliers. Figure 2-55 shows the related frequency deviations of the Atomium 
integer and float PPP time transfer solutions between BRUX and RTBS at ORB 
during the period MJD 58678 - 58796 when the measurements and GRG products 
are continuously available (only GPS results are plotted in the figure for a clearer 
visualization), these frequency deviations were computed using the equation (5). 

 

 

Figure 2- 55. Frequency deviations of the PPP time transfer solutions between 
BRUX and RTBS 

To better compare the frequency accuracy of the related PPP time transfer 
solutions, the monthly frequency deviations were estimated from the data in 
Figure 2-55 by averaging the data with a 30-days sliding window. The 
corresponding monthly frequency offsets of the Atomium integer and float PPP 
time transfer solutions for the CCD link “BRUX - RTBS” at ORB are compared 
and plotted in Figure 2-56, and the monthly frequency offsets of the constrained 
PPP solutions are also demonstrated in Figure 2-57.  

From Figure 2-56 it can be seen that all the float PPP solutions (including 
GPS-only, Galileo-only and GPS + Galileo ones) have very similar frequency 
accuracy, and their monthly frequency offset varies between 0 and -7e-16 during 
the 4 months testing period, which is corresponding to an accumulated phase error 
between 0 and -1.8 ns in a month (see equation 5); Meanwhile, the integer PPP 
provides much more accurate frequency solution: the frequency offsets are 
generally centered around zero, and within the range of ±2e-16 (corresponding to 
the phase error of ±0.52 ns in a month)   
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Figure 2- 56. Monthly frequency offsets of the PPP time transfer solutions 
between BRUX and RBTS (integer and float PPP results) 

 

Figure 2- 57. Monthly frequency offsets of the PPP time transfer solutions 
between BRUX and RBTS (constrained and non-constrained results) 

Figure 2-57 indicates that Atomium float PPP and its corresponding 
constrained PPP have similar frequency transfer accuracy; in addition, the closer 
similarity between the GPS+Galileo PPP and its related constrained PPP results 
indicates that the constraint models could be estimated more accurately based on 
more GNSS satellite measurements.  

Then, the comparisons of the frequency accuracy of the PPP time transfer 
solutions for the link “GR01 – GR02” at INRIM during MJD 58680 – 58796 are 
given in Figure 2-58 and 2-59. Similar performance of the integer PPP solution 
can be found in Figure 2-58; However, the float PPP solutions show the frequency 
offsets very different from each other. The Galileo PPP solution has the largest 
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frequency offset (around -6e-16); while the GPS PPP solution shows a clear 
frequency drift from 2e-16 to -5e-16 during the 4-month period; combing GPS 
and Galileo in the PPP reduces the frequency offset compared to the Galileo-only 
solution and mitigate the frequency drift (from -2e-16 to -4e-16) compared to the 
GPS-only solution. The reason for the clear distinction between the GPS and 
Galileo PPP frequency transfer is still not very clear, the daily effects on the GPS 
and Galileo signals at these two stations probably need to be further investigated. 
The magnitudes of the frequency offsets of the float PPP and corresponding 
constrained PPP solutions are generally the same, while the constrained PPP 
provides slightly more stable frequency comparison results in the long term, as 
can be seen in Figure 2-59.  

 

Figure 2- 58. Monthly frequency offsets of the PPP time transfer solutions 
between GR01 and GR02 (integer and float PPP results) 

 

 
Figure 2- 59. Monthly frequency offsets of the PPP time transfer solutions 

between GR01 and GR02 (constrained and non-constrained results) 
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Moreover, it should be mentioned that, the large frequency offset in the float 
PPP solution doesn’t manifest directly in the long-term phase comparison results 
using the daily Atomium PPP. For example, it is found in Figure 2-58 that 
Atomium Galileo PPP time transfer solution has a very stable frequency offset 
around -6e-16, which means an accumulated phase error around -6.1 ns in the 
whole 4 months period; however, this phase error is not present in the original 
Galileo PPP time transfer solution (black lines) as can be seen in Figure 2-60, 
while this accumulation of phase error is clearly visible in the aligned results (red 
lines) in the same figure. It indicates that the trend of the daily PPP solution 
(caused by the daily frequency offset) could be different from the trend of the 
actual PPP solution in the longer term. This mismatch is probably due to the 
errors in the daily float ambiguity estimation, by checking the improvement of 
using GPS integer PPP instead of GPS float PPP in both CCD experiments; in 
addition, the stable frequency offset in the Galileo solution in Figure 2-58 shows 
that there could be a constant frequency offset that is not compensated in the 
Galileo PPP computation in the INRIM CCD experiment. It was reported in [89] 
that any inconsistence of the measurement time in the two receivers or any code-
phase clock measurement bias in one of the receivers will cause additional 
frequency offset in the daily solution, therefore, the synchronism of the Galileo 
measurements in the two receivers at INRIM needs to be further studied in future 
work. 

 

Figure 2- 60. Clock comparison of GR01 and GR02 in the phase domain 
using Atomium Galileo PPP 

In the “PPP - OPT” experiment, since NRCAN PPP time transfer solution is 
based on the monthly computational batch, the average value of the frequency 
offsets in each monthly computational batch is computed. For a better comparison 
between the NRCAN and Atomium PPP, the absolute values of the computed 
monthly frequency offsets are plotted in Figure 2-61. During the 7 months period, 
the Atomium integer PPP frequency comparison results show the best accuracy, 
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with the size of monthly frequency offsets always below 2e-16; while the 
Atomium GPS float PPP and NRCAN GPS float PPP have similar monthly 
frequency transfer accuracy (from 0 to 6e-16).   

  

 

Figure 2- 61. Sizes of monthly averaged frequency offsets (within each 
NRCAN computational batch) of the PPP time transfer solutions in the “PPP - 

OPT” experiment 

The previous results in this section indicate that, integer PPP frequency 
transfer is very stable, and the size of the monthly frequency offset is normally 
within 2e-16, which is corresponding to 0.52 ns accumulated phase error in one 
month; float PPP, either Atomium or NRCAN, provides less accurate frequency 
transfer solution, and the largest monthly frequency offset is around 7e-16, which 
means 1.8 ns error in the monthly batch; adding constraint to the receiver clock 
improves only the PPP frequency transfer stability in the short term but not the 
accuracy. 

 

2.7 Improved PPP algorithm applications: upgrade of 
DEMETRA timing monitoring services 

The current version of Atomium PPP is the core software that is used for the 
DEMETRA timing monitoring and steering service. As a result of the improved 
time transfer performances of these new Atomium PPP algorithms which have 
been presented in the previous sections, it was decided to integrate these new 
versions of Atomium PPP into the DEMETRA server to upgrade the current 
service. 
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2.7.1 Time Monitoring and Steering service 

The “Time Monitoring and Steering” service provides the user the time 
difference between the user clock and the reference time scale of DEMETRA 
from the near real-time and daily post-processing PPP solution. The computation 
is based on the GNSS signal observation data collected at the user and INRIM 
side, the process is described in Figure 2-62. 

 

 

Figure 2- 62. The process to compute the time difference between user clock 
and the reference clock. Pivot is the IGS reference time when the IGS satellite 
products are used (namely, IGST, IGRT and IGUT, corresponding to the 
reference time of the IGS final products, rapid products and ultra-rapid products) 

The user, which is equipped with a GNSS receiver, transmits its GNSS 
observation data hourly to the DEMETRA platform, then the PPP software that is 
integrated in the server will compute both the clock differences “User clock – IGS 
reference time” and “DEMETRA ref clock – IGS reference time” at 5 min 
interval,  and the synchronization error “User clock – DEMETRA ref clock” is 
estimated by computing the difference of these two PPP clock solution. With the 
IGS ultra-rapid products, the user synchronization error is estimated in near real-
time based on the hourly computed PPP solution, and the daily PPP solution, 
which has a better accuracy but a latency of 2 days, is also provided using the IGS 
rapid products. 

Note that, the “user clock” in this dissertation always refers to the clock that 
need to be measured at the user side, it can be either the internal clock of the 
GNSS receiver or an external clock (such as H-maser, caesium, rubidium atomic 
clock) used to drive the GNSS receiver. On the other side, the “DEMETRA ref 
clock” is chosen to be the UTC(IT), which is based on a H-maser steered to the 
UTC. 

By monitoring the user clock, the user will be alerted for any anomaly that 
happens on its clock, such as the phase or frequency jump, at the mean time some 
steering parameters that are estimated based on the monitoring data will be sent to 
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the users for the alignment to UTC if it’s needed. Moreover, the quality 
monitoring data (such as satellite sky-plot, multipath) at the user station are also 
recorded and available on the user’s personal area of the DEMETRA web page. 
As an example, a part of one user interface is exhibited in Figure 2-63. 

 

 

 

Figure 2- 63. Quality control data (truncated) of one user station on the 
DEMETRA website 
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2.7.2 Updated DEMETRA timing monitoring service 

Since the steering parameters provided in the “timing and steering” service for 
the alignment of the user’s clock to UTC are based on the performance of the time 
monitoring, the improvements of the steering service are not mentioned 
specifically in this section. 

The two improved versions of the Atomium PPP that were introduced in 
section 2.3-2.5 have been integrated in DEMETRA server to upgrade the timing 
monitoring part of the DEMTETRA “time monitoring and steering” services. 
Three new types of daily results including the GPS + Galileo PPP solution, the 
constrained GPS (+Galileo) PPP solution and the integer GPS PPP solutions are 
provided in parallel besides the original GPS PPP one. These daily solutions are 
produced for the users who need post-processed services. The upgraded time 
monitoring services will have higher robustness and availability, provide time 
solutions with increased frequency transfer stability and accuracy; in addition, 
new services such as noise reduction with constrained PPP will also be studied in 
practice.  Meanwhile, the new near real-time solution (hourly solution) using the 
GPS + Galileo PPP will be available very soon and benefits the users who need 
their clock synchronized more frequently and quick reaction to the anomalies in 
their clocks. 

In addition, the new quality control data including Galileo measurements have 
also been available in the DEMETRA database, the examples are given in Figure 
2-64 to Figure 2-67. 

 

 

Figure 2- 64. Satellite azimuth - elevation (plane) plot 
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Figure 2- 65. Satellite elevation plot  

 

 

Figure 2- 66. Number of observed satellite plot  

 

 

Figure 2- 67. Satellite azimuth - elevation (polar) plot  
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Chapter 3 

Real-time detection of GNSS 
satellite clock frequency anomalies 

This chapter is mainly about real-time detection of the frequency anomalies in 
the GNSS satellite clocks. As already explained in section 1.5, the real-time 
GNSS positioning and timing applications rely on the quality of the broadcasted 
navigation message. Since the satellite-user range measurements are based on the 
reading of the satellite and user clocks, if there is an unexpected clock anomaly 
happens in the satellite clock, the final GNSS solution could be affected.  

In section 3.1 the typical GNSS satellite clock frequency anomalies are 
introduced, and their effects on the final GNSS timing or positioning are 
illustrated with some examples. Section 3.2 generally describes the principle of 
the frequency jump detector. In section 3.3, the primary method that generates the 
real-time frequency measurements of the GNSS satellite clocks is proposed and 
its performance in the frequency anomaly detection are reported. Section 3.4 
further introduces two alternative methods for the real-time frequency 
measurement that can be used as an independent way for the jump detection. The 
conclusions are made in section 3.5. At last, the possible application of the 
proposed methods in the DEMETRA project is discussed in section 3.6. 

3.1 Satellite clock anomaly 

Each GNSS satellite operates its own satellite clock, meanwhile it broadcasts 
in its navigation message three coefficients (satellite clock offset, drift and drift 
rate) to the users. The users build the second order polynomial (first order 
polynomial for GLONASS) with the received three coefficients to predict the 
synchronization error of that satellite clock referring to its system time [17].  

The typical anomalies that happen on GNSS satellite clocks are time and 
frequency jumps, these jumps are normally not compensated in the broadcasted 
navigation messages in time, for example, the prediction of the GPS satellite clock 
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error is usually updated once per day. As it is already known, the GNSS solution 
is based on the clock measurements, an unknown jump that happens in the 
satellite clock will cause a wrong estimation of the satellite-receiver range and 
therefore increases the positioning and timing error.  

Compared to the jump happening in the time domain, the frequency jump is 
more difficult to be detected and it may cause more serious problems in the clock 
measurements, since the time deviation is the integral of the frequency deviation 
(referring to equation 4 and 5 in chapter 2). For this reason, this part of the work 
mainly focuses on the frequency jump detection in the GNSS satellite clock. 

In order to detect any frequency jump in the satellite clock, a reference time 
scale is needed to measure the frequency deviations of the clock. The IGS and 
MGEX final satellite clock products provide the most accurate GPS and Galileo 
satellite clock phase offsets referring to their reference time respectively.  These 
phase measurements of the satellite clocks can be transferred to the corresponding 
frequency measurements using the equation (5).  

Figure 3-1 shows a clear frequency jump in the clock of the GPS satellite02 
(GPS02), which is measured by IGST (note that the measurement in the IGS clock 
product is satellite clock – IGST, while the quantities in the figure is IGST – 
satellite clock). The original frequency measurements at 5 min interval are plotted 
in black line, and the smoothed ones with 25 min sliding window are in blue line 
for a clearer observation. 

 

 

Figure 3- 1. A GPS satellite frequency jump happened on 23 June 2016 

The size of the detected jump in Figure 3-1 is around 7.5 × 10 . According 
to the equation (5), this frequency jump will cause a clock error of 2.7 ns in one 
hour, which is corresponding to 81 cm error on the pseudorange measurement 
(distance=velocity of light × time).  If the clock data of the GPS02 is updated after 
1 day, the clock error will reach 64.8 ns, which means 19.4 m error on the 
pseudorange measurement until the update. In practice, this satellite will be 
discarded without any doubt for the GNSS positioning or timing when its 
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measurement error is noticeably large compared to the other satellites. However, 
this issue of frequency jump needs to be alerted when it happens, and the 
corresponding satellite must be discarded before it causes any positioning or 
timing error that can’t be ignored anymore. 

In order to study the effect of the frequency jump of the GPS02 clock to the 
user’s positioning service, the IGS station HRAO was chosen to estimate its 
antenna positions using the GPS satellite signals during the day when this 
frequency jump happened. The precise coordinate of the station antenna is first 
estimated by Atomium PPP for that day and it is chosen as the reference position. 
Since Atomium PPP uses IGS post-processed clock products to obtain the satellite 
clock data, its computed coordinate is not affected by the problematic satellite 
GPS02.  Then the GPS standard positioning at HRAO was carried out, which uses 
the satellite navigation messages for the estimation of the satellite positions and 
clock offsets, and its 3D positioning residual error referring to the reference 
position at each epoch was recorded.  

In Figure 3-2, the effect of the problematic GPS02 to the GPS standard 
positioning solution of IGS station HRAO is shown. The change of 3D 
positioning residual errors with time are plotted, the results in the figure are 
smoothed with 25 min sliding window to make a distinction between different 
lines. 

 

 

Figure 3- 2. The 3D positioning residual error at HRAO with or without 
GPS02 

In Figure 3-2, the blue solid horizontal line indicates the start of frequency 
jump on the GPS02 and the blue dash line indicates the time when clock data of 
the GPS02 is updated in the navigation message (the end of the frequency jump). 
Black line represents the positioning errors using all the GPS satellites including 
the GPS02. Red line stands for the positioning errors using the constellation 
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without the GPS02. Moreover, since the size of the jump is well measured, the 

accumulated error with time on the pseudorange measurement could be 
calculated, so another solution is to keep using the full constellation  for the 
positioning, correcting the errors caused by the frequency jump on the GPS02, of 
which the results are shown in green line. 

It is observed in the figure that, the residual errors of the three solutions are 
very similar at the beginning since the clock error on the GPS02 is small. The 
positioning error using the uncorrected GPS02 signals starts to increase over time 
until this frequency jump is compensated in the new navigation message of the 
GPS02. This additional positioning error which is caused by the GPS02 reaches 1 
m in about 4 hours. Meanwhile, using the corrected GPS02 signals shows the 
lowest positioning error before the update of navigation message in the GPS02 
since more correct measurements are used. Usually the corrections on the GPS02 
signals should be stopped after the frequency jump has been corrected in the 
updated navigation message. However, for illustrative purpose only, these 
corrections to the GPS02 are adopted during the whole period when the GPS02 is 
visible for the station HARO, and the results shows higher error after the update 
of the GPS02 navigation message just as expected.  

Besides the effect on the GPS positioning, the frequency jump on the GPS02 
clock also causes error in the GPS time solution. The R2CGGTTS software [44] 
was used to estimate the receiver clock offset with respect to GPS system time 
(GPST) at HRAO on the same day. As shown in Figure 3-3, due to the direct 
effect of the frequency error on the time measurement, when the GPS02 is 
included to compute the receiver clock offsets with respect to GPST at HRAO, a 
clear drift is observed, comparing to the solution without using the GPS02. 
However, due to the lack of reference, Figure 3-3 only summarises that this 
frequency jump in the satellite GPS02 causes a divergence, the size of which 
reaches 4 ns within 4 hours, in the time solution. 

 

 

Figure 3- 3. Receiver clock at HARO against GPST with or without GPS02 
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It is worth mentioning that, discarding the problematic satellite is not always 
an optimal choice, since the accuracy of the positioning does not only depend on 
the satellite measurements, but also depends on the geometric distribution of the 
satellites, namely GDOP [90]. So, in the case that the frequency jump on the 
satellite is too small to dominate the positioning error (for example, with the 

size 1 × 10 ), and keeping using that satellite will retain a good GDOP at the 
same time, then the user can choose to continue using that problematic satellite. 

Adding corrections on the problematic satellite signals is not strongly 
recommended unless there are not enough visible satellites or the GDOP can be 
improved by using that problematic satellite. The reasons why the satellite 
frequency corrections should be used with caution are: 1. The corrections are 
based on precisely measured size of the frequency jump, which is not guaranteed 
due to the measurement noise and the stability of the reference time scale; 2. The 
frequency jump is not always in the form of an frequency offset, which makes the 
corrections hard to be computed; 3. The improvement to the positioning is usually 
very small if the frequency jump is not very large, it’s easier to discard the 
satellite if there are still enough visible satellites to keep the good geometric 
distribution.  

Figure 3-4 gives another example of the positioning and timing results at 
station BRUX during the period when there is a frequency jump of  3 × 10  in 
the GPS13 satellite (G13).  

 

Figure 3- 4. Positioning and timing errors at BRUX during the usage of 
problematic satellite GPS13 

The G13 becomes invisible for station BRUX before the update of the 
navigation message, so the differences between the solutions can only be found 
around the period of the MJD 57440.43 – 57440.73 when the G13 is visible. The 
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size of the jump happening on the G13 is very small, it can be seen from the 
figure that by using the problematic G13 for the positioning at the beginning of 
the jump causes even less position errors, since it’s better to keep the G13 for a 
better GDOP. However, as the phase errors on the G13 accumulate over time, the 
advantage to exclude the G13 starts to emerge. 

Compared to the complex situation in GPS positioning, the problematic 
satellite affects the GPS timing solution in a clearer way even if it is a tiny 
frequency jump, as indicated in the lower plot of Figure 3-4. It is also found that 
the divergence in the clock solution by using the G13 doesn’t increase linearly as 
in Figure 3-3. It is because the phase error from the G13 doesn’t accumulate very 
fast due to the small frequency jump, while its contribution in the final time 
solution reduces quickly as the satellite elevation keeps decreasing before it 
becomes invisible for BRUX (the weight of the measurement from one satellite in 
the time solution is proportional to its satellite elevation). 
 

3.2 Frequency jump detector 

The software to detect the frequency jump on the GNSS satellite has already 
been developed at INRIM based on the method that was described in [82], and its 
principle is displayed in Figure 3-5. Based on the provided satellite clock 
frequency measurements against a reference time scale (such as the IGST), the 
frequency jump detector can detect and report the position of the jump with 
minutes of delay. The detection process consists of four steps: 1) the trend of the 
first N1 frequency values is estimated; 2) the predicted trend of the next N2 values 
(𝜇 ) based on the previous N1 values is computed; 3) the N2 values are smoothed 

with a sliding window of length N3 to reduce the noise and 4) the differences of 
the smoothed values and the predictions 𝜇  are measured, if the difference is 

larger than the threshold, a frequency jump is declared at that epoch. 
 

 

Figure 3- 5. Principle of the frequency jump detection method [82] 

This frequency jump detector has been tested by using the frequency 
measurements from the IGS/MGEX final products. As suggested in [82], the 
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frequency data are smoothed with a 50 min sliding window (N3=10 for the 5-min 
interval IGS products), which means 25 mins delay of the detection. In practice, a 
frequency jump as small as 2 × 10  can be precisely detected by the detector 
using the IGS products. 

Compared to the quick detection of the jump in the frequency jump detector, 
the IGS/MGEX products are generated in a post-processing way. The most 
precise products are available with a delay of over 10 days, even the rapid 
products are provided after 1 day. The IGS also has real-time products, such as the 
ultra-rapid products and the real-time service (RTS) products [91]. However, the 
real-time part of the ultra-rapid product is based on the prediction and the 
reference time of the RTS clock product changes over time, which makes them 
not suitable for the detection purpose if used directly. 

In the next two sections, three methods are proposed to provide the real-time 
frequency measurements of the GNSS satellite clocks, that can be used by the 
detector for the quasi-real-time frequency jump detection. Two of the methods are 
based on a ground reference time in the laboratory, while the other method uses a 
satellite clock as the reference. 

 

3.3 Method with ground reference 

3.3.1.1 Background 

In addition to the IGS reference time, some time laboratories also provide 
very accurate reference time scales, such as UTC(ORB) [92] and UTC(IT) [93]. 
These two UTC(k) are based on the H-masers, which provide very stable 
reference frequency which can be utilized to measure the frequency deviations of 
the GNSS satellite clocks through the GNSS station they are connected to. An 
example is given in Figure 3-6, in which the frequency jump on the GPS02 
(reported in Figure 3-1) was measured again by UTC(IT) thought the connected 
station GR01. As already explained in the section 1.3, by receiving the 
broadcasted navigation message from the GPS02 at GR01, the phase offsets of the 
GPS02 clock with respect to UTC(IT) can be computed, and then the frequency 
deviations are further estimated using equation (5). 

The short availability of the UTC(IT) measurement is because the satellite 
GPS02 can only be measured when it is visible to the station GR01. The two 
results using code and carrier phase measurements are plotted in grey and green 
respectively in Figure 3-6. The corresponding smoothed data are in blue lines. 
Note that the code, carrier phase and IGS measurements in Figure 3-6 are all with 
30 second interval, while the IGS measurements in Figure 3-1 are with 5 minutes 
interval. 
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Figure 3- 6. Frequency measurements (30 s interval) of GPS02 clock referring 
to UTC(IT) and IGST 

Figure 3-6 shows that the frequency jump on the GPS02 can be seen from 
both the IGS measurements and the carrier phase measurements. While the code 
measurements are too noisy to display this jump. The stability of the three 
measurements are further compared in the form of ADEVs in Figure 3-7. It is 
observed that it is possible to monitor the satellite frequency change against a 
good ground reference by using the real-time carrier phase measurements instead 
of using the IGS post-processing measurements.  

 

 

Figure 3- 7. ADEVs of the carrier phase measurements, code measurements 
and IGS measurement 

However, due to the measurement gaps as shown in Figure 3-6, it’s 
impossible for a single station to monitor continuously the satellite clock by 
receiving the broadcasted signals. Meanwhile, the quality of the measurements 
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from a single station are highly affected by the elevation of the satellite 
(atmospheric and multipath errors are higher for the low elevation satellites).  

A method that can continuously monitor the satellite clock frequency 
anomalies using the ground reference was proposed in this work, and the details 
are described in the next subsection.  

3.3.1.2 Developed algorithms 

This method is based on the real-time distributed GNSS observation data from 
a global station network (for example, the stations that participate the IGS real-
time service [42]). The related software has been developed and is now being 
tested. For the computational efficiency in the test phase, the minimal number of 
stations that are evenly distributed around the world were selected (40 stations for 
the GPS monitoring and 31 stations for the Galileo monitoring). These stations 
were selected from the IGS/MGEX tracking network [94]. In the current test 
phase, UTC(ORB) is used as the ground reference, therefore the station BRUX 
which is connected to UTC(ORB) must be included. The whole process of the 
method consists of the following steps: 

Step 1: The coordinates of the selected stations are computed based on the 
observation data of the previous day using the Atomium PPP. 

Step 2: Every 30 s the GPS/Galileo observation data are collected from all the 
stations including BRUX. Correcting the signal propagation errors in the carrier 
phase measurements of each station (the same as have described in the PPP 
algorithms before), the differences between each satellite clock and each station 
clock (if the satellite is visible for the station) are estimated separately. Since the 
carrier phase ambiguities are not fixed, these clock differences estimated from the 
carrier phase measurements don’t provide accurate time information. However, by 
using equation (5), the satellite clock frequency (deviation) measurements respect 
to each station clock can be accurately computed. The discontinuities in the 
frequency measurements due to the change of ambiguities are filtered out easily in 
the frequency domain as the outliers. The prediction parts of the IGS ultra rapid 
satellite orbit products are used in this step to estimate the satellite positions in 
real-time. 

Step 3: From step 2, the frequency deviations of each satellite clock against 
the station clocks at 30s interval have been obtained. The frequency deviation of 
the satellite i against the clock of station j (which is not BRUX) at one epoch is 
expressed as Frq(station j – sat i), and it can be further expressed as Frq(BRUX – sat i) – 
Frq(BRUX-station j). Passing all these frequency measurements at one epoch into the 
least square algorithms, the frequency deviation of each satellite clock against the 
BRUX clock (which is UTC(ORB)) and the frequency deviation of each non-
BRUX station clock against the BRUX clock at that epoch are computed. The 
least square solution of the matrix computation 𝑏 = 𝐴𝑥 is 𝑥 = (𝐴 𝐴) 𝐴 𝑏. At 
each epoch, the matrix 𝑏  is filled by the estimated frequency measurements 
Frq(station j – sat i), 𝑥 is the matrix of the unknowns Frq(BRUX – sat i) and Frq(BRUX-station j), 
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𝐴 is the coefficient matrix in front of 𝑥. Examples of these matrices at one epoch 
are given as follows.  
 

𝑏 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑎𝑡1)

𝐹𝑟𝑞(𝑠𝑡𝑎𝑡𝑖𝑜𝑛2 − 𝑠𝑎𝑡1)

𝐹𝑟𝑞(𝑠𝑡𝑎𝑡𝑖𝑜𝑛3 − 𝑠𝑎𝑡1)
⋯

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑎𝑡2)

𝐹𝑟𝑞(𝑠𝑡𝑎𝑡𝑖𝑜𝑛3 − 𝑠𝑎𝑡2)

𝐹𝑟𝑞(𝑠𝑡𝑎𝑡𝑖𝑜𝑛5 − 𝑠𝑎𝑡2)
⋯
⋯ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 

𝐴 =

⎝

⎜
⎜
⎜
⎜
⎜
⎛

1 0 ⋯
1 0 ⋯
1 0 ⋯

0 0 0
0 −1 0
0 0 −1

0 0 ⋯
0 0 ⋯
0 0 ⋯

⋯ ⋯ ⋯
0 1 ⋯
0 1 ⋯

⋯ ⋯ ⋯
0 0 0
0 0 −1

⋯ ⋯ ⋯

0 0 ⋯
0 0 ⋯

0 1 ⋯
⋯ ⋯ ⋯
⋯ ⋯ ⋯

0 0 0
⋯ ⋯ ⋯
⋯ ⋯ ⋯

0 −1 ⋯
⋯ ⋯ ⋯

⋯ ⋯ ⋯ ⎠

⎟
⎟
⎟
⎟
⎟
⎞

 

 

𝑥 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑎𝑡1)

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑎𝑡2)
⋯

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑡𝑎𝑡𝑖𝑜𝑛2)

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑡𝑎𝑡𝑖𝑜𝑛3)

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑡𝑎𝑡𝑖𝑜𝑛4)

𝐹𝑟𝑞(𝐵𝑅𝑈𝑋 − 𝑠𝑡𝑎𝑡𝑖𝑜𝑛5)
⋯ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 

Step 4: Keep running the step 3 at every 30 s, the frequency deviations of the 
satellite clocks are continuously measured by UTC(ORB). These frequency 
measurements are filtered first to remove the outliers and then pass though the 
frequency jump detector for the possible frequency jump detection in the satellite 
clock. The previously described steps are further illustrated in Figure 3-8 as a flow 
chart.  

Two versions of software have been developed accordingly: one version 
provides GPS satellite clock frequency measurements using the RINEX 2 
observation files and IGS ultra rapid orbit products, the other version is fed by the 
RINEX 3 observation files and GFZ ultra rapid orbit products and is used to 
monitor the Galileo satellite clock frequency anomaly. 

 



 

80 
 

 

Figure 3- 8. Principle of real-time satellite clock frequency monitoring with 
the ground reference UTC(ORB) at BRUX 

3.3.1.3 Performances 

Currently there are different types of atomic clock on the GPS satellites of 
several generations, and the details can be found on the GPS navigation center 
website [20]. In Figure 3-9 the real-time frequency measurements of three typical 
types of GPS satellite clocks using the proposed method are compared with the 
post-processed ones using the old method, where IGST is used as the reference. In 
the Figure, the satellite clocks from the GPS satellite 10, 02 and 24 are chosen to 
represent the rubidium clock on GPS IIF satellite (IIF Rb), rubidium clock on 
GPS IIR satellite (IIF Rb) and caesium clock on GPS IIF satellite (IIF Cs) 
respectively. The distinctions between the lines of different colours in the figure 
generally reflect the measurement stabilities of the clocks on the three generations 
of the GPS satellites, however this figure doesn’t provide any evidence of the true 
GPS satellite clock qualities, since the stabilities of these clock measurement are 
also affected by the measurement noise and the quality of the reference used. 
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Figure 3- 9. Comparison of the real-time measurements (reference BRUX, 
thin lines) and the post-processed measurements (reference IGST, thick lines) in 

the form of ADEVs 

The frequency measurements from both methods show very similar 
precisions, as can be observed from Figure 3-9, except for the IIR Rb on the GPS 
satellite 02. The reason for the worse performance on the IIR Rb using the real-
time method is still not clear, it could be due to the errors that were still not well 
estimated in the software. Also, it should be noted that IGS measurements in the 
figure are phase data; while the real-time measurements are frequency data and 
were transformed to phase data for the computation of ADEVs. Nevertheless, the 
proposed method, which uses limited number of tracking stations, has shown its 
potential to measure satellite clocks in real-time as needed for the real-time 
satellite clock frequency jump detection purpose. 

Another important information that can be obtained from the ADEVs in 
Figure 3-9 is how long we need to average the frequency measurements to see a 
frequency jump of a certain size. Empirically speaking, to detect a frequency jump 
of size N, the frequency jump detector needs to average the frequency 
measurements over T min around that epoch (corresponding to T/2 min delay of 
the detection) to reduce the measurement noise to have a precision of N/5, then 
the jump is easy to be detected since the measurement noise is 5 times smaller 
than the size of the jump. For example, in order to detect a frequency jump of 
1×10-12 on an IIF Rb clock or IIR Rb clock, an averaging over about 50 s or 25 
min is needed to limit the precision of the real-time measurements to 2×10-13 (see 
Figure 3-9), if the jump is then detected successfully, the detection delay is 25 s or 
12.5 min. In practice, the detection delay is much less: within 30 min delay, a 
jump with the size as small as 5×10-13 can be detected in all the IIF Rb and IIR Rb 
clocks. However, due to the poorer stability of the IIF Cs clock measurements, the 
small/medium size jump in it can’t be easily detected within short delay. In 
general, for a frequency jump over 1×10-12 in an IIF Cs clock, it needs about 1 
hour to detect it. A clearer observation of the effects of the averaging on the 
frequency measurements of the three clocks is demonstrated in Figure 3-10. 
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Figure 3- 10. Real-time frequency measurements on the three types of GPS 
clocks and the corresponding 50 min averaging results 

In addition, it was tested if the measurement stability of the satellite clock 
could be improved by increasing the number of stations in the network. In Figure 
3-11, the ADEVs of the satellite clock measurements by using 40 stations and 68 
stations are plotted. As shown in the figure, only a slight improvement of the 
stability is observed for the IIF Rb clock within 3 hours interval, which means a 
slightly quicker detection of the jumps in the clock; meanwhile, the time for the 
least square computation in the software is also largely increased. During this 
work, only the network of 40 stations is chosen, the adequate number of stations 
will be studied in future work considering the computational efficiency and the 
measurement precision. 

 

 

Figure 3- 11. The performance of the satellite clock measurements by 
increasing the number of stations from 40 to 68 
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In order to test the performance of this real-time method in the frequency 
jump detection, all the frequency jumps in the GPS satellite clock that have been 
detected using the IGS post-processed measurements at INRIM in the recent years 
have been re-measured using the new real-time method. Since the very small 
jumps (smaller than 5×10-13) are very difficult to be affirmed due to the 
measurements noise even they have been detected by the detector, they are not 
included in the following tests. The sizes of the jumps that can be confirmed are 
typically from 5×10-13 to some 10-12, and they have been all successfully detected 
in the jump detector taking the measurements from this real-time method.  

Figures 3-12 to 3-16 give some examples of the GPS satellite clock frequency 
measurements by IGS product and real-time method during the jumps. The real-
time method estimates the frequency deviation at 30 s interval, so it looks much 
noisier than the IGS measurements which are based on 5 min products. The 50 
min averaging results (green lines) of the measurements from the real-time 
method (black lines) are plotted accordingly for a clearer view of the jumps. 

 

Figure 3- 12. A jump with the size around 2×10-12 in GPS11 clock (IIR Rb) 

 

Figure 3- 13. A jump with the size around 7×10-13 in GPS02 clock (IIR Rb) 
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Figure 3- 14. A jump with the size around 5×10-13 in GPS32 clock (IIF Rb) 

 

Figure 3- 15. A jump with the size around 1×10-12 in GPS01 clock (IIF Rb) 

 

Figure 3- 16. A jump with the size around 5×10-13 in GPS03 clock (IIF Rb) 
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In addition to the GPS satellites, the real-time method was also applied to the 
Galileo satellite clock frequency monitoring. The related frequency measurements 
(called real-time measurements in the figures) are compared with the MGEX 
measurements in Figure 3-17 and 3-18, and they show the similar noise level 
(both are 30 second measurements). The exact time when the jumps happened, 
and the related Galileo satellite numbers are hidden in the figures.  

 

 

Figure 3- 17. comparison between MGEX and the “real-time” measurements 

 

 

Figure 3- 18. comparison between MGEX and the “real-time” measurements 

 

3.4 Alternative methods 

Another method to measure the satellite clock frequency deviation in real-
time was also studied in this work. Instead of a ground reference, it chose a 
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satellite clock as the reference. The IGS real-time service (RTS) products were 
used for this purpose. As can be seen in Figure 3-19, the reference time of the IGS 
RTS clock products varies at every epoch, so it can’t be used directly as a 
reference for the satellite clock frequency measurement.  However, the RTS clock 
reference is the same for all the measured satellite at each epoch. Therefore, by 
making a difference of the RTS clock measurements of two GPS satellites (for 
example, between the GPS02 and the GPS03 in Figure 3-19), the RTS reference 
will be cancelled out, and the GPS02 clock can be measured then using the 
GPS03 clock as a reference. Like the previous method, the RTS clock products 
are also generated in real-time from a network of GNSS station. Meanwhile, these 
RTS products are computed from a much larger number of stations, which 
guarantees a higher quality of the clock measurements. 

 

 

Figure 3- 19. Clock measurements using IGS final and RTS products. 

Since the current IGS RTS product only includes the GPS and GLONASS 
measurements, only the GPS jump detection using the RTS products is studied 
here. The frequency measurements (filtered) of the GPS02 referring the GPS03 
clock are plotted in Figure 3-20. It shows that the measurements from this 
alternative method (in black) have similar noise level as the IGS measurements (in 
red), and the jump in the GPS02 clock could be clearly discovered from the 25 
min averaging results (in green) in both cases.  
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Figure 3- 20. Frequency jump on GPS02 measured by the GPS03 clock and 
IGS reference (both with 30 s interval). The corresponding 25 min averaging 

results are in green colour. 

The frequency measurements of the satellite clock referring to another 
satellite clock using the RTS products may include a lot of missing data (see 
Figure 3-20), which depend on the availability of both satellite clock 
measurements in the RTS products. In order to reduce the data gaps, another 
method using the RTS products is proposed. First, the real-time PPP is carried out 
using the RTS clock products and the IGS ultra-rapid predicted orbit products to 
compute the differences between the RTS clock reference and the BRUX clock 
(BRUX – RTS reference). Meanwhile the phase measurements of one GPS clock 
(GPS n) are taken directly from the RTS clock products (GPS n – RTS reference). 
Then the clock differences “BRUX – GPS n” are computed from “BRUX – RTS 
reference” – “GPS n – RTS reference”. Finally, the frequency measurements of 
GPS n clock referring to the BRUX clock are obtained. 

Figure 3-21 demonstrates the frequency measurements of the GPS10 clock 
which were generated from the three methods as introduced above. The black 
lines stand for the results from the network method described in section 3.3. The 
results referring to the GPS03 clock using the RTS products are shown in red 
lines. And the results from the real-time PPP using the RTS products are plotted 
in green lines. The offset between the red lines and the other two lines are due to 
the different frequency references that were used. In general, the first method that 
were described in section 3.3 provide the most precise frequency measurements of 
the satellite clocks, and the performance of the method using satellite clock 
reference is slightly worse. Changing the reference from the satellite clock to the 
BRUX clock using the real-time PPP will increase the availability of the 
frequency measurements but will also bring in more noises. 
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Figure 3- 21.Frequency measurements of the GPS10 clock referring to the 
BRUX and GPS32 clock 

3.5 Discussions 

Three methods that can be used for the real-time detection of the GNSS 
satellite clock frequency jump have been proposed and tested in this chapter. The 
first method, which uses the ground reference UTC(ORB) at BRUX, showed 
comparable measurement precision to the IGS/MGEX post-processed 
measurements, and a small frequency jump with size  5×10-13 on the satellite 
clock of good quality (GPS IIF Rb and GPS IIR Rb) could be detected normally 
within 30 min according to practice experience. The Cs clock measurement of the 
GPS satellite has more noise, therefore only large size frequency jump (over 
1×10-12) in the clock could be detected with acceptable delay (1 hour). In addition, 
the optimal number of stations used in the tracking network needs to be studied in 
the future, considering both the measurement precision and the computational 
efficiency.   

Two alternative methods are also proposed based on the IGS RTS products. 
The implementation of these two methods are relatively easy, however, the 
corresponding results are less precise and may include some data gaps. 

In this PhD work, only the related methods for the real-time satellite clock 
frequency jump detection are developed. While a more comprehensive study 
about the frequency jump will be carried out in future work, including the range 
of the sizes, the occurrence rate and so on. Meanwhile, the configuration of the 
frequency jump detector and the corresponding possibility of false alarm and false 
detection when using the real-time measurements as input will be investigated.  
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3.6 Real-time frequency detection algorithm Application: 
upgrade of DEMETRA time integrity service 

The DEMETRA “time integrity service” keeps monitoring the time 
information provided by the satellite navigation message, such as the Galileo GPS 
Timing Offset (GGTO) and the broadcasted time scales (the predicted UTC and 
the GNSS system time), by receiving the GPS/Galileo satellite signals.  

Additionally, this service offers GNSS satellites clock monitoring, including 
detection of possible non-stationarities [61], in order to improve user positioning 
and timing accuracy. For this purpose, the service uses the IGS/MGEX post-
processing measurements for the detection of satellite clock anomalies. Due to the 
huge delay of the related products, the current service doesn’t provide any real-
time alert for the satellite clock anomaly. 

In order to benefit the real-time GNSS users, the methods that have been 
introduced in this chapter will be adopted by the DEMETRA time integrity 
service. When the related software programs are ready, they will be integrated to 
the DEMETRA server for the real-time detection of the GNSS satellite clock 
frequency anomalies, using the real-time stream of the GNSS observation data 
and the real-time clock products from the IGS RTS product distribution centers 
[42].  
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Chapter 4 

Conclusions 

In this dissertation, the improved Atomium PPP software for time and 
frequency transfer and the methods for real-time detection of the GNSS satellite 
clock frequency anomalies were introduced.  

Two improved versions of Atomium PPP, including three main updates, have 
been developed. The first update was to combine GPS and Galileo signals in the 
PPP computation. Though the full capacity of Galileo time transfer hasn’t be 

exploited yet (such as： the full constellation is not ready, the Galileo phase 

centers in the receiver antennas are not calibrated), using the GPS + Galileo PPP 
has already shown an improvement of about 20% - 10% to the short-term stability 
of the time transfer solution comparing to the GPS-only one. However, the long-
term stability over one day is still contaminated by the daily boundary jump.  

The second update of the Atomium PPP was adding the function to constrain 
the receiver clock in order to restrict the white frequency noise in the receiver 
clock measurements. The results indicated that the constrained PPP can largely 
improve the short-term stability of the PPP time solution if the receiver clock is a 
H-maser. In addition, the extra tests showed the potential of constrained PPP for 
obtaining continuous time solution and retrieving clock solution in the extremely 
noisy environment.  

The last update was integer PPP, which fixes carrier phase ambiguities as 
integer values. There are mainly two advantages of using the integer PPP instead 
of the former float ambiguity PPP for time transfer: the mid to long term 
frequency stability can be improved by using integer PPP (reaches 10-16 within 3 
to 10 days averaging); and integer PPP avoids the random walk noise in the clock 
solution produced by the float ambiguity estimation and increases the frequency 
accuracy in the monthly time transfer solution (±2 ∙ 10  peak to peak), it 
indicates that integer PPP can also be used for accurate time transfer with 
occasional calibration. 

These improved versions of Atomium PPP have been integrated to 
DEMETRA servers to provide improved daily solutions using the post-processed 
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IGS/MGEX products. The GPS + Galileo PPP will be used to substitute the 
original GPS-only PPP to provide the near real-time (hourly) solution. 
Meanwhile, there are still some problems encountered during the tests (reported in 
the discussions of section 2.3 to 2.5), more future studies must be done to keep the 
software up to date. 

The new method, that was proposed for measuring GNSS satellite clock 
frequency deviations by a ground reference in real-time, makes it possible for the 
detection of frequency jump in GNSS satellite clock in quasi real-time, and 
benefiting the users who perform the real-time positioning or timing. The 
frequency measurements of the satellite clocks using the new method showed 
similar precision to the post-processed measurements (from IGS products) that are 
currently used for the frequency jump detection. Any frequency jump of typical 
size from 5×10-13 to some 10-12 in the GPS satellite clock can be detected by the 
frequency jump detector using either the post-processed frequency measurements 
of that satellite clock or the measurements from the real-time method. Though the 
tests in this dissertation were based on the observation data in the past days to 
detect the jumps already happened, the results have shown that a frequency jump 
as small as 5×10-13 can be detected from these “real-time” measurements with 30 
min delay. Two versions of the software have been already developed separately 
for the frequency measurements of GPS and Galileo clocks. The future work will 
include adding BeiDou and GLONASS related measurements and integrating the 
software into DEMETRA server for the real-time detections. In addition, two 
alternative methods have also been proposed based on the IGS RTS products, the 
measurements from these methods will be produced in parallel in this service. 
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