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Abstract  

An experimental investigation was carried out with the aim to highlight the main 
benefits achievable by the implementation of an early Premixed Charge 
Compression Ignition (PCCI) diesel combustion concept, determining at the same 
time which are the constraints imposed on operating such a highly premixed 
strategy and which could be viable methods to possibly counteract them. 

At first, the potentialities of an early single-injection PCCI concept were 
evaluated on a 3.0 l, four-cylinder, four-stroke Euro VI production diesel engine 
(F1C Euro VI) provided by FPT Industrial, equipped with a short-route (high-
pressure) cooled exhaust gas recirculation (EGR) circuit, with a high-pressure 
Common Rail fuel injection system featuring solenoid injectors, and with a variable 
geometry turbine (VGT). With this engine, specifically designed to run under 
conventional diesel combustion (CDC) operations, experimental results showed 
that early PCCI operations (achieved by exploiting high levels of cooled EGR and 
retaining the control over combustion through highly advanced injection timings) 
were possible only with a very low maximum reachable brake mean effective 
pressure (bmep), around 2÷3 bar. Simultaneous engine-out soot and NOx reductions 
(of up to 99% and 95%, respectively, compared to their CDC levels) could be 
achieved, getting rid of their well-known trade-off typical of the CDC mode, but 
with several penalties associated. In this regard, the increased emission of 
incomplete combustion products (unburned hydrocarbons, HC, and carbon 
monoxide), the intense combustion noise (CN), the higher fuel consumption and 
the worse combustion stability were the most challenging. 

Then, to further investigate the early PCCI concept, enlarging its operating 
range, a modified engine (referred to as F1C PCCI), specifically designed to run 
under PCCI combustion mode, was derived from the conventional F1C Euro VI 
engine. Proper hardware modifications were designed by means of 3D CFD 
combustion simulations based on the preliminary PCCI tests carried out on the 
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conventional F1C Euro VI engine. The final hardware modifications included 
reduced compression ratio (from 17.5:1 to 14.6:1), modified piston shape, different 
fuel injectors with reduced cone angles, a higher volume EGR cooler and a smaller 
turbo-group. Compared to its corresponding standard version, the prototype engine 
(featuring a single fuel injection calibration) allowed to perform a suitable steady-
state calibration in PCCI conditions up to 8.5 bar of bmep. Strong reductions of 
engine-out NOx and soot emissions were still possible, but tailpipe HC and CO 
emissions at low load, intense CN and fuel consumption penalties ranging from 
about 3% to 11% (if compared to the corresponding values obtained with CDC 
operations with the baseline F1C Euro VI engine) still remained major issues. 
Nevertheless, it should be considered that the fuel consumption penalty induced by 
PCCI may be partially mitigated, since its potential to simultaneously reduce soot 
and NOx engine-out emissions may lead to minimize the after-treatment 
requirements and the related costs, i.e. reducing the fuel penalties for active DPF 
(diesel particulate filter) regeneration and the costs for urea-based additives. 

With the aim to address the increase in tailpipe HC and CO emissions, especially 
for low load and speed operations, a hot (uncooled) EGR strategy was tested at the 
lowest load engine operating conditions (up to bmep = 3 bar). Uncooled EGR, i.e. 
exhaust gas recirculated into the engine without passing through the EGR cooler 
(by-passing it), proved to be beneficial when the exhaust gas temperatures were so 
low that the oxidation catalyst did not exploit its full effectiveness, helping the 
catalyst to reach its operating temperature over a wider area of the engine map.  

Multi-pulse (i.e., double and triple) fuel injection strategies were tested and 
compared to the baseline single-pulse PCCI combustion operations. Splitting the 
fuel injection pattern turned out to have the potential of reducing engine-out HC 
and CO emissions, optimizing the spray penetration and reducing the occurrence of 
over-mixing and wall impingement phenomena, with minor penalties in terms of 
soot and NOx. Multi-pulse injection strategies also allowed to effectively dampen 
excessive CN levels, while slightly improving fuel economy. 

Being EGR one of the crucial parameters involved in early PCCI combustion, 
its rate should be optimized inside a narrow interval to achieve a reasonable 
compromise in terms of engine-out pollutant emissions, fuel consumption and CN 
level. Therefore, a “zero-dimensional” (0D) model for the estimation of the EGR 

flowrate was built and analysed, highlighting how this could be potentially suitable 
for real-time control applications if implemented on-board the ECU.  

Combustion instability may occur due to the high EGR level and its possible 
uneven distribution among the different cylinders. As combustion phasing is one of 
the most important parameters affecting diesel combustion, MFB50 (crank angle at 
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which 50% of the injected fuel has burnt) has been exploited as a controlled 
parameter to implement real-time combustion control techniques. A pressure-based 
and a model-based combustion controllers, able to control in real-time the MFB50 
by properly shifting the start of injection (SOI) of the main fuel injection, have been 
developed and experimentally tested on the F1C Euro VI engine, in both steady-
state and transient conditions, under CDC mode, to prove their robustness. 
Moreover, steady-state tests have been performed under PCCI operations, 
highlighting benefits in terms of reduced cylinder-to-cylinder and cycle-to-cycle 
variability of the combustion process. 

As a further step, a preliminary assessment of the potentialities of single- and 
multiple-injection PCCI, intended to be calibrated inside a dedicated low-to-
medium load and speed portion of the engine map and combined with a 
conventional diesel combustion calibration outside of it (simulating a dual-mode 
operation strategy engine), was performed along simulated NEDC and WHTC 
cycles. The simulation exploited interpolation of steady-state map measurements in 
terms of exhaust pollutant emissions, fuel and urea consumptions, giving an 
estimation of the possible benefits/penalties compared to a reference CDC case, 
even if not intended to be an accurate evaluation of real transient operations carried 
out in real driving conditions. 

Finally, the detrimental effect of the progressive EGR cooler fouling on 
performance and emissions is presented and discussed. The increased pressure drop 
across a fouled EGR cooler results in a progressively reducing amount of EGR, thus 
revealing to be one of the major constraints to the applicability of the PCCI 
concepts.  
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Chapter 1 

1. Introduction 

1.1 Overview 

Over the past decades, the major concerns and regulations about air pollution 
and anthropogenic climate change have been driving the transport sector (as one of 
the most important contributors to these issues) towards the development of new 
technologies for clean and efficient vehicles. In fact, besides a common 
misperception in modern society is that no further developments are attainable in 
internal combustion engines (ICEs), mainly due to the overly advertised 
electrification process, research on this topic is still carried out extensively. 

For the foreseeable future (i.e., over a short-to-medium-term scenario), the ICE 
will remain the dominant technology for the vast majority of the road vehicles, 
although a gradual increase in powertrain electrification is likely to be expected 
during this period [Midttun & Witoszek, 2016]. However, a transition to a clean 
and low carbon mode of transport is necessary, over a long-term scenario. At 
present, electric vehicles (EVs), when compared to an efficient ICE on a well-to-
wheel analysis, provide few benefits in terms of CO2 mitigation (and this will be 
likely true until 2030), while predicted CO2 savings under different EV uptake 
scenarios will likely diverge between 2030 and 2050 [Hill, et al., 2019]. 
Nevertheless, this unavoidable transition process would be certainly easier as long 
as a cleaner and more efficient transport system is developed in the meantime. 

In this context, increasing interest has been put in diesel engines, due to their 
superior fuel conversion efficiency if compared to their gasoline counterparts. 
However, diesel engines tend to suffer from higher emissions of nitrogen oxides 
(NOx) and particulate matter (PM), and for this reason modern diesel vehicles are 
commercialized with complex and expensive after-treatment systems (ATS), which 
partially degrade their gain in fuel economy (since they require periodic 
regeneration strategies) and increase their costs (due to their precious metal contents 
and/or the need of catalytic reduction additives) [Ye, et al., 2012]. Therefore, a 
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deeper research and development is required to gain more insight about in-cylinder 
combustion characteristics, possibly exploiting new concepts to be applied on 
engines to accomplish the goal of reducing directly in-cylinder emissions. 

The subject of this dissertation would like to fit into this background, dealing 
with the Premixed Charge Compression Ignition (PCCI) combustion concept for 
compression ignition engines, which holds the potential to simultaneously reduce 
soot and NOx engine-out emissions, getting rid of their well-known trade-off, 
typical of the conventional diesel combustion (CDC) mode. Unfortunately, 
although a great deal of efforts has been put by engine researchers in the past years, 
PCCI remains a challenging concept towards a practical implementation in real 
vehicle applications, due to a number of issues including intense combustion noise 
(CN), combustion instability, worse fuel consumption, high unburned hydrocarbon 
(HC) and carbon monoxide emissions. 

The experimental investigation presented in this Thesis is therefore aimed at 
further investigating the viability of early, high-EGR (exhaust gas recirculation) 
PCCI concept. Additional information and adequate comprehension of the 
phenomena involved will be provided, as well as contributions to improve 
techniques and methods to suitably implement PCCI to a real diesel engine platform 
rather than to research single-cylinder engines, dealt with by a vast part of the 
literature on the topic [Doosje, et al., 2012]. Firstly, the application of an early-
PCCI concept to a 3.0-liter mass production diesel engine will highlight how far 
benefits may be achieved by using standard engine hardware and components, 
which feature a number of intrinsic challenges for PCCI, when injecting the fuel 
early [Leermakers, et al., 2011]. Then, the analysis will point out the results attained 
by introducing purposely designed engine hardware modifications (adapted to 
overcome the intrinsic PCCI limitation to low load) and introducing a proper PCCI 
calibration across the whole low-to-medium speed and load portion of the engine 
map. A focus will be held on the potentialities of the PCCI approach and on viable 
solutions to overcome its well-known drawbacks, such as real-time combustion 
control algorithms, uncooled exhaust gas recirculation strategies and split fuel 
injection patterns, while attention will be put on critical issues not sufficiently 
pointed out in the literature, such as the EGR cooler fouling mechanisms. 

1.2 Pollutant and GHG emissions background 

Air pollution and anthropogenic climate change are two of the main 
environmental threats human society has to face, over the long term.  
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Figure 1.1. Contribution of the transport sector to total emissions of the main air pollutants, in the European 
Union [EEA, 2018a]. 

Poor air quality, especially in densely populated urban areas, is a serious health 
and environmental problem. This is due to the emission, by different sources and at 
levels that harm human health and the environment, of certain harmful ‘primary’ 

air pollutants, such as PM, NOx, CO, HC and sulfur oxides (SOx). Nearly all of 
them can undergo chemical transformations in the atmosphere, once emitted, 
creating ‘secondary’ pollutants, such as acid rain and photochemical smog. 

Transport, industry, power plants, agriculture and households all contribute to air 
pollution. Focusing on road transport sector, despite, in absolute terms, its pollutant 
emissions may not be as great as those from other sources (cf. Figure 1.1) [EEA, 
2018a], the contribution due to circulating road vehicles is one of the most threatful. 
Indeed, population exposure to the pollutants released by this sector tends to be the 
most relevant, as they are generally emitted in densely populated areas where 
people live and work [EEA, 2016].  

 

Figure 1.2. Share of transport GHG emissions, in Europe [EEA, 2018b]. 

Road transport is also one of the greatest sources of greenhouse gas (GHG) 
emissions, especially carbon dioxide (CO2), accounting for more than 70% of the 
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transport GHG emissions (cf. Figure 1.2) and for around one fifth of the European 
Union’s total [EEA, 2018b].  

Policymakers are addressing these problems with increasingly stringent 
legislative control measures, to help minimize air pollutants and GHG emissions 
from different power sources, including the automotive sector.  

Since the introduction of the Euro 1 regulation in 1993 for Light Duty Vehicles 
(LDVs), Euro standards have become progressively tighter and extended to include 
also Heavy Duty Vehicles (HDVs) [DieselNet, 2019]. These successive Euro 
standards have reached important reductions of the regulated pollutant emissions. 
At the same time, the European Union (EU) represents a leader also in terms of 
legislation for CO2 emission targets for the transport sector (cf. Figure 1.3). New 
cars sold in the EU in 2017 have reached an average CO2 emissions of 119 g 
CO2/km [Tietge, 2018], although they are slowing down their CO2 reduction rate 
compared to the previous years, highlighting challenges to meet future targets. 

 

Figure 1.3. Historical and target (forecast) CO2 regulations for new light-duty vehicles in different countries 
[Tietge, 2018]. 

1.3 Advanced diesel combustion concepts 

In response to all these emission regulations and to the increasingly demand for 
highly efficient and cost effective vehicles, intensive research has been conducted 
to develop technologies aimed at reducing fuel consumption and pollutant 
emissions from ICEs, in the past decades.  

Due to their superior thermal efficiency, meaning lower fuel consumption and, 
thus, lower CO2 emissions than their gasoline counterparts, in the past years diesel 
engines have played a crucial role for car manufacturers (especially in Europe) to 
meet the CO2 targets on their entire vehicle fleet. Moreover, being the current 
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market penetration of Battery Electric Vehicles (BEVs) and Plug-in Hybrid Electric 
Vehicles (PHEVs) still limited, diesel engines represent a competitive solution for 
the short-to-medium-term future.  

On the other hand, severe threats are related to the higher PM and NOx 
emissions diesel engines are prone to emit. The current Euro 6/Euro VI regulations 
set very low levels of NOx and PM for each new vehicle sold in the EU. For this 
reason, there have been upsurges in diesel engine technology research aimed at 
developing modern and efficient solutions, such as advanced fuel injection 
equipment, EGR systems, improved air handling and advanced turbocharger 
technology [Charlton, 2005; Taylor, 2008; Abdul Karim & Anwar Bin Sulaiman, 
2018]. However, despite these efforts, further improvements in conventional diesel 
combustion technology are no longer sufficient in themselves to meet the stringent 
emission targets. Therefore, modern diesel vehicles are commercialized with ever 
more complex and expensive after-treatment systems (ATS), which partially 
degrade their gain in fuel efficiency [EEA,2016; Hooftman, et al., 2018]. Diesel 
Particulate Filter (DPF) technology, to abate PM, and Selective Catalytic Reduction 
(SCR) or Lean NOx Trap (LNT) catalysts, to control NOx, are the most commonly 
installed, in addition to the Diesel Oxidation Catalyst (DOC) systems to manage 
HC/CO emissions. 

When dealing with possible strategies to improve diesel combustion and reduce 
its related harmful engine-out pollutants, possibly minimizing the after-treatment 
requirements and the related costs [Singh, et al., 2009], Low Temperature 
Combustion (LTC) modes, including Homogeneous and Premixed Charge 
Compression Ignition (HCCI/PCCI) concepts, represent some of the most attractive 
solutions.  

In 1988 Kamimoto and Bae [Kamimoto & Bae, 1988] published a local 
equivalence ratio (ϕ) – local flame temperature (T) diagram that has been the 
reference for many studies on LTC concepts, being extensively discussed by Pickett 
et al. [Pickett & Siebers, 2004], Akihama et al. [Akihama, et al., 2001], and other 
researchers. The diagram shows the concentration of soot and NOx emission 
formations as contour plots. A soot formation peninsula appears at ϕ greater than 2 
and with peak flame temperatures between 1600 and 2500 K, whilst NOx formation 
mainly occurs at temperatures above 2200 K and ϕ below 2. A version of the 
Kamimoto-Bae diagram is reproduced from [DieselNet, 2019] in Figure 1.4, to 
point out the different PCCI, HCCI and CDC operating paths. 
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Figure 1.4. Comparison of diesel combustion modes in a local equivalence ratio (ϕ) and local flame 
temperature (T) diagram [DieselNet, 2019]. 

Conventional diesel combustion generally shows both “premixed” and 

“mixing-controlled” (or “diffusion”) phases, with their respective burned fractions 
depending, in part, on the engine load: the higher the engine operating conditions, 
the larger the burn fraction under mixing-controlled combustion [Pickett & Siebers, 
2004]. The fuel injection, at high pressure, occurs during the last part of the 
compression stroke, i.e., just before the TDC. The fuel spray then atomizes, 
evaporates and forms a partially premixed mixture with the in-cylinder inducted 
charge, made up of fresh air and exhaust gases (coming from residuals and EGR). 
When the fuel auto-ignition conditions are reached, a portion of this mixture burns 
under premixed combustion, yielding to a sharp rise in the in-cylinder pressure. The 
fuel that does not take part to this premixed combustion burns later, under diffusive 
combustion. The combination of premixed and diffusive combustion stages tend to 
generate high levels of NOx (especially when very high diffusion flame 
temperatures are established, exceeding 2500 K [Dec & Canaan, 1998]) and soot 
(generated inside the fuel-rich core of the diffusion flame envelope and only 
partially oxidized during the latest stages of combustion [Pickett & Siebers, 2006]), 
thus encompassing both the NOx and the soot formation isles in Figure 1.4 (violet 
path).  

An alternative combustion path, able to circumvent both soot and NOx 
formation zones in the ϕ - T plot, is represented by HCCI combustion mode (cf. the 
green path in Figure 1.4). Its main characteristic is the creation of a homogeneous 
air-fuel mixture prior to the start of combustion (SOC) [Bendu & Murugan, 2014], 
with the fuel delivery occurring either externally, in the intake ports, or directly 
inside the cylinders, during the intake stroke or very early during the compression 
one, in proximity to the bottom dead center (BDC) [Musculus, et al., 2013]. In this 
way, the combustion temperatures are significantly lower than in the CDC regime, 
due to the enhanced premixed combustion, with the result of a hindered NOx 
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formation, while the homogeneity of the mixture avoids the formation of fuel-rich 
regions, resulting in very low soot emissions as well [Stanglmaier & Roberts, 1999]. 

Another possibility is represented by PCCI combustion. This is achieved by 
injecting the fuel directly into the cylinders (but with shorter mixture preparation 
times than needed by HCCI) and using heavy amounts of EGR [d'Ambrosio, et al., 
2016]. Such a solution brings to a loss of part of the homogeneity typical of HCCI, 
revealing to be a middle path between CDC and HCCI combustion modes (cf. blue 
path in Figure 1.4). The possible fuel injection strategies to reach PCCI mode lead 
to a further division of the PCCI concept into two subcategories, usually referred to 
as, respectively, “early-PCCI” (when the injection timing occurs earlier than in 
CDC regime) and “late-PCCI” (when the injection timing occurs later than in CDC 

regime). Focusing on the “early-PCCI” concept, the fuel is injected during the 

middle-to-late compression stroke, albeit well before the top dead center (TDC) 
location, into relatively low density gases which, in combination with the ignition-
delaying effect of the EGR [Musculus, et al., 2013; d’Ambrosio & Ferrari, 2015a], 
effectively slow down the pre-ignition chemistry and provide large time for the air-
fuel pre-combustion mixing. Therefore, the combustion process takes place at 
generally high premixed-to-diffusion ratios, resulting in local peak equivalence 
ratios low enough to circumvent the soot formation isle and in combustion 
temperatures mild enough to hinder, in turn, the evolution of polycyclic aromatic 
hydrocarbons (PAH) into soot particles [Akihama, et al., 2001]. Furthermore, the 
potential of the EGR to reduce the peak flame combustion temperatures below the 
threshold that gives rise to NOx formation mechanisms is intensively exploited. 
This potential depends on three main effects, widely investigated in literature 
[Laddomatos, et al., 1997; Maiboom, et al., 2008; Park & Bae, 2014]: the dilution, 
the thermal and the chemical effects, even if the dilution effect has been 
demonstrated to be the predominant one [Laddomatos, et al., 1998]. 

The dilution effect is ascribed to the decrease in the oxygen concentration inside 
the intake charge, due to the recirculation of exhaust gases which partially replace 
fresh air. The main consequence is the deceleration of the mixing process between 
oxygen and fuel, resulting in a spatial extension of the flame region. Hence, the gas 
quantity that absorbs the heat release by combustion is larger, resulting in lower 
flame temperatures. Moreover, another consequence of the dilution effect is the 
reduction of the oxygen partial pressure, that has an effect on chemical kinetics of 
the elementary NO formation reactions. 

The thermal effect is ascribed to the increase in the heat capacity of the intake 
charge, due to higher specific heat capacity of recirculated chemical species such 
as CO2 and H2O (triatomic molecules) compared with fresh air, which mainly 
consists of O2 and N2 (diatomic molecules). This results in lower gas temperatures 
during combustion, and particularly in lower flame temperatures. 

The chemical effect is ascribed to the tendency of the recirculated CO2 and H2O 
molecules to dissociate during combustion. As the dissociation of these molecules 
is an endothermic chemical reaction, this results in a decrease in the flame 
combustion temperature. 
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Although LTC strategies seem to be very attractive for NOx and soot mitigation, 
they share some challenges to be overcome towards possible mass production 
implementations. Increased incomplete combustion species emissions, high 
combustion noise, combustion instability and limited load range applicability are 
some of these common limitations.  

The higher degree of premixed combustion typical of all LTC strategies is 
generally coupled with high HC and CO emissions, which can stem from either 
“under-mixing” of fuel or “over-mixing” phenomena [Musculus, et al., 2007]. 
“Under-mixing” can occur in PCCI applications when local mixture pockets suffer 
from local lack of oxygen, due to high EGR rates or insufficient mixing times. 
“Over-mixing” phenomena, instead, are commonly related to excessively lean 
mixture formations, which can go outside the fuel flammability limits. In addition, 
early fuel impingement on the cylinder walls or on the piston surface can be a major 
source of HC formation and emission [d’Ambrosio & Ferrari, 2015a], resulting in 
deterioration of fuel consumption, but also in lubricant oil dilution and higher risk 
of cylinder-ring sticking [Shibata, et al., 2016]. 

Combustion noise (CN) is another common limitation for LTC concepts. The 
highly premixed combustion process is able to produce a sudden and sharp charge 
pressure rise, due to the high rate of heat released during a short period of time, 
which induces strong engine block vibrations and subsequent noise emission 
[Torregrossa, et al., 2013]. For instance, especially when the highest possible loads 
in PCCI operations are reached, in-cylinder pressure (pcyl) derivative values can hit 
values up to 15-20 bar/°CA [d'Ambrosio, et al., 2018], while acceptable pressure 
rise limits are generally around 8 bar/°CA [Dec & Sjӧberg, 2007].  

With regards to high load operation of LTC concepts, excessive increase in the 
in-cylinder pressure rates is one of the main constraints. Furthermore, difficulties 
are reported in achieving adequate control of the EGR-air-fuel premixing levels 
with growing loads, which in turn may negatively influence soot emissions 
[Beatrice, et al., 2008]. Indeed, EGR can only be used up until the oxygen 
availability limits are reached, i.e. up to the point for which further increases in the 
fuel injection quantity are ineffective because of the unavailability of oxygen 
[Saxena & Beyoda, 2013]. Rising loads also cause higher heat release, thus creating 
difficulties in keeping the cylinder temperature and pressure conditions low enough 
to mitigate NOx formation mechanisms.  

However, with specific regard to HCCI operations, the major challenge is 
represented by the hard control of ignition timing, which influences power and 
efficiency of the engine [Bendu & Murugan, 2014]. In fact, the homogeneous 
mixture preparation is essentially decoupled from auto-ignition process (this latter 
being affected by a number of different factors, including intake charge 
temperature, wall temperature, fuel chemistry, thermodynamic properties, etc. [Dec 
& Sjӧberg, 2004]). Thus, the absence of a direct-ignition trigger (either a spark plug, 
like in gasoline engines, or the high thermodynamic conditions at SOI, like in CDC 
applications) makes the HCCI combustion control over a wide range of engine 
operating conditions an extremely difficult task. On the contrary, for PCCI 
operations the combustion phasing can be still partially coupled with the fuel 
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injection timing [Kook, et al., 2005], hence revealing much more practical than the 
HCCI concept. 

In general, LTC regimes are reported to be highly sensitive to minor variations 
in the operating conditions [Cong, et al., 2011]. In particular, the sensitivity of the 
combustion process to the EGR level is extremely high and affects both engine 
performance and pollutant emissions. Therefore, combustion instability (arising in 
torque oscillations, up to the occurrence of misfiring events) may occur due to 
uneven EGR distribution among cycles and/or cylinders. This problem is expected 
to become even worse during fast engine dynamics, because of the different time 
constants characterizing the response of air- and fuel-paths [Carlucci, et al., 2014]. 

Finally, the large cooled EGR rates featured by PCCI modes are reported to 
increase the SOF (Soluble Organic Fraction) of the particulate matter [Hong, et al., 
2011]. Even if SOF can be potentially treated by a DOC, it may still be harmful 
since it is the main agent, together with soot particles, responsible for EGR cooler 
fouling phenomena, which consist in the progressive sticking of exhaust gas 
particles on the surface of the heat exchanger, building up an insulating layer 
[Abarham, et al., 2013]. The creation of such a layer on the walls of the EGR cooler 
degrades its heat transfer efficiency and causes a progressively increasing pressure 
drop, up to severe clogging, hindering the correct gas flow through the EGR system 
[Kim, et al., 2008]. This could be a major reliability issue when PCCI concepts are 
dealt with, since the EGR quantity is one of the most important operating 
parameters. 

1.4 Possible technologies to enable LTC operations 

To support the enablement of diesel combustion systems towards such a more 
premixed combustion mode, several technologies have been studied and need to be 
further developed, such as real-time combustion controls, dual-loop EGR systems, 
variable intake valve closing (IVC) mechanisms, advanced fuel injection systems, 
etc. [National Research Council, 2011].  

1.4.1 Real-time combustion control techniques 

The growing computational efficiency of modern engine control units (ECUs) 
is providing the chance to implement more and more complex techniques for real-
time combustion control in diesel engines. In particular, the adoption of real-time 
combustion algorithms are thought to be an almost mandatory technology to enable 
PCCI operation in real vehicles [Catania, et al., 2011; Carlucci, et al., 2014; Finesso, 
et al., 2015; Spessa, et al., 2017], since LTC combustion modes are extremely 
sensitive to the boundary conditions of their oxidation process (such as intake 
charge temperature, boost level, oxygen concentration, etc.), making the 
achievement of a stable combustion in every operating condition a tough task 
[Kimura, et al., 2002]. This issue is expected to become even more difficult during 
engine transient operations, which might lead to mismatches between fuel and air 
system setpoints, usually calibrated in steady-state at the engine test bench 
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[Guzzella & Onder, 2010], resulting in lower combustion stability (i.e., torque 
oscillations, misfiring events) and louder combustion noise that directly affect the 
driving comfort of the vehicle [Carlucci, et al., 2014]. 

Several types of combustion controls may be implemented, distinguished by 
the proper combustion metrics and/or exhaust pollutant emissions selected to be 
monitored in real-time. Moreover, these controls may be roughly categorized into 
two major types: closed-loop and feed-forward (or model-based). 

Closed-loop methods are often based on direct measurements of the selected 
observed parameters. For example, as long as a combustion metric related to the 
combustion phasing is selected, in-cylinder pressure signal measurements may be 
performed [Wlodarczy, 2006; Willems, et al., 2010; Carlucci, et al., 2014]. The 
derived signal, suitably post-processed, directly provides information about the 
combustion development, on both a cycle-to-cycle and cylinder-to-cylinder basis. 
Therefore, it can be exploited to control the selected combustion metric by 
correcting in real-time proper engine calibration parameters [Schten, et al., 2007]. 

Model-based (also referred to as “feed-forward”) approaches, instead, rely on 
the estimations performed by means of purposely built models, rather than to direct 
measurements performed by dedicated sensors such as in-cylinder pressure 
transducers (which may also represent an additional cost) to adapt the main engine 
calibration parameters in real-time [Finesso, et al., 2017]. In particular, the task of 
engine combustion modeling can be accomplished with different degrees of detail 
and, consequently, computational effort.  

The highest degree of detail to predict the in-cylinder combustion process is 
achieved by 3D-CFD models [Cipolla, et al., 2007; Jemni, et al., 2011; Fontanesi 
& Giacopini, 2012], which provide the potential to reproduce quite reliably the 
whole physical and chemical process taking place inside the combustion chamber, 
but require an outstanding computational time. Therefore, their application as real-
time combustion control algorithms is unrealistic. 

A lower degree of detail may be attained by multi-zone modeling approaches 
[Hiroyasu, et al., 1983; Jung & Assanis, 2001], which generally include a fuel spray 
model coupled with a thermodynamic combustion model that is based on the 
discretization of the in-cylinder charge into multiple zones, each considered as 
homogeneous. In this way, multi-zone models are able to estimate in-cylinder 
gradients of temperature and chemical composition, revealing to be suitable for a 
coupling with pollutant formation sub-models. Unfortunately, at least as long as the 
computational performance of modern ECUs are considered, the computational 
time required to run them is still not feasible with real-time combustion control 
applications [Finesso, et al., 2017]. 

To decrease the computational time in comparison to the previously cited 
approaches, while still keeping satisfactory predictive capabilities (both in steady-
state and transient engine operations), the so-called “zero-dimensional” (0D) 

models may be a viable solution [Rakopoulos & Giakoumis, 2006]. They are 
relatively simple models, with no spatial resolution, that exploit only lumped 
parameters variables [Guardiola, et al., 2012] and, thanks to their low computational 
effort required, reveal to be particularly suitable for on-board ECU applications. 
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Moreover, they are physically consistent, so that they do not require a high 
calibration effort, and at the same time their accuracy is still acceptable outside the 
calibration range [Finesso, et al., 2015].  

Another category of models, often used in the field of automotive engine and 
combustion control, includes artificial intelligence systems, such as genetic 
algorithms (GAs), support vector machines (SVMs) and artificial neural networks 
(ANNs) [Asik, et al., 1997; Uzun, 2012; Finesso, et al., 2017]. They have the 
potential to capture complex non-linear behaviors by means of relatively simple 
mathematical operations, without the need of any detailed physical knowledge of 
the process  (in fact, they are also referred to as “black box” approaches). Their 
computational time is generally small, so that they are appropriate candidates for 
feed-forward control algorithms to be implemented in the vehicle ECUs. Amongst 
the drawbacks, the “calibration training” of such a type of models usually requires 
a massive number of experimental tests. Moreover, their predictive capability is 
usually not reliable outside their calibration range. 

1.4.2 Dual-loop EGR system 

The use of increased EGR levels, during PCCI operations, to suppress the 
formation of both NOx and soot, creates two non-trivial difficulties in addition to 
the previously commented remarks. First, when running at the lowest loads, the 
engine requires EGR rates up to 60÷70% [Li, et al., 2008], meaning that with a 
standard high-pressure (short-route) EGR system, only 30÷40% of the gas flowrate 
streams through the turbocharger, since the remainder is recirculated back into the 
intake manifold. As a result, the turbine generates less torque, hampering the ability 
of the turbocompressor to boost the intake pressure. This leads to less in-cylinder 
intake charge mass, richer mixtures and increased soot formation, as well as lower 
oxygen availability, which may prevent an adequate post-combustion oxidation of 
both soot and HC/CO molecules. Secondly, such large EGR fractions mean that the 
EGR cooling requirements increase, i.e. larger-volume and more effective EGR 
coolers are needed. Not only do these larger EGR coolers lead to packaging issues 
(in already crowded engine compartments), but they are also subject to fouling 
mechanisms (as previously pointed out), through the condensation of heavy HC 
present in the EGR flow, which form deposits on the EGR cooler walls decreasing 
their cooling efficiency [Styles, et al., 2008]. 

At this regard, a low-pressure (long-route) EGR may provide better mixing of 
air and EGR and, since it increases the gas flow through the turbocharger, it may 
shift its operating point to higher efficiency values [Doosje, et al., 2012]. Moreover, 
since the EGR stream is forced to flow through the ATS system, it is cleaned from 
the majority of soot and HC content before being recirculated through the EGR 
cooler, possibly reducing fouling issues. As a drawback, increased turbocharger lag 
may be detected during transient operations, due to the enlarged length of the EGR 
circuit, resulting in soot emission spikes due to the instantaneous lack of air and 
delay of boost pressure [Hagena, et al., 2006]. 
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To exploit all the benefits of both the EGR circuit configurations, achieving 
high flexibility, dual-loop EGR systems has shown outstanding potentialities. For 
example, Yan and Wang [Yan & Wang., 2009] explored the possibility of using a 
VGT and a dual-loop  EGR system to enable LTC operations. They have shown 
how such a solution may achieve a decoupled control of the in-cylinder oxygen 
amount, inert gas amount and intake gas temperature simultaneously. 

1.4.3 Variable intake valve closing (IVC) mechanisms 

Late intake valve closing (LIVC) timing may play a significant role to enhance 
LTC performance towards efficient and clean combustion. For this purpose, 
variable intake valve-closing devices, such as VVT (variable valve timing) or VVA 
(variable valve actuation), may be used to lower the in-cylinder temperatures by 
reducing the effective compression ratio by closing the intake valve later in the 
compression stroke [Nevin, et al., 2007]. Yutaka Murata et al. [Murata, et al., 2008] 
showed how a Miller-PCCI Combustion mode may be achieved by prolonging the 
ignition delay (ID) of the injected fuel through an effective compression ratio 
reduction with LIVC, while keeping the expansion ratio unchanged. 

As long as the IVC timing is delayed, the boost pressure should be raised as 
well, to keep the required intake gas flowrate into the cylinders, since cylinder gases 
tend to be expelled out of the intake valve while the piston is moving upwards from 
the BDC, due to the extended valve-open period [Zhou, et al., 2018]. Furthermore, 
due to the lower in-cylinder temperatures, it is conjectured that less EGR will be 
needed to decrease NOx and soot emissions, which may be also important to extend 
the LTC load range applicability. 

1.4.4 Advanced fuel injection systems 

Significant improvements in electronically controlled, high-pressure, 
Common-Rail fuel injection systems have contributed to accelerate the 
development of diesel-fueled PCCI combustion strategies, since mixture 
preparation for PCCI usually occurs through the direct injection of the fuel into the 
cylinder [Kimura, et al., 2001; Walter & Gatellier, 2002].  

The approach of relatively early fuel injection timings to achieve PCCI mode, 
as said, leads typically to large ID values, due to the low in-cylinder gas 
temperatures and pressures, which do not facilitate fuel vaporization. As a matter 
of fact, complete vaporization is often not possible [Kim, et al., 2008], resulting in 
impingement of liquid fuel on the cylinder liner (wall-wetting) and/or piston surface 
(piston-wetting) and leading to worsened fuel consumption, lubricant oil dilution 
and high emissions of incomplete combustion species [Boot, et al., 2010]. 

Some of the strategies to reduce fuel-wall impingement from PCCI include late 
direct injection or the use of narrow spray cone angle injectors, as long as early 
direct injections are used [Manimaran, et al., 2013]. For example, the alternative of 
using narrow spray cone angle fuel injector nozzles (i.e., less than 100-degree cone 
angle) to avoid spray-wall interaction at early injection timings was explored by 
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Walter and Gatellier in [Walter & Gatellier, 2002]. A narrow spray cone angle 
concept might also be exploited in conjunction with multiple injection PCCI 
patterns and smaller diameter injector holes, to limit too high liquid fuel penetration 
[Lechner, et al., 2005]. 

1.5 Practical implementation of LTC concepts 

The previous paragraph has pointed out features, benefits and challenges 
towards the implementation of HCCI/PCCI combustion modes. However, although 
several studies have been carried out on these various aspects of LTC concepts, 
only few practical implementations have been demonstrated in real engines. Some 
of them are listed hereinafter. 

The UNIform BUlky combustion System (UNIBUS) was proposed by Toyota 
[Yanagihara, 1996; Yanagihara, 2001] and involves an early injection timing 
(around 40÷50 °CA bTDC, forming a highly premixed mixture) followed by a 
delayed fuel injection after the TDC to trigger the combustion. Remarkably low 
NOx emissions and simultaneous near zero smoke have been reported. The 
UNIBUS operation technique is able to cover half the speed and load engine map 
[Hasegawa & Yanagihara, 2003], but may be ineffective as long as inappropriate 
compression ratios and/or intake temperatures are dealt with, since this strategy is 
effective only if the second trigger injection takes place far enough before auto-
ignition [Hardy & Reitz, 2006]. 

The Modulated Kinetics (MK) concept was developed by Nissan [Kimura, et 
al., 2001; Kimura, et al., 2002] and is a promising concept that relies on high EGR 
rates, increased fuel injection pressure, enhanced swirl levels and single late (i.e., 
close to or after the TDC) fuel injection event, to limit the formation of NOx and 
soot. The late injection of diesel may avoid most of the issues associated with fuel-
wall impingement [Lachaux, et al., 2008], but the relatively short ID of diesel fuel 
limits this approach only to low engine loads. Indeed, since the ID should be kept 
longer than the injection duration, in order to allow an appropriate pre-mixing 
process, an upper limit sets up on the fuel quantity deliverable at realistic rail 
pressures. Therefore, to ensure that the ID keeps longer than the injection duration, 
high rail pressures, reduced compression ratio and enhanced EGR gas cooling 
should be applied for advanced MK engines [Kawamoto, et al., 2004]. 

Narrow Angle Direct Injection (NADI) technique, developed by the Institut 
Français Du Pétrole (IFP), realizes the HCCI combustion concept by exploiting 
narrower injector spray cone angles to let the fuel being sprayed in proximity of the 
center of the piston head, preventing fuel impingement on the cylinder walls and 
consequently reducing the emissions of incomplete combustion species [Walter & 
Gatellier, 2002]. This is coupled with an amended combustion chamber (and piston 
bowl) design, suitable for the narrow-angle injection and able to enhance the 
creation of a homogeneous mixture as well as to facilitate multiple-stage injection 
strategies. However, higher load limitations are still present, thus requiring a shift 
to CDC when the engine load increases. Moreover, even if the narrow cone angles 
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may prove remarkably suitable at low load LTC conditions, they may inhibit good 
performance at high load, when CDC is required [Lechner, et al., 2005]. 

1.6 Outline of the Thesis 

 At first, in Chapter 2, the potentialities of an early-PCCI concept will be 
evaluated on a 3.0 l, 4-cylinder, Euro VI production diesel engine (F1C Euro VI) 
provided by FPT Industrial and designed to run under CDC mode, limiting the 
PCCI range applicability to a low speed/low load working area of the engine map. 

Experimental tests, carried out on a modified engine (referred to as F1C PCCI), 
derived from the conventional F1C Euro VI engine but specifically designed to run 
under PCCI combustion mode, will be discussed starting from Chapter 3, 
highlighting how the hardware amendments have enlarged the PCCI operating 
range. With the aim to address the increase in tailpipe HC and CO emissions due to 
PCCI application, especially at low load and speed, the possible benefits deriving 
from a “hot” EGR strategy (i.e. featuring uncooled exhaust gas recirculated into the 

engine without passing through the EGR cooler, bypassing it) will be analyzed, too.  
The effects of multi-pulse (i.e., double and triple) fuel injection strategies will 

be compared in Chapter 4 to those pertaining to a baseline single-pulse PCCI 
combustion calibration, to highlight their potential of reducing engine-out HC and 
CO emissions while dampening excessive CN levels and, possibly, fuel 
consumption. 

Then, a “zero-dimensional” (0D) model for the estimation of the EGR flowrate 
will be presented and discussed in Chapter 5, highlighting how this could be 
potentially suitable for real-time control applications if implemented on-board the 
ECU. Moreover, the implementation of a pressure-based and a model-based 
combustion algorithms, able to control in real-time the MFB50 by properly shifting 
the start of injection (SOI) of the main pulse, will be discussed on the basis of 
experimental tests carried out on the F1C Euro VI engine.  

Chapter 6 will be dedicated to a preliminary assessment of the potentialities of 
single- and multiple-injection PCCI along simulated NEDC and WHTC cycles. 
Interpolation of steady-state maps of exhaust pollutant emissions, fuel and urea 
consumptions will give an estimation of possible benefits/penalties compared to a 
reference CDC case. 

Finally, the detrimental effect of the progressive EGR cooler fouling on 
performance and emissions will be presented and discussed in Chapter 7. 
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Chapter 2 

2. PCCI combustion potentialities 
in a conventional diesel engine  

2.1 Preliminary experimental tests on PCCI concept1 

A preliminary experimental investigation on the PCCI combustion concept has 
been carried out in a conventional diesel engine apparatus, applying an early single 
fuel injection strategy. The aim was to highlight the most important parameters 
affecting such a type of combustion concept and to study their influence on engine 
performance and engine-out pollutant emissions. Furthermore, this investigation 
has allowed the evaluation of the applicability range of the PCCI combustion mode 
in terms of speed and load on a conventional engine. 

2.1.1 Experimental setup 

The research facility for this part of the work was based on a fully instrumented 
3.0 l, four-cylinder, four-stroke Euro VI2 production diesel engine (F1C Euro VI) 
by FPT Industrial. Its main technical specifications are listed in Table 2.1. It is 
equipped with a short-route (high-pressure) cooled EGR circuit, featuring the EGR 
poppet valve placed upstream the EGR cooler. The EGR flow is driven back into 
the intake manifold by the positive pressure differential established between the 
exhaust and the intake lines. Should not it be enough, an exhaust flap is placed 
downstream the turbine to create exhaust backpressure, increasing the EGR 
flowrate. The engine is also equipped with a high-pressure Common Rail fuel 
injection system, endowed with solenoid injectors, and a variable geometry turbine 
(VGT). 

During the installation of the engine at the testbed, low-frequency pressure 
transducers and thermocouples were placed in several positions along the engine 
circuit (such as upstream and downstream the turbocompressor, the intercooler and 

 
1 Most of the contents of this Section have been previously published in [d'Ambrosio, S., 

Iemmolo, D., Mancarella, A., & Vitolo, R. (2016). “Preliminary optimization of the PCCI 

combustion mode in a diesel engine through a design of experiments”. Energy Procedia, 909-916. 
doi:10.1016/j.egypro.2016.11.115]. 

2 European emission standards for new Heavy-Duty diesel engines are commonly referred to 
as Euro I ... VI, while Arabic numerals are used (Euro 1 ... 6) for Light-Duty vehicle standards. The 
considered engine application features a EURO VI Heavy-Duty homologation, therefore all of the 
research topics carried out hereinafter will deal with the engine only, since it is equipped to reference 
vehicles with technically permissible maximum laden mass over 3.5 tons. 
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the turbine, in the intake and exhaust manifold, etc.) to measure their pressure and 
temperature. Four high-frequency piezoelectric pressure transducers (Kistler 
6058A) were also fitted to the glow-plug seats of each cylinder to measure the pcyl 
time-histories, referenced on the basis of the measurement of the intake manifold 
absolute pressure provided by a high-frequency piezoresistive pressure transducer 
(Kistler 4007C). 

Table 2.1. Main technical specifications of the tested engine 

Engine type 3.0 l Euro VI 16V 
Displacement 2998 cm3 
Bore / stroke 95.8 mm / 104 mm 

Connecting rod 158 mm 
Compression ratio 17.5 
Valves per cylinder 4 

The dynamic test bed where all the experimental tests were carried out is at the 
Internal Combustion Engines Advanced Laboratory of the Politecnico di Torino. 
Its equipment includes a cradle-mounted AVL APA 100 dynamometer, an AVL 
KMA 4000 system (for continuous fuel consumption measurement), an AVL AMA 
i60 system (for the raw gaseous emissions measurement), an AVL 415S 
smokemeter (for steady-state tests) or an AVL 439 opacimeter (for transient tests). 
The AVL AMA i60 system allows the simultaneous measurement of HC, NOx/NO, 
CO/CO2 and O2 by means of two complete analyzer trains, giving the possibility to 
measure these gaseous concentrations both at the intake and the exhaust. All of the 
abovementioned measurement devices are controlled by PUMA Open 1.3.2 and 
Indicom automation systems. The CAMEO software can be used when automatic 
tests (for instance, related to DoE analysis) are required. 

2.1.2 Early single injection PCCI at low speed and low load  

A preliminary analysis of an early single injection PCCI application has been 
carried out and will be shown hereinafter. The investigation has been limited inside 
a narrow area of the F1C Euro VI engine map, bounded at low load and low-to-
medium speed (i.e., up to bmep = 2 bar and speed n = 2000 rpm). This is because 
the tested engine, designed for type-approval homologation to run under CDC 
mode, exhibited a large number of constraints when trying to achieve higher speed 
and load conditions under PCCI combustion mode (while keeping a stable, low NOx 
and low soot combustion performance). These constraints include demanding EGR 
cooling requirements, troublesome fuel injection targeting (due to early timings 
requested), too high compression ratio (CR). In particular, when the engine load 
was increased, the recirculated EGR mass flowrates became progressively hotter, 
and the EGR cooler turned out to be inadequate to cope with the increasingly higher 
cooling performance required. The larger fuel injection quantities at higher loads 
were troublesome to be faced, too. This is because the fuel spray targeting angle 
from the injectors was not optimized for early-PCCI injection timings. This 
contributed to incomplete exploitation of all the in-cylinder oxygen present in the 
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bowl and in the squish areas, causing remarkably steep rise of soot, HC and CO 
emissions when increasing the load and, consequently, progressively advancing the 
injection pattern. Moreover, the high CR, suitable for CDC applications, led to 
excessive peak combustion pressure and temperature conditions, with consequent 
quickly rising noise and NOx levels when rising the engine load. 

The results of the analysis will be discussed with reference to a single engine 
operating point, namely 1800×1 (expressed in terms of speed n [rpm] × bmep [bar]), 
representative of the low load and low-to-medium speed area of the engine map 
investigated.  

Many parameters, including (but not limited to) fuel injection pressure, number 
of injections, timing of the injection pattern, boost pressure and EGR rate, are 
known to greatly affect PCCI combustion outcomes [Kook, et al., 2005; Kook, et 
al., 2008; Jayashankara & Ganesan, 2010]. The EGR is the main driver for NOx 
emission abatement, thanks to its previously described dilution, thermal and 
chemical effects, all able to reduce flame combustion temperatures. Accordingly, 
enhancing the premixed combustion stage by advancing the fuel injection timing 
(i.e., the SOI) has the potential to simultaneously decrease also soot emissions. In 
order to highlight these effects, Figures 2.1-2.7 show several EGR sweeps at 
different SOI levels, ranging between 16 and 30° bTCD. A single fuel injection 
strategy was chosen, at this preliminary stage of the analysis. To perform the tests, 
the EGR valve was kept wide open, while the EGR rate was modulated by varying 
the throttling position of the exhaust flap. The VGT rack was set to the maximum 
closure position in order to obtain the maximum achievable value of boost pressure 
(actually very limited, due to the low engine load conditions), while the rail pressure 
was kept constant at 580 bar (equal to its setpoint in the baseline Euro VI calibration 
of the engine). 

The engine-out pollutants (soot, NOx. HC and CO) were considered in terms of 
brake specific emissions (expressed in g/kWh) and evaluated as the ratio between 
each pollutant flowrate and the brake power of the engine. The EGR rate (XEGR), 
used as abscissa value in the following Figures 2.1-2.4 and 2.6-2.7, is defined in 
Eq. (1) as the ratio between the recirculated exhaust gas mass flowrate and the total 
mass flowrate inducted in the cylinders: 

 
aEGR

EGR
EGR mm

mX




+
=  (1) 

where EGRm  and am  represent the EGR and fresh air mass flowrates, respectively. In 
the present investigation, the calculation of XEGR was performed considering the 
accurate methodology developed in [d’Ambrosio et al., 2011], which requires the 
measurement of the volumetric concentrations of all the species at the engine 
exhaust as well as the knowledge of the composition of the inlet charge. 

Specific emissions and fuel consumption 
Figure 2.1 shows the effect of various EGR rates and SOI values on NOx 

(Figure 2.1(a)) and soot (Figure 2.1(b)) emissions at the analyzed engine point 
1800×1.  
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Figure 2.1. NOx (a) and soot (b) emissions as a function of XEGR, at 1800×1. 

As previously stated, EGR may be effectively used to decrease the flame 
combustion temperatures, hence hindering NOx formation mechanisms and, 
consequently, the related emission. This is particularly evident from Figure 2.1(a): 
increasing the EGR rate (from 58% to nearly 70%) gives the possibility to 
monotonically decrease NOx levels, with minor influence of the particular SOI 
value implemented. This decreasing non-linear trend is quite steep (from 1 to 0.2 
g/kWh) when passing from XEGR values of 58% to around 64-65%. However, once 
these XEGR values are reached, an extra 5% increase in the EGR rate would be 
required for a relatively small further reduction of NOx (from 0.2 to 0.1 g/kWh). 
This may result in poor returns of cost-benefits, as will be highlighted in the 
following Figures considering all the other outcomes under analysis. 

The use of EGR, of course, greatly affects also soot emissions, as Figure 2.1(b) 
highlights, and, unlike in the case of NOx emissions, a non-trivial influence of SOI 
values on XEGR-soot trends can be observed. Engine-out soot emission is the result 
of the balance of two competing mechanisms, i.e. soot formation and oxidation. 
Inducting more EGR into the cylinders leads to both lower combustion 
temperatures and reduced oxygen concentration, and both the soot formation and 
oxidation rates are highly dependent on these parameters, as already shown in 
Figure 1.4. For CDC applications, it is generally found in literature [Angrill , et al., 
2000] that soot oxidation is affected more than soot formation by the lower in-
cylinder temperatures and oxygen concentration brought by the charge dilution of 
the EGR. Conversely, when very high EGR levels are used in LTC applications, 
both the combustion temperatures may be reduced and the charge premixing, due 
to the long ID, may be increased so much, that the combustion is prevented from 
operating encompassing ϕ-T areas where soot formation can occur [Akihama, et al., 
2001].  

As a matter of fact, when the lowest SOI value is implemented (SOI = 16° 
bTDC, cf. the violet squares in Figure 2.1(b)), the engine-out soot emissions 
monotonically increase when more EGR is introduced. The in-cylinder soot formed 
in these conditions may either increase, if lack of oxygen prevails, or decrease, if 
lower temperatures prevail. In this case, the dominant consequence of increasing 
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EGR at SOI = 16° bTDC seems to be a less effective soot oxidation, resulting in 
the experienced increasing trend of engine-out soot. 

When further advancing the fuel injection timing (SOI = 20° bTDC, cf. the 
green circles in Figure 2.1(b)), engine-out soot emissions are found to rise first, up 
to 0.06 g/kWh when passing from XEGR values of 58% to around 66%. However, 
when an EGR rate of approximately 66% is reached, engine-out soot is found to 
suddenly drop with further XEGR increments, up to 0.01 g/kWh when the EGR rate 
reaches nearly 70%. Since soot oxidation rates are expected to decrease with charge 
dilution, the drop of engine-out soot at the highest EGR rates has to be ascribed to 
the reduced formation rates. 

Earlier fuel injection timings than 20° bTDC (cf. the black triangles, red 
diamonds and blue stars in Figure 2.1(b)) show the potential to cut engine-out soot 
emissions to very low levels, regardless of the particular XEGR implemented. In these 
conditions, the ID values are high enough to allow a suitable premixing of the fuel 
with the inducted charge. This is able to avoid the formation, within the cylinders, 
of locally fuel-rich mixture pockets (with ϕ ≥ 2), which are known to be the main 

cause of soot generation [d’Ambrosio & Ferrari, 2015a] and, at the same time, the 
very high levels of charge dilution should limit the flame temperature to levels at 
which the soot formation rate is extremely low. 

 
Figure 2.2. Soot-NOx trends, at 1800×1. 

The evidence of what observed from Figure 2.1 suggests that, during the the 
tests, the engine switched from CDC-like mode to a high-EGR low-sooting PCCI 
strategy, when SOI ≥ 20° bTDC were implemented. This is even more evident if 
Figure 2.2, which combines engine-out soot in the y-axis and NOx in the x-axis, is 
observed. With a SOI = 16° bTDC (cf. the violet squares), a clear soot-NOx trade-
off, typical of CDC, is present: as long as EGR dilution is increased, lower flame 
temperatures reduce NOx production but decrease soot oxidation, ultimately leading 
to higher engine-out soot emissions. A simultaneous reduction of both engine-out 
soot and NOx is achievable only if SOI values ≥ 24° bTDC are applied, or if the 

highest EGR rates are implemented with SOI = 20° bTDC. 
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Figure 2.3. CO (a) and HC (b) emissions as a function of XEGR, at 1800×1. 

Both CO and HC emissions are typically small for conventional, high 
temperature diesel combustion modes. Although large amounts of incomplete 
combustion species can be generated inside fuel-rich regions, mostly as a 
consequence of “under-mixing” mechanisms, the high combustion temperatures 
reached throughout the CDC process make CO and HC molecules to be easily 
oxidized in the latest combustion stages [Adomeit, et al., 2004]. On the contrary, 
when PCCI strategies are implemented, significant levels of both engine-out CO 
and HC emissions are generally observed, especially at high EGR dilution. This is 
confirmed by Figure 2.3, which reports engine-out CO (Figure 2.3(a)) and HC 
(Figure 2.3(b)) emissions as a function of XEGR for the EGR sweep tests at different 
SOI values, for the analyzed engine point 1800×1. 

Expectedly, the lowest emissions of incomplete combustion species are 
observed with the lowest combination of SOI (16° bTDC, cf. violet squares in 
Figure 2.3) and XEGR, which sets up a CDC-like combustion mode. Nevertheless, 
starting from these conditions, either advancing the fuel injection timing or 
increasing the EGR rate (i.e., approaching PCCI combustion modes) leads to 
worsened emissions of both CO and HC. As previously explained, the enlarged ID 
values obtained in these ways allow larger and larger amounts of fuel to be highly 
premixed with the inducted charge. This creates lower ϕ mixture pockets which 
burn at lower temperatures, hindering a complete combustion process. Moreover, 
advancing the SOI values also tends to intensify the risk of wall wetting 
phenomena, due to the injection event occurring in lower and lower gas density 
environments, while growing levels of EGR dilution induce lower combustion 
temperatures, which mean that the abundant HC and CO molecules that are 
generated will last less time above the temperature thresholds (around 1500 K for 
CO and 1200 K for HC [Kim, et al., 2009]) needed to undergo a complete oxidation 
processes in engine time scales. Therefore, CO and HC formation rates are 
increased and, simultaneously, their oxidation rates slowed down, justifying the 
trends observed in Figure 2.3.  

Figure 2.4 shows the effect of EGR rates and SOI values on bsfc and CO2 
emissions. Although a linear dependence exists between the emission of carbon 
dioxide and fuel consumption, in CDC applications [Mickūnaitis, et al., 2007], 
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comparing the trends of bsfc and CO2 emissions in Figure 2.4 highlights how this 
correlation can be lost during PCCI operation. This is particularly evident when the 
highest SOI and XEGR values are implemented, because their combination brings to 
the worst increase in HC and CO engine-out emissions and does not accomplish the 
complete oxidation of the fuel into CO2. The equivalent GHG emission from the 
engine ought to be calculated assuming the following atmospheric oxidation of CO, 
though. 

 
Figure 2.4. bsfc (a) and CO2 emissions (b) as a function of XEGR, at 1800×1. 

In Figure 2.4(a), the influence of advanced SOI values on bsfc is clearly visible. 
Advancing the fuel injection timing from 16° bTDC to 30° bTDC brings to nearly 
+10% fuel consumption penalty (from around 400 g/kWh to 440 g/kWh). This is 
due to three fundamental reasons. First, more advanced fuel injection timings brings 
the fuel to impinge more on the piston surface and/or on the cylinder walls, giving 
rise to increased HC and CO emissions and worse fuel consumption (i.e., lower 
combustion efficiency ηc, defined as the ratio between the total heat released from 
chemical reactions and the total energy of the fuel). Secondly, advancing the fuel 
injection timings (at fixed dilution level) makes the heat release take place earlier 
during the compression stroke, hence exacerbating the negative work on the piston 
moving towards the TDC [Park & Bae, 2011] (i.e., lower work conversion 
efficiency ηwc, defined as the efficiency with which the total apparent heat release 
is converted to indicated work). Lastly, advanced SOI values tend to increase the 
peak flame temperatures (which likely increase both convective and radiation heat 
transfer losses, even if forced convection from the bulk gases to the combustion 
chamber walls is the dominant heat transfer mechanism in a PCCI engine, whilst 
the radiation effect may be negligible [Soyhan, et al., 2009]) as well as to provide 
more time for the heat transfer to occur, with hot combustion gases generated near 
the TDC, when combustion chamber surface-area-to-volume ratios are high (i.e., 
lower heat-loss efficiency ηhl, related to the fraction of the total chemical heat 
release lost by heat transfer) [Kook, et al., 2005].  

On the contrary, with the exception of the curve pertaining to SOI = 20° bTDC, 
for which the steep rise of incomplete combustion species (when the largest EGR 
fractions are implemented) induces a remarkably worsened fuel consumption, all 
the other bsfc trends in function of XEGR (at constant SOI) reveal to be only slightly 
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influenced by EGR. This is due to the presence of three competing effects. While 
ηc still tends to worsen as long as the EGR fraction is enlarged, the same larger EGR 
rate may promote both a better ηwc, through its retarding effect on combustion, and 
a better ηhl, through the mitigation of the peak flame combustion temperatures.  

Heat release rate and combustion noise 

In-cylinder pressure traces and heat release rate (HRR) are powerful tools to 
deeper investigate the engine combustion characteristics under PCCI combustion 
mode. As previously described in the “Experimental Setup” Section, four in-
cylinder pressure histories (one for each cylinder) were acquired by means of high-
frequency piezoelectric pressure transducers. Data post-elaboration was performed 
with AVL CONCERTO 5 software, in particular to calculate the HRR and mean 
temperature traces as well as the values of CN, MFB50 and peak firing pressure 
(PFP) which are reported in the following Figures 2.5-2.8. To reduce the influence 
of cycle-to-cycle combustion variability, average data sets of 100 consecutive 
engine cycles were used for the combustion analysis. Furthermore, a low-pass filter 
with a cut-off frequency of 5 kHz was implemented to the in-cylinder pressure 
signals, to avoid excessively noisy traces, due to pressure oscillation in the cavity 
of the glow-plug adapter in which the transducer is installed and which are not 
present in the combustion chamber pressure development. 

Figure 2.5 shows the variations (as a function of XEGR) of pcyl and HRR traces 
for different SOI timings (16, 24 and 30 °bTDC). When moving from SOI = 16° 
bTDC to 30° bTDC, thus increasing the premixed combustion tendency, a peculiar 
“two-stage” heat release combustion becomes increasingly evident. The first 
“stage”, i.e. the low-temperature heat release (LTHR), is associated with low 
temperature oxidation reactions (“cool flame region”), while the second “stage”, 

i.e. the high-temperature heat release (HTHR), involves high temperature oxidation 
reactions (“hot flame region”) [Saxena & Beyoda, 2013]. In the middle, the 
negative temperature coefficient (NTC) regime develops [Curran, et al., 1998].  
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(a) SOI = 16 °CA bTDC 

 

(b) SOI = 24 °CA bTDC 

 

(c) SOI = 30 °CA bTDC 

 
Figure 2.5. In-cylinder pressure and HRR traces for different XEGR values. (a) SOI = 16 °CA bTDC;  

(b) SOI = 24 °CA bTDC; (c) SOI = 30 °CA bTDC .  
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The LTHR curve observation is mainly related to the fuel and to the engine 
operating conditions. In general, fuels with lower octane numbers (like n-heptane, 
diesel and dimethyl ether) tend to display two-stage ignition processes, whereas 
fuels with higher octane numbers (like ethanol or iso-octane) typically display 
single-stage ignition processes [Saxena & Beyoda, 2013]. In the low temperature 
oxidation reactions, alkyl radicals R add to molecular oxygen to produce 
alkylperoxy radicals RO2, which initiate a series of elementary reactions that lead 
ultimately to chain branching. A small amount of heat release is generated, at 
temperatures below about 900 K. As the reaction temperature increases above  
about 900 K (cf. Figure 2.6), the RO2 thermally decomposes, shutting off the low-
temperature chain branching reaction path and reducing the overall reaction rate 
[Curran, et al., 1998].  

 
Figure 2.6. Mean in-cylinder temperature and HRR traces for similar XEGR values (65%), at SOI = 16 °CA 

bTDC, 24 °CA bTDC and 30 °CA bTDC. 
After the LTHR, the NTC regime develops, and lasts until further increases in 

pressure and temperature conditions lead to the high-temperature chain branching 
reaction path. The duration of NTC is not constant: Figures 2.5 and 2.6Figure 2.5 
show how it enlarges when advancing the fuel injection timing from 16 °bTDC to 
30 °bTDC or when increasing XEGR. As a matter of fact, either advancing the SOI 
or increasing the EGR rate brings to lower in-cylinder pressure  and  cool  flame  
temperature, and this agrees with what found in [Dae & Chang, 2005], which 
pointed out that the duration of the NTC period enlarges when in-cylinder pressure  
and  cool  flame  temperature  are decreased, because this slows down the onset of 
the hot flame region. Moreover, different concentrations of formaldehyde (HCHO), 
one of the typical intermediate products out of low-temperature oxidation of 
hydrocarbon fuels, up to the following high-temperature ignition, may have 
opposite effects at different in-cylinder temperatures. In particular, experiments 
shown in [Kuwahara, et al., 2005] demonstrated how, when LTHR begins at 
temperatures above 900 K (it is the case of SOI = 16 °CA bTDC, in Figure 2.6), 

-30 -25 -20 -15 -10 -5 0 5 10 15 20 25 30

600

700

800

900

1000

1100

1200

1300

1400

1500
 SOI = 16° bTDC
 SOI = 24° bTDC
 SOI = 30° bTDC

 

 

M
ea

n 
in

-c
yl

 g
as

 te
m

pe
ra

tu
re

 [K
]

q [°CA aTDC]

0

50

100

150

200

250

300

350

400

450

H
R

R
 [k

J/
m

3 de
g]



 

25 
 

HCHO tends to advance autoignition through the conversion of HCHO to H2O2, 
whose subsequent breakdown serves as OH radical generator, advancing the 
process. However, when temperatures at the LTHR onset are below 900 K (it is the 
case of SOI = 24 and 30 °CA bTDC, in Figure 2.6), HCHO itself is reported to have 
a remarkable delaying effect, acting as an OH radical scavenger against the cool 
flame reactions. 

 
Figure 2.7. CN as a function of XEGR, at 1800×1. 

The following high temperature oxidation reactions rapidly consume 
intermediates such as olefins and alkyl radicals (which are produced by thermal 
decomposition reactions including the chain breaking of C–C bonds in the fuel 
molecules), exploiting the significant concentration of radicals such as H, CH and 
OH. Once high temperature oxidation reactions take place locally, nearly instant 
autoignition is triggered throughout the combustion chamber (apart from the 
quench layers) [Saxena & Beyoda, 2013]. A steep pcyl rise is then generated, and 
this creates severe CN, typical of highly premixed combustion modes. Clearly, the 
pcyl gradient (strongly related to the CN levels) tends to be dampened when more 
exhaust gases are recirculated (cf. the CN trends in Figure 2.7). 

 

Figure 2.8. PFP (a) and MFB50 (b) values as a function of XEGR, at 1800×1. 

Regardless of the particular SOI value, the traces shown in Figure 2.5 highlight 
that the PFP (also reported in function of XEGR, in Figure 2.8(a)), as well as the peak 
HRR values, monotonically decrease with increasing XEGR. This is because the inert 
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species present in the recirculated exhaust gases (such as CO2, water vapor, etc.) 
absorb part of the heat generated by the combustion process, thus giving rise to 
lower PFP and HRR peaks, as well as to more retarded combustion phasing (cf. the 
MFB50 values reported in Figure 2.8(b)). As previously stated, this is also the 
reason of the lower NOx formation at higher EGR rates.   

2.2 Model-based optimization methodology 

The phenomena involved in diesel engine technology, including PCCI 
applications, are complex and makes the task of optimal calibration a demanding 
procedure, in terms of both time and costs. As a consequence, model-based 
calibration approaches, which employ modern Design of Experiments (DoE) 
techniques, statistical modeling and optimization algorithms, may be adopted to 
simplify and efficiently produce high quality calibrations [Brooks, et al., 2005]. 

Starting from the preliminary outcomes of the analysis above reported, a 
model-based optimization methodology has been set up. The aim was to further 
explore the potentialities of the application of the early single injection PCCI 
strategy on the considered conventional diesel engine apparatus. As previously 
done, the results will be discussed with reference to the same engine operating point 
(1800×1), representative of the low-load and low-to-medium speed area of the F1C 
Euro VI engine map investigated. 

2.2.1 Design of Experiments (DoE) setup 

. DoE techniques, as a mean to properly set up experiment designs, can 
significantly limit the burden of experimental data collection at the test bench. Each 
planned experiment (i.e., each test point) is a combination of several “factors”, 
which are the independent input variables whose variations affect the dependent 
parameters, known as “responses” [Simpson, et al., 2001]. Based on the physical 
knowledge of the system under investigation, the most influent factors have to be 
selected, associated to specific values, or “levels”, in order to determine a “level-
combination” for each experimental test which has to be carried out at the test 
bench. In this way, a matrix is built up, where each row represents an experimental 
test and each column gives a particular factor level [Montgomery, 2000]. In our 
case, experimental evidence suggested SOI, EGR rate and rail pressure as suitable 
input “factors”, while engine-out brake specific emissions (NOx, soot, HC and CO), 
bsfc and CN were chosen as output “responses”.  

Table 2.2. Boundary values for the input parameters. 

Input Lower limit Upper limit 
Exhaust Flap position [%] 85 95 

SOI [°CA bTDC] 18 30 
Rail pressure 500 700 

Table 2.2 reports the maximum and minimum values within which the specific 
“levels” were established for the input parameters. The position of the backpressure 
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exhaust flap was used to regulate the EGR rate, since the EGR poppet valve was 
kept fully open in all the PCCI working conditions. The upper EGR rate limit (i.e., 
95% throttled position of the exhaust flap) was established considering two 
phenomena. First, the high combustion instability (in terms of both cycle-to-cycle 
and cylinder-to-cylinder variations) occurring when too large exhaust gas quantity 
was recirculated. Secondly, the deterioration of the engine combustion efficiency 
arising beyond certain EGR rates, up to the occurrence of misfiring events (due to 
the increased difficulties in managing the inlet and outlet gas flows from the 
cylinders because of the rising engine backpressure caused by the exhaust flap). 
The higher limit for SOI (i.e., 30 °CA bTDC) was then set to limit the excessive 
increase in HC and CO emissions. Conversely, the corresponding EGR and SOI 
lower bounds were set in order to achieve a sufficient degree of premixed 
combustion in all the investigated “level-combinations”. Lastly, the rail pressure 

was bounded between 500 and 700 bar, i.e. an interval around the value considered 
during the preliminary analysis at 1800×1. 

In the design of experiments for estimating statistical models, different types of 
DoE plans can be chosen, for instance classical (including full factorials, central 
composite designs, etc.), space-filling or computer-generated optimal designs 
[Montgomery, 2000]. Given the limit values listed in Table 2.2, and provided a 
suitable number of levels for each input parameter, a “V-optimal” design, which 

minimizes the values of the predicted error variance in the test plan, was chosen 
and set up by means of the Matlab software tool “MBC model”.  

2.2.2 Statistical modeling 

Once the test plan had been selected and prepared, the required experimental 
campaign was carried out at the test bench. The empirical data, gathered in this way, 
provided the data to build statistical models to relate the experimental input factors 
(exhaust flap position, SOI and rail pressure) to the measured response outcomes 
(engine-out brake specific emissions, bsfc and CN). The following steps were to 
choose which type of approximating models and fitting methods to be adopted. 
Many alternatives exist, but probably the best compromise between accuracy and 
simplicity is represented by the Response Surface Methodology (RSM), with the 
use of second-order polynomial functions as response approximating models and 
of the least squares regression analysis as fitting methods [Simpson, et al., 2001]. 

For each built response model, the Box-Cox transformation [Box & Cox, 1964] 
was applied if necessary, in order to normalize the distribution of the residuals. 
Moreover, the “stepwise regression” method [Montgomery, 2000] was used to 
eliminate from each model those regressors which have a negligible effect on the 
considered output.  
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Table 2.3. Summary statistics for each response model. 

Response 
model 

Number 
of param. 

Box-
Cox λ 

R2 R2 
adjusted 

PRESS 
R2 

PRESS 
RMSE 

RMSE Validation 
RMSE 

HC [g/kWh] 8 1 0.960 0.951 0.933 0.161 0.140 0.184 
NOx [g/kWh] 8 0.5 0.994 0.992 0.989 0.346 0.268 0.282 
CO [g/kWh] 8 -0.5 0.983 0.980 0.973 1.071 0.879 0.633 
Soot [g/kWh] 10 1 0.880 0.837 0.749 0.002 0.001 0.001 
bsfc [g/kWh] 8 1 0.938 0.925 0.913 2.537 2.392 3.616 

CN [dB] 7 1 0.977 0.973 0.957 0.132 0.106 0.095 

Table 2.3 reports some summary statistics for the built models. Looking at the 
reported statistical indexes, the models exhibit a satisfactory correlation with the 
experimental input values. The validation root mean square error (RMSE), which 
is obtained from the comparison of some validation tests with the response models, 
is reported in Table 2.3, and shows very similar values if compared to the model 
RMSE. As an example, Figure 2.9 depicts the predicted vs. experimental values for 
the bsfc modeling. 

 
Figure 2.9. bsfc model: predicted vs. experimental values, at 1800×1. 

2.2.3 Optimization procedure 

The response models showed a good fit, so they were used to generate the 
optimal PCCI calibration at 1800×1, applying optimization techniques able to find 
which input values are needed to obtain certain optimal outcomes within a feasible 
area, bounded by properly setting some constraints. 

Different optimization strategies have been tested for comparison. In particular, 
the focus was set on the minimization of the NOx emissions and/or of the bsfc, 
meanwhile setting some upper boundaries to other output parameters. A 
“conjugated gradient optimization” method was adopted in the case of single-
objective optimizations, while multi-objective optimizations have been computed 
employing a “Normal Boundaries Intersection” (NBI) algorithm. Details on the 
settings used for the various optimizations are reported in Table 2.4. 
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Table 2.4. PCCI optimization parameters, at 1800×1. 

Point Exh. flap SOI Rail pressure Minimization Constraints 
 [%] [°CA bTDC] [bar] parameters (-) 

Opt #1 95.0 30 700 NOx none 

Opt #2 95.0 18 600 NOx 
bsfc < 425 g/kWh 
CO < 20 g/kWh 
HC < 2.0 g/kWh 

Opt #3 94.6 18 500 bsfc 
NOx < 0.6 g/kWh 
CO < 15 g/kWh 
HC < 1.7 g/kWh 

Opt #4 95.0 20 500 
NOx 
bsfc 

Soot < 0.02 g/kWh 
CO < 20 g/kWh 
HC < 2.0 g/kWh 

 

Figure 2.10. NOx (a) and soot (b): comparison between the baseline and the optimized PCCI calibrations. 

Figures 2.10-2.12 show a comparison of the main outcomes between the baseline 
engine calibration (featuring a CDC mode) and the four different optimizations 
featuring the early single injection PCCI mode. The first and second optimizations 
(Opt #1 and Opt #2), reported in Table 2.4, have the goal to minimize NOx 
emissions, which are reduced of more than 90% with respect to the baseline  engine 
calibration (cf. Figure 10(a)). In particular, Opt #1 gives the  greatest reduction of 
NOx (-95%) and a nearly smokeless combustion, setting a very advanced fuel 
injection timing (30° bTDC) in combination with the highest EGR rate (more than 
60%), but without imposing any constraint on other outcomes. Thus, CO and HC 
emissions increase of 920% and 240%, respectively, while bsfc increases of more 
than 13% of the reference.         

To limit the excessive fuel consumption and emission of engine-out incomplete 
combustion species, Opt #2 tried to minimize NOx while setting proper constraints 
on bsfc, CO and HC (cf. last column of Table 2.4). The result is a slightly lower 
benefit as regards NOx (-91%, against the -95% of Opt #1) and soot (-88%, against 
the -99% of Opt #1) abatement, compensated by valuable drop in CO (from +920% 
to +400%) and HC (from +240% to +45%) emissions as well as in bsfc (from 
+13.9% to +10.9%). Unfortunately, these penalties, especially those related to fuel 
consumption (higher than 10% of the baseline CDC value), still represent an issue.  
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Figure 2.11. CO (a) and HC (b): comparison between the baseline and the optimized PCCI calibrations.  

Therefore, the third optimization has been computed in order to minimize the 
bsfc (with proper constraints on NOx, CO and HC) and results to be probably the 
best trade-off achieved for the tested conditions: in this case it is possible to reduce 
NOx emissions of 89% and soot of 88%, while the bsfc penalty is lower than 10%, 
the increase in CO is contained to around 3 times the baseline CDC values and the 
HC emissions are only +39% higher.  

Finally, the fourth model-based optimization point has the aim to minimize 
simultaneously NOx emissions and bsfc, while limiting CO, HC and soot emissions 
to constrained levels. As a matter of fact, no particular convenience seems to be 
brought by this multi-objective optimization, if compared to Opt #3. 

 
Figure 2.12. bsfc (a) and CN (b): comparison between the baseline and the optimized PCCI calibrations. 

In all the tested optimizations, the CN is considerably higher than in the 
reference CDC condition, with an increase ranging between 11.6 and 12.5 dBA (cf. 
Figure 2.12(b)). This is in part due to the fact that the PCCI tests have been 
performed with a single fuel injection strategy, while the Euro VI calibration 
features a double-pilot injection strategy in the considered engine operating point. 
Moreover, the considerably advanced injection pattern (and consequently, 
combustion event) and the high premixed degree have all to be accounted for as 
additional causes for the deteriorated CN levels. 
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Chapter 3 

3. PCCI combustion in an 
optimized engine hardware 

3.1 Engine hardware modifications 

Starting from the baseline version of the engine (F1C Euro VI) previously dealt 
with, a modified engine (which will be referred to as F1C PCCI) has been derived 
by means of purposely designed hardware modifications to run in PCCI combustion 
mode. In particular, some engine components were redesigned using 3D CFD 
combustion models, with the aim to allow the application of the early PCCI 
combustion mode up to medium loads and medium-high speeds. The details of the 
hardware modifications are listed hereinafter, and summarized in Table 3.1: 

• the CR was reduced from 17.5:1 to 14.6:1, in order to reduce the in-cylinder 
pressure and temperature conditions before the onset of the combustion event 
and, consequently, to achieve lower flame peak combustion temperatures, 
which are the main responsible for in-cylinder NOx formation mechanisms; 

 

Figure 3.1. Section view of the piston bowl and injector spray edge of the F1C Euro VI and the F1C PCCI 
engines. 

 

• the piston bowl shape was redesigned to be more suitable for the fuel spray-air 
mixing with advanced injection timings (Figure 3.1); 

• new fuel injectors, featuring reduced cone angles (from 139.8° to 130°, as 
schematically shown in Figure 3.1) and static flowrate (from 990 cm3 to 750 
cm3 in 30 s, when fueled at 100 bar), were installed to limit the risk of cylinder 
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wall impingement, as the simultaneous reduction of the CR tends to increase 
the liquid penetration of the fuel spray inside the combustion chamber; 

• the original EGR cooler (nominal maximum thermal power around 6 kW) was 
replaced by a larger one (nominal maximum thermal power around 32 kW) 
taken from a production 11-liter displacement engine, to allow suitable cooling 
power for the high EGR mass flowrates usually involved during PCCI 
operations. Moreover, the EGR cooling circuit for the F1C PCCI was 
completely decoupled from its engine cooling loop, with the aim of providing 
a precise control of the exhaust gas temperature downstream the EGR cooler 
(in particular, the tests on the F1C PCCI were carried out keeping this gas 
temperature at around 85°C);  

• the EGR poppet valve, installed on the F1C Euro VI, was replaced by a throttle 
valve, with the aim of increasing the maximum cross-section passage area and, 
thus, the maximum possible EGR mass flowrate towards the intake manifold; 

• a smaller turbo-group, specifically designed to achieve higher boost levels at 
the lowest engine loads, was installed. 

Table 3.1.. Comparison of the main technical specifications of the conventional F1C Euro VI diesel engine and 
of the PCCI version of the engine. 

Engine type FPT F1C Euro VI FPT F1C PCCI 
Number of cylinders 4 

Displacement 2998 cm3 
Bore / stroke 95.8 mm / 104 mm 
Rod length 160 mm 

Compression ratio 17.5 : 1 14.6 : 1 
Valves per cylinder 4 

Turbocharger Single-stage VGT  
Single-stage VGT (smaller 
turbine with respect to the 

F1C Euro VI) 
Fuel injection system Common rail injection system 
Injector static flowrate 990 cm3 in 30 s at 100 bar 

upstream pressure 
750 cm3 in 30 s at 100 bar 

upstream pressure 
Injector cone angle 139.8° 130° 
EGR circuit type Short-route, high pressure, cooled 
EGR valve type poppet throttle 

EGR cooler 

Max thermal power: 6kW 
 

Cooling water circuit 
integrated with block coolant 

circuit 

Max thermal power: 32kW 
 

Dedicated external circuit 
for the cooling water 

 

3.2 Low load PCCI: comparison between standard (F1C 
Euro VI) and prototype (F1C PCCI) engines 

In order to show a direct comparison, in terms of engine performance and 
exhaust emissions, between the standard F1C Euro VI and the optimized F1C PCCI, 
DoE techniques and a model-based optimization procedure (similar to what 
described in Section 2.2.3) were carried out implementing an early single injection 
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PCCI strategy on the F1C PCCI, at the same engine operating point previously 
considered, i.e. 1800×1.  

In this case, in addition to SOI, EGR rate and rail pressure, also the VGT rack 
position was considered as an input factor for the statistical models. In fact, 
progressively closing the vanes of this smaller VGT, at such a low speed and load 
engine operating point, led to small increase in boost pressure but appreciable 
backpressure rise, thus significantly influencing the amount of EGR which comes 
back to the intake. As output responses for the models, engine-out brake specific 
emissions (NOx, soot, HC and CO), bsfc and CN were selected.  

Once built the response models, they were used to generate the optimal PCCI 
calibration at 1800×1. As previously done, four different optimizations have been 
obtained, with the main focus set on the minimization of the NOx emissions and/or 
of the bsfc, meanwhile setting some upper boundaries to other output parameters. 
Details on the settings used for the various optimizations are reported in Table 3.2. 

Table 3.2. PCCI optimization parameters, at 1800×1 (F1C PCCI). 

Point Exh. flap SOI VGT pos. Rail p. Minimization Constraints 
 [%] [°CA bTDC] [%] [bar] parameters (-) 

Opt #1 80.6 18 25.0 600 NOx none 

Opt #2 75.2 20 25.0 500 NOx 
bsfc < 425 g/kWh 
CO < 45 g/kWh 
HC < 6.0 g/kWh 

Opt #3 74.5 19 35.1 500 bsfc 
NOx < 0.8 g/kWh 
CO < 40 g/kWh 
HC < 5.5 g/kWh 

Opt #4 75.7 20 44.9 510 
NOx 
bsfc 

Soot < 0.01 g/kWh 
CO < 40 g/kWh 
HC < 6.0 g/kWh 

Figures 3.2-3.5 show a comparison of the main outcomes between the baseline 
engine calibration on the standard F1C Euro VI (featuring the CDC mode) and the 
four different optimizations featuring the early single injection PCCI mode, one for 
each engine configuration (standard F1C Euro VI and optimized F1C PCCI). 

NOx emissions are always reduced of more than 86% with respect to the baseline 
CDC engine calibration for all the considered optimizations, but they do not seem 
to be appreciably influenced by the different CR values between the two engine 
versions, likely being mainly dependent on the EGR rate (cf. Figure 3.2(a)). This is 
also in line with the outcomes presented in [Laguitton, et al., 2007] and [Beatrice, 
et al., 2009]. 
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             (a)                                                           (b)                                                     

 
Figure 3.2. NOx (a) and soot (b): comparison between the baseline CDC and the optimized PCCI calibrations 

for the two engine configurations (F1C Euro VI and F1C PCCI). 

As far as soot emissions are concerned (cf. Figure 3.2(b)), all the optimizations 
achieved with the F1C PCCI bring to massive reductions, not less than 97%. A 
slightly lower soot reduction is observable for the PCCI optimizations in the 
standard F1C Euro VI: in those conditions a little amount of soot is formed during 
combustion, but the in-cylinder temperatures are too low to promote its post-
combustion oxidation. In the case of the F1C PCCI, it is possible that the enhanced 
mixing associated with the reduced CR is able to further suppress soot formation 
mechanisms, eliminating the need for high thermal levels for the post-combustion 
oxidation process. 
                  (a)                                                           (b)                                                     

 
Figure 3.3. CO (a) and HC (b): comparison between the baseline CDC and the optimized PCCI calibrations 

for the two engine configurations (F1C Euro VI and F1C PCCI). 

 If reference is made to Figure 3.3, there is a negative impact of the reduced 
CR, and this is linked to CO and HC engine-out emissions: all the PCCI 
optimizations achieved with the F1C PCCI give CO and HC levels nearly or more 
than doubled if compared to what obtained with the F1C Euro VI.  Besides the 
general increase in incomplete combustion species due to the adoption of the early 
PCCI strategy, compared to the baseline HC and CO levels of the CDC calibration, 
the further increase in CO and HC emissions due to the reduced CR follows a 
similar reasoning as for soot. The lower CR causes reduced temperature and 
pressure conditions at the start of injection and an increased penetration of the liquid 
fuel spray into the combustion chamber. This leads to excessive fuel dilution with 
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the intake charge, especially at the boundary of the mixture (over-mixing 
phenomena) and at the low load condition examined (1800×1).  

(a)                                                         (b) 

 
Figure 3.4. bsfc (a) and MFB50 (b): comparison between the baseline CDC and the optimized PCCI 

calibrations for the two engine configurations (F1C Euro VI and F1C PCCI). 

Figure 3.4(a) shows the impact of reducing the engine CR on bsfc. 
Unexpectedly, the PCCI optimization achieved with the reduced CR engine gives 
slightly better results in terms of fuel consumption if compared to the PCCI tests on 
the standard F1C Euro VI engine, even if well above the baseline values pertaining 
to the CDC calibration. Even if the lower CR exacerbates the over-mixing 
phenomena, as previously stated (thus giving rise to a worse combustion efficiency, 
ηc), it also allows the heat release to take place later during the compression stroke, 
minimizing the negative work on the piston moving towards the TDC (i.e., higher 
work conversion efficiency, ηwc). As a matter of fact, Figure 3.4(b) shows the 
positive (i.e., taking place after the TDC) MFB50 values of the different PCCI 
optimizations with the F1C PCCI, compared with the negative (i.e., taking place 
before the TDC) MFB50 values of those achieved with the standard F1C Euro VI. 
Furthermore, as reducing the CR tends to decrease the peak flame temperatures, 
heat transfer losses are mitigated and less time is available for the heat transfer to 
occur, as well, due to the more retarded combustion phasing (i.e., better heat-loss 
efficiency, ηhl). 

 
Figure 3.5. CN comparison between the baseline CDC and the optimized PCCI calibrations for the two 

engine configurations (F1C Euro VI and F1C PCCI). 

Finally, in all the tested optimizations the CN is considerably stronger than in 
the baseline CDC calibration (cf. Figure 3.5), due to the fact that all the PCCI tests 
have been performed with a single fuel injection strategy, while the Euro VI CDC 
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calibration features a double-pilot injection strategy. Moreover, the considerably 
advanced injection pattern (and consequently, combustion event) and the high 
premixed degree have all to be accounted for as additional causes for the 
deteriorated CN levels. The reduction of CR only brings slight CN reduction, 
mainly ascribed to the shift of the combustion event towards the expansion stroke. 

3.3 PCCI application on the prototype (F1C PCCI) 
engine3 

Besides the application of the early-PCCI strategy to the F1C PCCI did not 
allow major benefits at low load, if compared with the results obtained with the 
baseline F1C Euro VI (cf. the previous Section 3.2), the main aim of the engine 
hardware modifications was to extend the applicability of this early PCCI 
combustion mode up to medium loads and medium-high speeds, which where 
impossible to be reached with the baseline engine hardware. The present Section 
will show the results of a steady-state testing activity carried out on the prototype 
F1C PCCI engine to highlight the potentialities of this early single injection PCCI 
strategy up to bmep = 8.5 bar. These results will be shown in terms of pollutant 
emissions and engine performance parameters and compared with those pertaining 
to the conventional F1C Euro VI engine (CDC mode), taken as a baseline reference. 

As far as the conventional F1C Euro VI engine is concerned, the reference 
experimental tests were performed by running the engine with the original OEM 
calibration (whose details are not reported here, for confidentiality reasons), i.e. a 
CDC calibration featuring a triple fuel injection strategy (two pilot and one main 
injections), over the complete engine map. 

As previously clarified in Section 2.1.2, the PCCI combustion mode 
implemented on the conventional F1C Euro VI engine showed that it was not 
possible to exceed 2 bar of bmep. To overcome this limitation, the engine hardware 
modifications reported in Section 3.1 were implemented, being able to explore the 
suitability of PCCI operations up to medium loads and medium-high speeds. 
Specifically, it was possible to perform proper PCCI operations inside a restricted 
area of the whole engine map, with the maximum engine load explored reaching 
about bmep = 8.5 bar. Inside this area, the following engine operating points were 
tested, in terms of speed × bmep (expressed in rpm × bar): 1000×3.9, 1400×3.0, 
1400×4.4, 2000×2.3, 2000×5.0, 2000×6.7, 2000×7.5, 2000×8.4, 2500×2.3, 
2500×5.0, 2500×6.7, 2500×7.5, 2500×8.4, 3000×2.3, 3000×5.0, 3000×6.4, 
3000×7.5. For each of them, preliminary experimental tests were carried out to 
explore the PCCI combustion mode according to a “one-factor-at-a-time” (OFAT) 

approach [Montgomery, 2000], varying the following engine control variables: 

 
3 Most of the contents of this Section have been previously published in [d'Ambrosio, S., Gaia, 

F., Iemmolo, D., Mancarella, A., Salamone, N., & Vitolo, R. (2018). “Performance and Emission 

Comparison between a Conventional Euro VI Diesel Engine and an Optimized PCCI Version and 
Effect of EGR Cooler Fouling on PCCI Combustion”. SAE Technical Paper, 2018-01-0221. 
doi:10.4271/2018-01-0221]. 
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electric start of injection (SOI) of the single injection pulse, exhaust flap position, 
VGT rack position and rail pressure (prail). It is worth pointing out that, again, in 
order to obtain high EGR rates, the EGR valve was always kept in the completely 
open position. Then, for each explored engine operating point, an optimum PCCI 
calibration was selected through the use of a proper objective function, meant to 
point out the best compromise in terms of simultaneous reduction of soot and NOx 
without excessive penalties on bsfc, tailpipe CO and HC, and CN.  

 
 

Figure 3.6. NOx, soot and bsfc as a function of λ at 2000×5, for different values of the input variables. 

In order to provide information on how the optimum PCCI calibration has been 
achieved, Figure 3.6 depicts NOx, soot and bsfc as a function of the relative air-fuel 
ratio (), at the 2000×5 working point. The tests have been carried out according to 
the OFAT approach and therefore involve different values of the abovementioned 
inputs. As soot was quite low at 2000×5, due to the high premixing, the aim of the 
calibration was mainly related to reduce the engine-out NOx, while limiting the bsfc 
penalty. Furthermore, at bmep = 5 bar, exhaust temperatures were high enough to 
allow the DOC to properly abate engine-out CO and HC, so they were not 
considered as a priority for the PCCI optimum choice at 2000×5.  

A suitable objective function, in the form 𝐾1 ∙ (
𝑁𝑂𝑥

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑁𝑂𝑥
)

2

+ 𝐾2 ∙

(
𝑃𝑀

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒  𝑃𝑀
)

2

+ 𝐾3 ∙ (
𝑏𝑠𝑓𝑐

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑏𝑠𝑓𝑐
), was defined in order to find the best 

combination of inputs that result in a simultaneous minimization of NOx, soot and 
bsfc (K1, K2 and K3 coefficients allow a calibration of the relative weights of the 
different terms making up the objective function, but where left equal to 1 in the 
present analysis, according to reference found in [Montgomery & Reitz, 2000]). 
The black dashed horizontal lines in Figure 3.6 refer to the Euro VI emission limits 
of the World Harmonized Stationary Cycle (WHSC) [EC, 2011], reported in Table 
3.3 and taken as a reference, whereas the dashed red line represents the 10% 
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increase in the bsfc experimentally measured for the baseline CDC calibration (on 
the F1C Euro VI). These references are the same used for the definition of the 
previously reported objective function. 

Table 3.3. Euro VI emission standards for heavy-duty diesel engines for the World Harmonized Stationary 
Cycle (WHSC). 

 NOx PM HC CO 
 [g/kWh] [g/kWh] [g/kWh] [g/kWh] 

WHSC limit 0.40 0.01 0.13 1.5 

As Figure 3.6 highights, the optimum PCCI calibration at 2000×5 is achieved 
over a narrow range of λ values, i.e. around 1.1÷1.2, due to the simultaneous 
optimization of the three considered output. 

A similar methodology was adopted for the other tested PCCI points. It was 
generally found that the input variables had to be selected so that the corresponding 
λ value is in the 1.1÷1.8 range. The λ values for each PCCI optimum calibration are 
reported in Figure 3.7. It can be seen how the air-fuel ratio increases, i.e. moving 
towards globally leaner mixtures, when the engine load decreases, because it is not 
possible to further increase the EGR rate (and hence to reduce the λ values), due to 
the onset of combustion instabilities (higher cylinder-to-cylinder and cycle-to-cycle 
variations, till the occurrence of misfiring events) and a dramatic increase in engine-
out CO and HC emissions. This was ascribed to the air handling system, which was 
optimized for medium loads, since NOx and soot emissions at low loads do not 
represent a major issue. 

 
Figure 3.7. Air-fuel ratio (λ) for the F1C PCCI engine. 

 
The values of SOI in the considered PCCI calibrations range from 22 to 46 °CA 

bTDC, and they are generally more advanced with increasing engine speed and 
load. The advanced SOI values also determine advanced MFB50 values, which 
occur before TDC at the highest PCCI loads. The considered prail is about 150-450 
bar higher than that of the F1C Euro VI featuring the baseline CDC calibration, 
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with the greatest differences generally measured at the lowest loads. The exhaust 
flap position is generally more throttled than in the F1C Euro VI, especially at 
highest loads, and this determines, together with the advanced MFB50, an expected 
increase in bsfc. 

Figures 3.8-3.11 and 3.14-3.15 show, for all the PCCI working points, the 
percentage variation of exhaust pollutant emissions, bsfc, CN and maximum in-
cylinder pressure derivatives of the optimum PCCI points on the F1C PCCI engine, 
compared to the results of the baseline CDC calibration on the corresponding 
points, obtained on the F1C Euro VI engine. The green or red filled circles, with 
their size being proportional to the percentage variation value, highlight a reduction 
or an increase, respectively, of the considered y-axis value in the F1C PCCI engine, 
compared to corresponding result achieved with the baseline CDC calibration on 
the F1C Euro VI one. 

Specific emissions, fuel consumption and combustion noise 
Figure 3.8 depicts the percentage reduction, compared to the CDC calibration 

values, of engine-out NOx and soot emissions achievable with the early-PCCI 
strategy implemented on the F1C PCCI engine. Again, a massive reduction (that is, 
ranging from 85% to 97%, cf. Figure 3.8(a)) in NOx emissions is clear for the whole 
portion of engine map explored with PCCI strategies. The current SCR system 
technology manufactured for heavy-duty diesel applications usually ensure a 
conversion efficiency that ranges from 90% to 92%, when a cooled EGR strategy 
is employed [Jiao, 2015]. Therefore, on this whole portion of engine map where 
PCCI has been explored, engine-out NOx emissions can reach values comparable 
with the corresponding tailpipe emissions achievable with the use of an SCR after-
treatment device, possibly guaranteeing a remarkable urea consumption reduction. 

As soot emissions are considered, Figure 3.8(b) shows that an average 
reduction of more than 90% is obtained, compared to the CDC calibration values, 
with peaks of nearly 100% (which means an ultra-low soot combustion) at the 
lowest loads, thanks to the advanced fuel injection pattern featured during the PCCI 
operations.  
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(a) 

 
(b) 

 
Figure 3.8. Percentage variations in engine-out NOx (a) and soot (b) emissions between the F1C PCCI and 

the corresponding CDC values on the F1C Euro VI engine. 

It is then confirmed that both engine-out CO and HC emission levels, reported 
in Figure 3.9, go through dramatic increase compared to the values of the baseline 
CDC on the Euro VI engine. At low load and speed conditions, as previously 
explained for the 1800×1 case, the enlarged ID values obtained with the PCCI 
operations tend to exacerbate over-mixing phenomena, hindering a complete 
combustion process and producing high amounts of unburned HC and CO. 
Conversely, when the load increases, it can be seen how engine-out CO tend to 
dramatically reach huge concentrations, up to  20 times the values of the baseline 
CDC on the Euro VI engine, while the worsening of the engine-out HC emissions 
is more limited. This is because HC emissions are generally closely correlated with 
the ID, with a longer ID (typical of low load and speed conditions) causing higher 
HC emissions (due to enhanced liquid fuel penetration length and consequent wall 
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wetting) and global λ values only playing a secondary role [Han, et al., 2012]. 
Differently, at high load conditions, CO emissions are primarily influenced by 
mixing (i.e., by the lack of oxygen due to low global λ) rather than by the in-cylinder 
temperature [Peterson , et al., 2010]: even if a high thermal level could be still 
available during the latest stages of the combustion, enhancing the chemical 
kinetics, the final oxidation of the CO molecules into CO2 is primarily prevented 
by the lack of oxygen. 

(a) 

 
(b) 

 
Figure 3.9. Percentage variations in engine-out CO (a) and HC (b) emissions between the F1C PCCI and the 

corresponding CDC values on the F1C Euro VI engine. 

The DOC performance requirements for PCCI strategies are expected to be 
more stringent than in CDC operations. At this regard, Figure 3.10 reports the 
percentage variations of the tailpipe CO (Figure 3.10(a)) and HC (Figure 3.10(b)) 
emissions, measured downstream the DOC, with respect to the WHSC limit. The 
comparison with the CDC values on the F1C Euro VI was not possible because no 
ATS system was installed on that engine in its original configuration at the test 
bench. The tests were performed in steady-state conditions, waiting for a proper 
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stabilization of the engine conditions (i.e., until the exhaust gas temperature 
upstream the DOC kept almost steady) and then measuring the tailpipe emissions 
downstream the catalytic converter. It is evident how the DOC is effective at 
properly abating engine-out CO and HC emissions only above a certain load (about 
bmep = 3÷4 bar), i.e. at conditions which feature exhaust gas temperatures hot 
enough to make the DOC work sufficiently above its light-off temperature, thus 
being able to achieve a CO conversion efficiency of nearly 100% and to stay well 
below the WHSC limits of tailpipe HC. Unfortunately, the DOC light-off 
temperature appears not to be reached below this engine load conditions (with a 
partial exclusion of high speed and low load points, for which the DOC conversion 
efficiency, even though not the highest, is still able to reduce tailpipe CO emissions 
by about 45%, with respect to the WHSC limit), making engine-out CO and HC 
emissions problematic.  

(a) 

 
(b) 

 
Figure 3.10. Percentage variations of tailpipe CO (a) and HC (b) emissions between the F1C PCCI engine 

and the WHSC limit. 
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Figure 3.11 shows how the early PCCI operations lead to a fuel consumption 
penalty ranging from about 3% to 11%, if compared to the corresponding bsfc 
values obtained with CDC operations with the baseline F1C Euro VI. The adverse 
effects, in terms of fuel consumption penalties, found with the F1C PCCI engine 
are partly due to the lower CR  (which accounts for about 2.5% reduction on the 
ideal air-standard cycle efficiency [d'Ambrosio, et al., 2018]) and to the decrease in 
combustion efficiency (over the 0.5-3% range [d'Ambrosio, et al., 2018]). 
Furthermore, as previously explained, bsfc is also negatively affected by the very 
early values of SOI (an early SOI advances MFB50, i.e. the combustion event 
occurs mainly during the last part of the compression stroke) and the highly 
throttled exhaust flap positions (a throttled exhaust flap position determines an 
increase in engine backpressure and in EGR rate, which in turn reduces the ideal 
cycle efficiency due to its influence on the heat capacity ratio of the inducted 
charge). On the other hand, the F1C Euro VI engine equipped with an SCR system, 
tested by the OEM, features a urea consumption ranging from 0.5% to 4.5% of the 
fuel consumption, within the same portion of engine map tested for the F1C PCCI. 
In addition, according to literature results [Singh, et al., 2009], the fuel consumption 
penalty associated with DPF backpressure and regeneration strategies ranges from 
4.5% to 7.0%, depending on the frequency of the regeneration events. When PCCI 
combustion strategies are implemented, the very low engine-out NOx and soot 
emissions would allow the urea consumption for the SCR system to be minimized, 
especially when the engine is working within the area of the engine map where 
suitable PCCI operations are attainable. Furthermore, also the frequency of DPF 
regeneration events would be minimized. Thus, if analyzing a comprehensive fluid 
(fuel + urea) operating cost, some fuel penalties deriving from the implementation 
of the PCCI strategy may be tolerated. For instance, to evaluate the objective 
function needed to find the optimum PCCI points in our analysis, a 10% bsfc 
increase (compared to the bsfc measured for the baseline CDC calibration on the 
F1C Euro VI) was considered. 

 
Figure 3.11. Percentage variations of bsfc between the F1C PCCI and the corresponding CDC values on the 

F1C Euro VI engine. 
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As expected, significant differences are found if the in-cylinder pressure traces 
of the baseline CDC points on the F1C Euro VI and the PCCI optimum points on 
the F1C PCCI are compared.  

 
Figure 3.12. Mass fraction burned xb (a - left axis), HRR (a - right axis), in-cylinder pressure (b - left axis), 
and its derivative (b - right axis) versus crank angle position at the 2000×2.3 point for both the F1C PCCI 

(blue dotted line) and the corresponding CDC calibration on the F1C Euro VI engine (red solid line). 

 
Figure 3.13. Mass fraction burned xb (a - left axis), HRR (a - right axis), in-cylinder pressure (b - left axis), 
and its derivative (b - right axis) versus crank angle position at the 2000×7.5 point for both the F1C PCCI 

(blue dotted line) and the corresponding CDC calibration on the F1C Euro VI engine (red solid line). 
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Figures 3.12 and 3.13, respectively related to the 2000×2.3 and to 2000×7.5 
engine operating points, show, in the bottom part, the pcyl trace and its derivative 
(measured inside the cylinder #1) and, in the upper part, the corresponding HRR 
and mass fraction burned (Xb). The PFP values for the F1C PCCI are smaller than 
the corresponding CDC calibration values at low loads, while they are larger at 
higher loads. At low loads, e.g. at 2000×2.3 (Figure 3.12), the very large ID, due to 
the large EGR dilution the engine can tolerate, makes the PFP occur during the 
expansion stroke and, consequently, the maximum pressure derivative is dampened 
(below 5 bar/°CA). At higher loads, e.g. at 2000×7.5 (Figure 3.13), the combustion 
process develops well before the TDC, i.e. during the compression stroke, with a 
consequent large increase in the PFP and in the maximum pressure derivative 
(which reaches up to 16 bar/°CA). As shown in Figure 3.14, the maximum values 
of the in-cylinder pressure derivatives within the explored PCCI area range between 
5-20 bar/°CA. These values are much bigger than those achieved with the CDC 
calibration on the F1C Euro VI, which ranged between 1.5-5 bar/°CA. This result 
may be used to set a further limit to the maximum explored bmep in PCCI 
combustion mode. However, the PFP values of all the PCCI working points on the 
F1C PCCI engine never exceeded the PFP values achieved at full-load with the F1C 
Euro VI engine. 

The major issue related to the large values of in-cylinder pressure derivatives 
during PCCI operations is the high CN levels [Torregrossa, et al., 2017], as also 
seen in previous Sections. Figure 3.15 shows the CN increment experienced during 
the PCCI tests with respect to the baseline CDC calibration. As the increment in 
CN is huge (up to +18.7 dBA), appropriate countermeasures should be taken into 
account to limit the increase in the acoustic noise, such as splitting the fuel injection 
strategy, as it will be detailed in the following Chapter. 
 

 
Figure 3.14. Maximum in-cylinder pressure derivatives during PCCI operations on the F1C PCCI and during 

CDC operations on the F1C Euro VI engine. 
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Figure 3.15. Increment of CN levels (in dBA) between the F1C PCCI and the corresponding CDC values on 

the F1C Euro VI engine. 

3.4 “Uncooled” EGR strategy at low load4 

One of the main issues, characteristic of all LTC concepts, has been pointed out 
to be the harmful increase in  incomplete combustion species emissions, due to the 
relatively low in-cylinder temperatures during the combustion process, the 
increased ID period (which sharpens the occurrence of over-mixing phenomena) 
and the wall-wetting by the early injected fuel. Nevertheless, great attention has 
been put on this theme, especially focusing on CO and HC emissions during vehicle 
cold starts or when operating at the lowest engine loads, i.e. during conditions 
featuring the lowest in-cylinder and exhaust temperatures. In these circumstances, 
for instance during a given type approval driving cycle, the managing of the after-
treatment systems could be troublesome and represent a key theme, as high engine-
out CO and HC levels cannot be mitigated until the catalytic system reaches its 
light-off temperature [Boot, et al., 2009; Ye, et al., 2012]. Several countermeasures 
may be adopted to mitigate these issues, such as limiting the early injection wall-
wetting through injectors with narrower spray cone angles [Walter & Gatellier, 
2002; Genzale, et al., 2009], using alternative fuels featuring lower boiling points 
[Shimazaki, et al., 1999] or recirculating “uncooled” EGR [Zeraati-Rezaei, et al., 
2017]. 

As previously highlighted, the F1C PCCI engine was endowed with injectors 
featuring reduced cone angles (from 139.8° to 130°) and lower static flowrate (from 
990 cm3 to 750 cm3 in 30 s, when fueled at 100 bar) than those mounted on the 
baseline F1C Euro VI version. This is to limit the risk of cylinder wall impingement.  
Nevertheless, the simultaneous reduction of the engine CR (from 17.5:1 to 14.6:1), 

 
4 Most of the contents of this Section have been previously published in [d'Ambrosio, S., 

Mancarella, A., Manelli, A., & Salamone, N. (2019). "Effect of the application of an uncooled high-
pressure EGR strategy in low-load diesel PCCI operation". AIP Conference Proceedings, 2191(1), 
020055. doi:10.1063/1.5138788]. 
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mainly thought to achieve lower flame peak combustion temperatures, responsible 
for the in-cylinder NOx formation mechanisms, tends to dramatically increase the 
liquid penetration of the fuel spray inside the combustion chamber, exacerbating 
the over-mixing phenomena responsible of worsened engine-out HC and CO 
emissions. As a result, the low-load PCCI region calibrated on the F1C PCCI engine 
was previously pointed out to dramatically suffer of too high tailpipe incomplete 
combustion species emissions. Therefore, the application of an “uncooled” EGR 
strategy within the lowest load PCCI operating region was experimentally tested as 
a way to limit them [d’Ambrosio, et al., 2019]. 

3.4.1 “Hot” and “cold” EGR system layout configurations 

So far, it has been clear how the recirculation of high quantity of cooled exhaust 
gas back to the intake manifold is almost mandatory for the early PCCI strategies, 
as they help to reduce the peak combustion temperatures. Cooling the EGR is 
beneficial, as the increment in density of the burned gases downstream the EGR 
cooler increases the recirculated mass of inert gases and therefore reflects in a 
further reduction of in-cylinder NOx production. On the other hand, the lower EGR 
temperatures may enhance the risk of over-mixing phenomena, raising in-cylinder 
formation of HC and CO, as well as they may negatively affect the exhaust gas 
temperature upstream the after-treatment line. Therefore, a comparison between 
regularly “cooled” and “uncooled” EGR strategies (featuring the short-route EGR 
configuration, as previously highlighted in the engine experimental setup) has been 
performed to point out possible benefits coming from avoiding the EGR cool down, 
especially at the lowest loads. Starting from the already discussed F1C PCCI 
prototype engine configuration, two different EGR system layouts were tested. The 
first layout (which will be called “cold”, or “cooled”, EGR system) consists in the 
regular installation on the F1C PCCI engine of the 32 kW thermal cooling power 
EGR cooler, i.e. a water-to-gas heat exchanger, whose aim is to cool down the 
exhaust gases sent back to the intake manifold. The cooling water required, in turn, 
is cooled down by means of a second water-to-water heat exchanger, decoupled 
from the engine cooling loop, with the possibility to control the cooling water 
flowrate through this second heat exchanger by regulating a PID-controlled electro-
valve. With this secondary cooling circuit, independent from the engine main 
cooling system, it is possible to control the temperature of the recirculated gases 
downstream the EGR cooler. In particular, the target temperature set was kept equal 
to 85°C throughout the experimental campaign. The second layout (which will be 
called “hot”, or “uncooled”, EGR system) is then obtained by removing the EGR 
cooler, replacing it with a straight duct. Obviously, in this way, no cooling and no 
control of the EGR temperature is performed. Thus, the temperature of the exhaust 
gases sent back to the intake manifold will depend on the combustion characteristics 
of each engine working point, with some influence of the heat transfer through the 
straight duct due to unavoidable conduction and convection mechanisms.  

For these tests, the ATS only consisted of a DOC for the HC and CO oxidation. 
Thermocouples and pick-up streams for the gaseous pollutant emissions 
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measurement were placed both upstream and downstream the DOC, to evaluate its 
working temperatures and the related HC and CO conversion efficiency. 

3.4.2 Experimental comparison between hot and cold EGR system 
layouts 

The comparison tests between hot and cold EGR layouts were performed on 
the following steady-state engine working points (expressed in terms of speed n 
[rpm] × torque Trq [Nm]), using early single injection PCCI calibrations: 1000×27, 
1400×27, 2000×27, 2500×27, 3000×27 (bmep ≈ 1 bar), 2000×54, 2500×54, 

3000×54 (bmep ≈ 2 bar), 1000×71, 1400×71, 2000×71, 2500×71, 3000×71 (bmep 
≈ 3 bar) and 1000×94 (bmep ≈ 4 bar).  The portion of the engine map considered 
has been load-limited to guarantee stable PCCI operations, especially with the hot 
EGR configuration. In fact, when no EGR cooling is performed, the increase in load 
leads to recirculate hotter and hotter gases, thus rapidly approaching quasi-
stoichiometric inlet charges due to the worsened  volumetric efficiency (λv) and 
rapidly rising soot emissions, not in line with the aim of this study.  

For each of the considered working points, preliminary tests were performed, 
again, by exploring several combinations of the most relevant calibration 
parameters (i.e., the position of the VGT to control the boost pressure, the position 
of the exhaust flap to control the EGR rate, the SOI and the rail pressure), with the 
“one-factor-at-a-time” approach [Montgomery, 2000]. Then, these selected 
variables have been varied among variation ranges suitable to the realization of 
PCCI combustion events, for both hot and cold EGR configurations.  

Table 3.4. Relevant engine parameters for the “optimal” calibrations, with cold and hot EGR configurations. 

  Cold EGR Hot EGR 
Speed 
[rpm] 

Torque 
[Nm] 

SOI 
[°bTDC] 

prail 
[bar] 

Tint 
[°C] 

EGR rate 
[%] 

SOI 
[°bTDC] 

prail 
[bar] 

Tint 
[°C] 

EGR rate 
[%] 

1000 27 16 600 53 63.5 16 600 92 53.6 
1000 71 22 1200 59 47.8 14 1600 98 39.3 
1000 94 22 1000 61 50.2 14 1600 93 43.4 
1400 27 18 600 55 58.8 18 600 99 40.7 
1400 71 28 650 62 58.8 24 1600 111 41.7 
2000 27 20 600 59 57.4 26 800 111 43.8 
2000 54 22 1000 60 55.7 26 1400 128 58.6 
2000 71 34 1000 55 46.9 34 1400 150 55.9 
2500 27 24 600 57 53.9 30 800 116 37.0 
2500 54 26 1000 58 53.3 34 1200 136 44.8 
2500 71 34 1200 54 47.6 38 1200 170 57.3 
3000 27 28 600 52 54.4 36 1200 128 41.5 
3000 54 26 1400 60 56.0 38 1400 150 50.2 
3000 71 34 1600 51 53.7 40 1600 176 51.5 

Starting from these preliminary tests, “optimal” calibrations (reported in Table 
3.4) were selected for each engine operating point, both with hot and cold EGR 
configuration, minimizing an objective function which considered the main engine-
out emissions and performance parameters with different weighting factors. Results 
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in terms of engine-out (labelled as bDOC, i.e. before the DOC converter) and 
tailpipe emissions (labelled as aDOC, i.e. after the DOC converter), as well as 
exhaust gas temperature upstream the after-treatment DOC and bsfc, are presented 
in the following Figures 3.16-3.24. In each of these figures, the blue and orange 
circles respectively refer to the cold and hot EGR configurations, while their 
dimensions are proportional to the value of the parameter reported on the y-axis 
(arranged on the graphs in different speed/torque coordinates throughout the portion 
of the engine map under investigation). The comparison has been performed 
keeping the engine stationary at every engine operating point, waiting enough time 
to let the conditions reach a proper thermal equilibrium. 

(a) 

 

(b) 

 

Figure 3.16. Comparison of engine-out HC emissions, with cold (a) and hot (b) EGR strategies. 
 
Figures 3.16-3.17 compare respectively the engine-out unburned HC and CO 

emissions when using either cold or hot EGR strategies. High levels of HC (Figure 
3.16) and CO (Figure 3.17) emissions are confirmed in both the considered EGR 
layouts and throughout all the considered low-load portion of the engine map.  

(a) 
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(b) 

 
Figure 3.17. Comparison of engine-out CO emissions, with cold (a) and hot (b) EGR strategies. 

Comparing Figure 3.16(a) and Figure 3.17(a) (referring to cold EGR) with, 
respectively, Figure 3.16(b) and Figure 3.17(b) (referring to hot EGR), it may be 
pointed out how the application of the uncooled EGR strategy, at the lowest 
considered load (i.e., bmep = 1 bar and Trq = 27 Nm), tends to slightly worsen the 
incomplete combustion processes from PCCI operations. In this condition, the 
additional thermal energy the hot EGR gases are able to give to the intake charge 
(which might promote HC and CO oxidation) may be not enough to balance the 
negative effect coming from the reduction in the charge density and in the in-
cylinder trapped mass obtained as the EGR temperature grows (which generate a 
further reduction in the in-cylinder oxygen availability and an increased difficulty 
to oxidize HC and CO molecules [d’Ambrosio & Ferrari, 2015a]). Conversely, at 
bmep ≥ 2 bar (i.e., Trq ≥ 54 Nm), the balance between the abovementioned two 

effects overturn, thus making the uncooled EGR strategy slightly beneficial to 
reduce engine-out HC and CO emissions. 
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(a) 

 

(b) 

 
Figure 3.18 Comparison of the exh. gas temp. upstream the DOC, with cold (a) and hot (b) EGR strategies. 

Figure 3.18 shows the exhaust gas temperature measured upstream the DOC, 
for both cold (Figure 3.18(a)) and hot (Figure 3.18(b)) EGR configurations. In all 
the investigated engine working points but the lowest load and speed case (1000×1 
[rpm×bar]), recirculating uncooled EGR leads to higher intake gas temperatures (cf. 
Figure 3.19) and higher exhaust gas temperatures as well, with the exhaust 
temperature gains ranging from around 10 to 60°C. The main advantage of this 
extra thermal energy upstream the DOC is that it may be effectively exploited to let 
the DOC reach its light-off temperature [Ye, et al., 2012], which has been verified 
not to be reached in the majority of the analyzed points, if a conventional cold EGR 
strategy is adopted (this will be detailed hereinafter, in the following Figures) and 
whose importance is crucial, considering the very high level of engine-out HC and 
CO emissions given by the engine and highlighted in Figures 3.16-3.17.  
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 (a) 

 

(b) 

 
Figure 3.19 Comparison of the intake gas temperature, with cold (a) and hot (b) EGR strategies. 

The following Figures 3.20-3.21 show respectively a comparison of the tailpipe 
(i.e., downstream the DOC) unburned HC and CO emissions when using cold or 
hot EGR strategies. The main advantage which can be highlighted by comparing 
Figure 3.20(a) and Figure 3.21(a) (referring to cold EGR) with, respectively, Figure 
3.20(b) and Figure 3.21(b) (referring to hot EGR), is an enlargement of the area of 
the engine map where unburned HC and CO tailpipe emissions are cut almost up to 
zero by the DOC activity, when implementing the uncooled EGR layout. This is 
due to the already mentioned increase in exhaust gas temperature upstream the 
after-treatment system, which makes the DOC light-off temperature to be 
overcome. Still, at low speed and load conditions, uncooled EGR is not able to 
provide appreciable advantages with respect to the cold EGR case. Actually, it even 
provides slightly worse results at bmep = 1 bar, when ranging from n = 1000 rpm 
to n = 2000 rpm, due to a too small increase in the exhaust temperatures which does 
not balance the already pointed out increase in engine-out HC and CO emissions. 
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(a) 

 
(b) 

 
Figure 3.20 Comparison of tailpipe HC emissions, with cold (a) and hot (b) EGR strategies. 

 (a) 

 
(b) 

 
Figure 3.21 Comparison of tailpipe CO emissions, with cold (a) and hot (b) EGR strategies. 



 

54 
 

 (a) 

 
(b) 

 
Figure 3.22 Comparison of exhaust NOx emissions, with cold (a) and hot (b) EGR strategies. 

(a) 

 
(b) 

 
Figure 3.23 Comparison of exhaust soot emissions, with cold (a) and hot (b) EGR strategies. 
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Due to the low load PCCI conditions, the absence of the EGR cooler does not 
affect remarkably NOx and soot emissions (cf. Figures 3.22-3.23), which keep at 
the outstandingly low levels typical of all early-PCCI operations.  

On the other hand, bsfc (cf. Figure 3.24) seems to be slightly reduced when using 
uncooled EGR at bmep = 1 bar, while at the higher loads considered it slightly 
worsens, especially at low speed. Anyway, with both the analyzed EGR layouts, 
the fuel consumption is higher with respect to the CDC operations run on the 
original version of the engine. 

(a) 

 

(b) 

 
Figure 3.24 Comparison of bsfc, with cold (a) and hot (b) EGR strategies. 

Summarizing, it is clear that the use of uncooled EGR may be favorable in the 
low load PCCI regime and, in practical applications, this could be implemented by 
installing a bypass valve upstream the EGR cooler, with a bypass pipe in parallel. 
However, from the thermal perspective (i.e. higher temperature possible), it would 
be certainly better to use some sort of variable valve control (VVC) (e.g., negative 
a valve overlap) in order to achieve high levels of internal EGR [Boot, et al., 2009]. 
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Chapter 4 

4. Noise and emissions reduction by 
multiple injection PCCI 
strategies 

4.1 Double fuel injection PCCI strategy 

In the following, a double fuel injection strategy, with a proper calibration of 
the timing and of the amount of fuel injected per each fuel shot, will be investigated. 
This solution exhibited a major potential to reduce incomplete combustion engine-
out emissions, bsfc and CN over a wide range of engine operating conditions, if 
compared with single fuel injection PCCI, relying on the combination of the highly 
premixed combustion of the first fuel injection and on the acceleration of the 
oxidation rate due to the second one.  

4.1.1 Results and discussion  

A comparison between single and double injection patterns with the early-PCCI 
concept was performed on the following steady-state engine working points 
(expressed in terms of speed n [rpm] × torque Trq [Nm]): 1400×27 (bmep ≈ 1 bar), 
1000×94 (bmep ≈ 4 bar), 2000×120 (bmep ≈ 5 bar), 2000×161 (bmep ≈ 6.5 bar) and 
2000×200 (bmep ≈ 8.5 bar).  

Starting from an early single fuel injection pattern, part of the fuel was moved 
into a postponed second fuel injection shot. Introducing a second fuel injection, 
additional parameters (i.e., fuel quantity and timing of the second injection pulse) 
have to be calibrated, while the parameters which were found to be relevant in the 
case of the early single injection PCCI (i.e., rail pressure, timing of the first injection 
pulse, EGR rate, etc.) may need to be recalibrated, rising the difficulty to interpret 
the results of a comparison between single and double injection patterns. 
Consequently, to understand the effects of these additional influential parameters 
and to check which further improvements may be achieved by the introduction of a 
double fuel injection pattern, the following Sections look into the effects of proper 
single-variable sweeps of first and second pulse injection timing, as well as into the 
influence of the fuel split ratio, on exhaust pollutant emissions, bsfc and CN. Each 
single-variable sweep highlights the effect of a single parameter, keeping all the 
other parameters fixed, thus isolating which is the effect of each parameter on 
emissions and performance. Unfortunately, besides the simplicity of this approach, 
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its weakness is that possible important interactions between variables may not be 
identified, and this should be kept in mind when interpreting the results.  

The double injection PCCI calibration was derived starting from the baseline 
single injection optimum calibration previously presented, but variations on several 
calibration parameters were necessary in order to find a good compromise between 
the different “requirements” of the two separate injection events. For instance, it 

was generally found beneficial to slightly reduce the EGR rate (especially at higher 
loads) and to vary the rail pressure (depending on the engine operating point) from 
what calibrated for the single injection case. In fact, the tolerance to the EGR rate 
with the introduction of the second fuel shot was found to decrease, due to excessive 
emissions of soot and incomplete combustion species, especially when relatively 
late second injection shots were dealt with. Moreover, while the earlier (first) part 
of the injection seemed to tolerate low rail pressure, with possible advantages by 
using low pressures coming from reduced spray wall impingement, the second 
injection can generally give better results when a high rail pressure is implemented, 
in order to promote air entrainment and fuel droplet break-up, avoiding excessive 
soot formation. 

Second injection timing (SOI2nd) sweeps 
In order to look into the effects of the second injection timing on the combustion 

characteristics, DT sweeps were performed by progressively retarding the SOI of 
the second injection (SOI2nd), while keeping the SOI of the first pulse (SOI1st) fixed. 
The DT sweeps were performed twice, once per each ratio of the first/second 
injection quantities q1st/q2nd (namely 75%/25% and 50%/50%), as outlined in Figure 
4.5.. 

In the following Figures 4.2, 4.5-4.6 and 4.8-4.9, several y-axes, which report 
engine-out NOx, soot, CO and HC emissions, bsfc, CN and MFB50 (for the 1400×1 
case) or EGR rate (for all the other cases), are stacked in function of the DT for the 
five engine operating points previously reported (i.e., 1400×1, 1000×4, 2000×5, 
2000×6.5 and 2000×8.5). In each graph, the light green (with triangular symbols) 
and the dark green (with square symbols) solid lines refer, respectively, to the 
results of the 75%/25% and 50%/50% double injection PCCI strategies. They are 
both compared with the results pertaining to the single injection PCCI strategy (i.e., 
the calibration whose results are reported in Section 3.3), outlined as a horizontal 
red solid line, and with those of the baseline CDC calibration obtained in the 
conventional F1C Euro VI, outlined as a horizontal dashed violet line. 

(a) 
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(b) 

 
Figure 4.1. Example of 2nd injection timing sweeps: fuel injection rate and current profiles for a 75%-25% (a) 

and 50%-50% (b) fuel split. 

Second injection timing (SOI2nd) sweeps at low loads 
The experimental analysis started from a low-load condition, corresponding to 

the engine operating point 1400×1. Starting from the early single fuel injection 
calibration, which featured a SOI of 18 °CA bTDC, the fuel injection event was 
divided into two separate shots, varying the SOI2nd and the ratio of the first- and 
second-injection quantities (i.e., the fuel split ratio q1st/q2nd). In this case, the 
minimum DT was restricted to 740 µs, corresponding to about 6 °CA, since lower 
DT values did not give appreciable differences from the single injection case, due 
to the relevant fuel premixing.  
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Figure 4.2. Results of a 2nd injection timing sweep at 1400×1, for a 75%-25% (light green and triangular 

symbols) and 50%-50% (dark green and square symbols) fuel split. Comparison with the PCCI single 
injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

Progressively delaying the SOI2nd, the combustion event tends to be delayed, 
as can be seen by the monotonically increasing trend of the MFB50 reported in 
Figure 4.2, and the corresponding variation of bsfc as a function of the DT mainly 
depends on how much the combustion event is shifted towards the TDC. In fact, 
the more the combustion is delayed towards the TDC, the more the heat release 
takes place later during the compression stroke, minimizing the negative work on 
the piston moving upwards (that is to say, higher work conversion efficiency ηwc). 
Furthermore, the more the fuel is injected during the second injection event (i.e., 
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passing from q1st/q2nd = 75%/25% to q1st/q2nd = 50%/50%), the more pronounced is 
this positive effect on bsfc, which is then the lowest when q1st/q2nd = 50%/50% and 
the most delayed SOI2nd are featured. Nevertheless, introducing a double-pulse 
injection strategy at low load brings to bsfc values which are not too far from those 
obtained with the single-pulse injection pattern (reductions range from about -2% 
to -4%), keeping still quite worse than the fuel consumption values of the reference 
CDC calibration (ranging from the worst case of +8%, when implementing the 
double pulse strategy with the minimum DT and q1st/q2nd = 75%/25%, to the best 
case of +5.5% when implementing the double pulse strategy with high DT and 
q1st/q2nd = 50%/50%). The lower CR (as a result of the piston bowl design 
modifications brought on the F1C PCCI), the lower ηc related to appreciable wall 
impingement phenomena and the need of extensive EGR rates, all contribute to this 
detrimental fuel consumption.  

As far as engine-out CO and HC emissions are concerned, double injection 
PCCI strategies at this low load seem to give appreciable benefits if compared to 
the single-stage injection pattern, whichever DT and fuel split ratio are 
implemented. The second injection has the potential to increase the in-cylinder 
temperature in the last part of the combustion phase, causing accelerated oxidation 
of HC and CO and, as a consequence, also some benefit on the thermal efficiency. 
In particular, Figure 4.2 witnesses how the best results are achieved when the two 
injection events are close, with reductions of about 25% CO and 40% HC, while 
progressively delaying the SOI2nd shows monotonically increasing trend of both 
these incomplete combustion species. Indeed, a more delayed SOI2nd might cause 
its fuel spray to target in proximity of the dome of the piston bowl (whose design 
has been optimized for the largely advanced timings of the first injection, in the 
F1C PCCI version). This can cause a liquid film deposition that is able to combust 
only partially, thus possibly increasing the emissions of incomplete combustion 
species [Lee & Reitz, 2006]. Moreover, delaying part of the heat release after the 
TDC might cause substantial reductions of the time available before temperature 
drops (due to the downward motion of the piston) and burnout mechanisms freeze 
the oxidation rates of any residual CO and HC molecule prior to the exhaust phase.  

For both engine-out CO and HC emissions, the q1st/q2nd = 50%/50% seems to 
be the most convenient strategy. In fact, injecting more fuel during the first early 
injection (q1st/q2nd = 75%/25%) lets a larger amount of fuel to burn in a highly 
premixed way (as can be perceived from the HRR traces depicted in Figure 4.3). 
Again, higher premixing means a bigger risk of over-mixing phenomena, thus 
hindering a complete combustion process and producing greater amounts of HC 
and CO.  
Progressively retarding the SOI2nd, keeping the SOI1st fixed, causes a monotonically 
decreasing trend of engine-out NOx emissions. The highly premixed combustion of 
the first early injection rises the in-cylinder pressure and temperature conditions 
before the occurrence of the second injection event, shortening its ID [Maiboom, et 
al., 2008]. Consequently, the combustion of the second injection develops at a 
larger extent in the mixing-controlled phase. Lower peak temperature and pressure 
values are achieved in correspondence of the diffusive flames when the SOI2nd is 
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the most delayed, thus leading to reduced NOx production. Comparing single 
against multi-pulse PCCI strategies with high DT values (cf. Figure 4.2), it turns 
out that the two strategies offer similar results in terms of NOx emissions, when 
high DT split injections are dealt with, leading to massive reductions compared to 
the baseline CDC calibration (up to -80%). Nevertheless, low DT values make NOx 
grow above the single injection PCCI level (up to +80%), even if keeping much 
lower than the CDC level (-60%).  

  
Figure 4.3. Comparison of the HRR traces at 1400×1, between the PCCI single injection (a) and the 50%-

50% (b) and 75%-25% (c) fuel split with double injection (2nd injection timing sweep). 

As regards soot emissions, the progressive delay of SOI2nd causes slightly 
worsening soot increases (therefore, the trend in function of the DT is the opposite 
of what highlighted for NOx), since the injected fuel quantity is relatively small and 
the intake in-cylinder O2 concentrations are quite high. If the DT between the 
injections is small, soot emissions are extremely low, as those featured by the 
single-stage injection pattern. In fact, referring to Figure 4.3, with the lowest DT 
values the second injections start prior to the onset of the HTHR of the first early 
injection, allowing a longer premixing time, which results in lower smoke 
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emissions. Conversely, if the DT is enlarged too much, by delaying the second 
pulse, soot emissions start to increase, especially when the fuel split ratio is 
increased in favor of the second pulse (q1st/q2nd = 50%/50%), likely because in these 
conditions there is no sufficient time to oxidize all the soot particles produced 
during the combustion process of this larger and delayed second injection. 
Nevertheless, even in this case, soot emission levels keep much lower than those of 
the CDC baseline calibration, with a soot reduction not lower than 70%. 

Finally, Figure 4.2 shows rapid CN reductions when SOI2nd is progressively 
delayed, even if this decreasing trend flattens out whit the highest DT implemented. 
This dependence of CN was expected, since retarding SOI2nd generally results in a 
smoother combustion: moving the second pulse towards the TDC, the in-cylinder 
pressure and temperature conditions at the time of its SOI become increasingly 
favorable to autoignition and thus shorten the ID, reducing the duration and 
intensity of the premixed burn and, as a consequence, causing lower rates of 
pressure rise, which are strongly linked to CN generation. In fact, Figure 4.3 
displays how, as previously seen talking about soot, when the timing of the second 
injection is close to the SOI1st (minimum DT), a single high peak of HRR can be 
detected, after the onset of the LTHR. Therefore, the two injection pulses burn 
together under a premixed phase, and this explain the intense noise experienced in 
these cases, which approaches the CN featured by the single injection pattern 
(around 85 dBA), as shown in Figure 4.2. Conversely, excluding the case of the 
lowest DT between injections, two distinct peaks can be observed in the HRR 
profiles after the LTHR (cf. Figure 4.3(b) and Figure 4.3(c)). The first peaks of heat 
release are due to premixed combustion of the first injection, and are heavily 
reduced by the two-stage injection patterns featuring medium-to-high DT. Then, if 
the second peak of heat release (linked to the combustion of the second injection) 
is phased so that its evaporation smoothens the ongoing combustion process by 
absorbing heat, destructive interference of the in-cylinder pressure waves are 
triggered (i.e., destructive interference of a “spike” in the in-cylinder pressure 
increase with the preceding peak), attenuating the energy content of pcyl in the 1–3 
kHz range [Fuyuto, et al., 2014; d'Ambrosio, et al., 2018]. This CN dampening 
mechanism is evident as long as a noise spectrum analysis is performed. Therefore, 
the ensemble average pcyl signals (obtained from 100 consecutive cycles, featuring 
low, medium and high DT values) were filtered by means of a low-pass filter with 
a cut-off frequency of 5 kHz, useful to remove the contributions resulting from the 
glow plug adapters in which the piezoelectric in-cylinder pressure transducers are 
fitted. Then, a fast Fourier transform (FFT) was applied to estimate the acoustic 
pressure levels (measured in dB) of the pcyl signals, dividing their frequency 
contributions into one-third octave band intervals and summing the power spectral 
values within each of them. The resulting quantities were then assigned to the 
middle frequencies of each one-third octave band interval. The third-octave 
spectrum was then filtered through a structural frequency filter, which simulates the 
acoustic attenuation through the engine block (CAV filter), and by the so-called A-
scale correction, which takes into account human acoustic perception.  
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Figure 4.4. One-third octave frequency bands at 1400×1, for the 75%-25% fuel split with double injection 

strategies (2nd injection timing sweep, with low, medium and high DT values). 

The results are showed in Figure 4.4, which reports the frequency (in Hz) in the 
horizontal x-axis and the acoustic pressure (in dBA) in the vertical y-axis. A 
frequency range (around 500–3000 Hz) in which the spectral CN highlights the 
highest values, exists in each of the three Fourier spectra (low, medium and high 
DT). Within a narrower frequency band (around 1000-2000 Hz), the presence of a 
pronounced valley zone is evident only for the medium DT value (blue curve in 
Figure 4.4), while it tends to disappear as the DT value is increased (red curve) or 
decreased (black curve). The presence of valley zone in the medium DT case 
suggests that there is not an overly dominant frequency in the signal, which can 
give tonality to the noise. In fact, the higher the peak intensity and the smaller the 
extension of the peak zone, the more recognizable the CN as a specific noise by the 
human ear [d’Ambrosio & Ferrari, 2015b]. Therefore, a strong reduction of CN 
with respect to the single injection PCCI pattern can be achieved (about 4÷5 dBA 
lower), although some penalties are still present if the comparison is made with the 
CDC calibration (about 3÷4 dBA higher).  
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Second injection timing (SOI2nd) sweeps at medium-to-high loads 

 
Figure 4.5. Results of a 2nd injection timing sweep at 1000×4, for a 75%-25% (light green and triangular 

symbols) and 50%-50% (dark green and square symbols) fuel split. Comparison with the PCCI single 
injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

Second injection timing sweeps were performed also at medium-to-high load 
conditions, corresponding to the engine operating points 1000×4, 2000×5, 
2000×6.5 and 2000×8.5. Again, the analysis started from the early single fuel 
injection calibrations and then dividing the fuel injection event into two separate 
shots, varying SOI2nd and q1st/q2nd. The tolerance to the EGR rate with the 
introduction of the second fuel shot was found to decrease at this higher engine 
loads, due to excessive emissions of soot and unburned combustion species, 
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especially when relatively late second injection shots were dealt with. Therefore, 
the EGR rates were reduced (except for the 1000×4 point, for which this reduction 
was not necessary and a slight advance of the SOI of the first injection was enough) 
if compared to the single-stage injection case, and the following Figures 4.6 and 
4.8-4.9 will include a graph to highlight these differences.  

 

Figure 4.6. Results of a 2nd injection timing sweep at 2000×5, for a 75%-25% (light green and triangular 
symbols) and 50%-50% (dark green and square symbols) fuel split. Comparison with the PCCI single 

injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

The results shown in Figures 4.5-4.6 and 4.8-4.9 highlight tendencies which are 
somewhat similar to those reported in the lower load case, i.e. 1400×1. 
Progressively delaying the SOI2nd, the bsfc keeps showing a monotonic tendency to 

1200 1300 1400 1500 1600 1700 1800 1900 2000
0

10
20
30
40
50
60
7080

85

90

95

100

225
230
235
240

0.0

0.8

1.6

2.4
0

4

8

12
0.00

0.05

0.10

0.15

0
1
2
3
4

 

 

EG
R

 ra
te

[%
]

Dwell Time [ms]

 
 

N
oi

se
[d

BA
]

 

 

bs
fc

[g
/k

W
h]

 

 H
C

[g
/k

W
h]

 

 C
O

[g
/k

W
h]

 

 So
ot

[g
/k

W
h]

 q1st/q2nd = 75%/25%   

 q1st/q2nd = 50%/50%   

 PCCI Single injection - map calibration
 CDC - baseline F1C Euro VI

 

 N
O

x

[g
/k

W
h]

2000 x 5 [rpm x bar]



 

66 
 

decrease, as a function of the DT. As previously stated for the 1400×1 case, this is 
due to a higher work conversion efficiency (ηwc), thanks to the reduced negative 
work on the piston moving upward when the combustion is shifted later, and this is 
linked, again, to the fact that the 50%/50% fuel split ratio curves (dark green) give 
lower fuel consumption values than the 75%/25% ones (light green). Actually, this 
latter statement is true in all the considered higher load engine operating points, 
apart from the 2000×6.5 (cf. Figure 4.8), where the 50%/50% fuel split ratio curve 
even overcomes the engine-out CO and HC levels of the single injection PCCI, 
especially when DT ≥ 1300 µs are implemented. This witnesses a poor combustion 

efficiency (ηc), which counterbalances any possible benefit on bsfc.  

 
Figure 4.7. Comparison of the HRR traces at 2000×5, between the PCCI single injection (a) and the 50%-

50% (b) and 75%-25% (c) fuel split with double injection (2nd injection timing sweep). 

The introduction of a double-pulse PCCI strategy at higher load brings to bsfc 
values not too far from those obtained with the single-pulse injection pattern, and 
in some cases slightly worse (cf. Figure 4.5 and Figure 4.8, referring to, 
respectively, 1000×4 and 2000×6.5 engine operating points), if low DT values are 
implemented. As previously stated, in order to dampen excessive soot emissions, 
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the double-pulse pattern needs a lower EGR rate than the early single injection case, 
thus advancing the SOC of the early injected fuel (as can be seen in Figure 4.7, in 
the case of 2000×5) and causing a lower ηwc due to this earlier combustion phasing, 
only partially mitigated by the positive effect on fuel consumption given by the later 
injection of the second fuel shot. Overall, the bsfc values still keep quite higher than 
those pertaining to the reference CDC calibration (ranging from the worst case of 
about +11%, when implementing the double pulse strategy with the minimum DT 
and q1st/q2nd = 75%/25%, at 1000×4, to the best case of just +2.5% when 
implementing the double pulse strategy with the maximum DT and q1st/q2nd = 
50%/50%, at 2000 ×5).  

As far as CO and HC emissions are concerned, progressively retarding the 
SOI2nd, keeping the SOI1st fixed, does not seem to bring substantial variations. 
Unlike the low load case, trends in function of the DT are flat, clearly showing the 
marginal control exerted by the second injection timing on these pollutant species 
when the load increases, likely due to the raised in-cylinder temperature and 
pressure conditions linked to the higher engine load. As a consequence, since 
relatively small ID values are expected, even with the most delayed SOI2nd, the 
majority of the heat release occur shortly before the TDC, avoiding substantial 
reductions of the time available before temperature drops (due to the downward 
motion of the piston) and burnout mechanisms freeze the oxidation rates of any 
residual CO and HC molecule prior to the exhaust phase, as it happens at lower 
load. Exception is made for the 50%/50% fuel split ratio curves at 1000×4 and 
2000×6.5 (cf. Figure 4.5 and Figure 4.8, respectively), which show increasing 
trends when the DT values are enlarged. This might be avoided if slightly lower 
values of EGR were implemented, giving additional oxygen availability for the late 
oxidation of the previously produced CO. In general, the double injection PCCI 
strategy seems potentially able to mitigate engine-out CO and HC emissions with 
respect to the single pulse strategy (up to -50%) also at higher load, but marginal 
control can be exerted by the second injection timing on these pollutant species. 

A slightly decreasing trend of engine-out NOx emissions is observable with the 
progressive delay of the SOI2nd (keeping the SOI1st fixed), as it was detected (and 
explained) also at low loads. Comparing single against double-pulse PCCI 
strategies, it turns out that both strategies offer the opportunity of massive NOx 
reductions compared to the baseline CDC calibration (from -65% to -95%), with an 
overall better performance given by the single injection PCCI in all the tested 
engine points but the 1000×4, that is the only one for which the same EGR rate 
between the two strategies was implemented. This suggests a much more robust 
dependence of NOx emissions from the EGR rate than from the particular fuel 
injection pattern. 
  



 

68 
 

 
Figure 4.8. Results of a 2nd injection timing sweep at 2000×6.5, for a 75%-25% (light green and triangular 

symbols) and 50%-50% (dark green and square symbols) fuel split. Comparison with the PCCI single 
injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

As far as soot emissions are concerned, unlike the low load case, a sharply 
worsening soot trend is clear, with non-negligible peaks when medium-to-high DT 
values are reached, especially at the highest load engine point considered, i.e. 
2000×8.5 (cf. Figure 4.9). Whereas, soot emissions keep extremely low (at the 
levels featured by the single-stage injection pattern) when the DT between the 
injection is small.  With medium-to-high DT values, especially when q1st/q2nd = 
50%/50% (largest second pulse fuel quantity), the second fuel injection occurs after 
the ignition and the luminous flame formation of the first one (as can be perceived 
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from Figure 4.7(b), in the case of 2000×5, where the HRR shows two distinct peaks 
with the most delayed and largest second injection event).  

 
Figure 4.9. Results of a 2nd injection timing sweep at 2000×8.5, for a 75%-25% (light green and triangular 

symbols) and 50%-50% (dark green and square symbols) fuel split. Comparison with the PCCI single 
injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

Therefore, a rich mixture is still present in the near-nozzle region whilst the first 
injection combustion is ongoing, and therefore the luminous flames of the first 
injection combustion can propagate towards this rich mixture zone, increasing soot 
formation [Fuyuto, et al., 2014]. Then, being the second fuel pulse so large and 
delayed, there is not enough time to oxidize all the soot particles previously 
produced, also taking into account the reduced in-cylinder oxygen concentration 
linked to the higher loads considered. Conversely, with the lowest DT values, the 
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second injection starts before the onset of the HTHR of the first early injection (as 
can be perceived from Figure 4.7(c), in the case of 2000×5, where the HRR shows 
a single peak even with the most delayed second injection event), allowing a longer 
premixing time which results in reduced smoke emissions. In general, the double 
injection PCCI strategy might potentially introduce issues as regards soot 
emissions, primarily linked to interference phenomena between the second fuel shot 
and the luminous flames generated by the combustion of the previous first injection 
event, but an adequate control can be exerted by a proper calibration of the second 
injection timing and quantity. 

Finally, monotonic CN reductions are still detectable at higher loads when the 
SOI2nd is progressively delayed, since this generally results in a milder combustion 
event, as can be seen in Figure 4.7(b) and Figure 4.7(c), in the case of 2000×5. It 
can also be pointed out how a single peak of HRR is present (after the onset of the 
LTHR) in all the cases but when q1st/q2nd = 50%/50% and the DT values are the 
highest (i.e., most delayed SOI2nd). When a unified premixed burning of the two 
pulses occurs, the CN levels experienced are not too far from the CN featured by 
the single injection pattern, i.e. much larger than the acceptable CDC calibration 
performance. Conversely, it is still better to realize a combustion event featuring 
two distinct HRR peaks, i.e. implementing medium-to-high DT and delayed SOI2nd, 
in order to achieve CN reductions up to 5÷6 dBA compared to the single-stage PCCI 
calibration. 

First injection timing (SOI1st) sweeps 
In order to look into the effects of the first injection timing on the combustion 

characteristics, DT sweeps were performed by progressively advancing the SOI1st, 
while keeping the SOI2nd fixed. Again, the DT sweeps were performed twice, once 
per each ratio of the first/second injection quantities q1st/q2nd (namely 75%/25% and 
50%/50%), as outlined in Figure 4.10. 

In Figure 4.12, several y-axes, which report engine-out NOx, soot, CO and HC 
emissions, bsfc, CN and EGR rate for the 2000×5 engine operating point, are 
stacked in function of the DT. Similarly to what done in the previous sub-section, 
the light blue (with triangular symbols) and the dark blue (with square symbols) 
solid lines refers, respectively, to the results of the 75%/25% and 50%/50% double 
injection PCCI strategies. They are both compared with the results pertaining to the 
single injection PCCI strategy (i.e., the calibration whose results are reported in 
Section 3.3), outlined as a horizontal red solid line, and with those of the baseline 
CDC calibration obtained in the conventional F1C Euro VI, outlined as a horizontal 
dashed violet line. 
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(a) 

 
(b) 

 
Figure 4.10 1st injection timing sweeps: fuel injection rate and current profiles for a 75%-25% (a) and 50%-

50% (b) fuel split, at 2000×5. 

The analysis, carried out at 2000×5, started from the results of the second 
injection timing sweeps previously reported in Figure 4.6 and Figure 4.7. First of 
all, the “best” DT value and the corresponding SOI2nd angle, meant to be the best 
compromise between the analyzed pollutant emissions and engine performance 
during the considered sweeps, were selected. Then, this SOI2nd angle was kept 
fixed, while sweeps of SOI1st (in both the case of q1st/q2nd = 75%/25% and 
50%/50%) were performed, by progressively advancing or delaying the first 
injection pulse from this selected SOI2nd. During the tests, SOI1st was varied 
between 40 to 28 °CA bTDC, while the start of injection timing for the second fuel 
shot was kept constant at SOI2nd = 16 °CA bTDC.  
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Figure 4.11. Comparison of the HRR traces at 2000×5, between the PCCI single injection (a) and the 50%-

50% (b) and 75%-25% (c) fuel split with double injection (1st injection timing sweep). 

Figure 4.11 shows the HRR traces obtained during the SOI1st sweep tests at 
2000×5 for the 50%/50% (Figure 4.11(b)) and 75%/25% (Figure 4.11(c)) fuel split 
strategies with double injection, comparing them with the HRR pertaining to the 
corresponding single injection PCCI calibration (Figure 4.11(a)). When the SOI1st 
is progressively advanced (i.e., passing from the black (low DT) curves to the red 
(high DT) ones depicted in Figure 4.11(b) and Figure 4.11(c)), while the LTHR 
simply seems to shift towards earlier timings, the HTHR profile tends to be 
stretched towards the TDC, at later timings.  

A more advanced SOI1st value is responsible for the advance of the LTHR onset 
since an earlier injection gives more time to the fuel to vaporize and mix, with a 
consequent earlier start (and consequently end) of its low temperature oxidation 
reactions. As a consequence, the second injection event, whose timing (SOI2nd) is 
kept fixed, is injected around the onset of the LTHR, in the case of low DT (i.e., 
black curves and least advanced first injection), and during the NTC period, when 
the LTHR is already finished, in the case of high DT (i.e., red curves and most 
advanced first injection). As pointed out in [Nishi, et al., 2015], the change of 
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intermediate species concentration in time may have different tendencies whether 
the second injection occurs prior to or after the LTHR. For instance, Nishi et al. 
report that HCHO concentration decreases faster and H2O2 concentration increases 
faster when the second injection occurs prior to the LTHR (i.e., in the case of low 
DT in our case, corresponding to the least advanced first injection and more delayed 
LTHR) and, being the production and consumption rate of H2O2 and HCHO, 
respectively, indications of acceleration in chemical reactions, this finally causes 
and advancing in the start timing of the HTHR.  

 
Figure 4.12. Results of a 1st injection timing sweep at 2000×5, for a 75%-25% (light blue and triangular 

symbols) and 50%-50% (dark blue and square symbols) fuel split. Comparison with the PCCI single injection 
(red solid line) and the CDC baseline (violet dashed line) calibrations. 
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Progressively advancing the SOI1st does not bring to a well-defined trend of 
bsfc, whose values keep in proximity of the red horizontal line referring to what 
obtained with the single-pulse injection pattern, as can be seen in Figure 4.12. 
Apparently, the progressive advance of the SOI1st seems only to slightly increase 
fuel consumption when the earliest SOI1st are reached, likely being correlated to the 
sharp increase in CO and HC emissions (which will be discussed hereinafter) and 
to the consequent lower combustion efficiency. Nonetheless, as previously stated, 
the double-pulse PCCI strategy at 2000×5 needs a lower EGR rate than the early 
single injection case, in order to dampen excessive soot emissions. Therefore, a 
lower ηwc may also be expected, due the consequent earlier combustion phasing 
(which is also highlighted by the HRR traces reported in Figure 4.11), even if the 
delayed injection of the second fuel shot may have a positive effect on fuel 
consumption, due to the increased thermal energy made available for late oxidation 
of HC and CO molecules 

As far as engine-out CO and HC emissions are concerned, the progressive 
advance of the SOI1st yields to severe increase in both these incomplete combustion 
species emissions. The 75%/25% fuel split and earliest timing (largest DT values) 
combination seems to be the worst for HC emissions. This is likely due to a too 
high proportion of early injected fuel during the 1st injection event, which tends to 
impinge the cylinder walls and the piston head near the squish region (due to the 
distant position of the piston at the instant of the SOI1st), making poor usage of the 
oxygen present inside the piston bowl volume [Opat, et al., 2007]. Although part of 
this fuel may properly oxidize later, during the mixing-controlled or late cycle burn-
out phases, part of it may reside for too long in the crevice volumes and other parts 
of the squish region, escaping a complete combustion process and contributing to 
higher HC engine-out emissions. On the other hand, it is the 50%/50% fuel split 
(always at the earliest timing) case to bring to the worst CO emissions. This is 
thought to be primarily due to a too high proportion of late injected fuel during the 
2nd injection event, which may have not enough time to properly mix with the 
inducted oxygen, thus being unable to complete the late oxidation stages which 
have to oxidize CO into CO2. Moreover, in these conditions, a more advanced SOI1st 
(coupled with a lower fuel mass to the first injection) may increase the chance of 
creating over-lean mixtures, increasing the CO levels due to chemical kinetic 
effects.  

The results shown in Figure 4.12 suggest that both soot and NOx emissions are 
not heavily influenced by the SOI1st sweep. The premixing time available to the first 
injected fuel mass is large enough in all the tested conditions to suppress soot 
formation mechanisms, and EGR rates are still sufficiently high to limit NOx 
formation. However, both their levels are slightly higher than what obtained with 
the single injection pattern, due to the presence of the second delayed injection 
event which tends to burn under a mixing-controlled combustion phase.  

Finally, as far as CN levels are dealt with, SOI1st sweeps do not make them 
change evidently. In fact, all the SOI1st values implemented enable a strong intensity 
of the premixed phase burn and, as a consequence, steep rates of pressure rise, 
which are strongly linked to CN generation. Figure 4.11 highlights how a single 
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high peak of HRR can be detected after the onset of the LTHR, in all the considered 
conditions.  

Selection of a suitable compromise with double injection PCCI 
The first (SOI1st) and second (SOI2nd) injection timing sweeps, as well as the 

different ratios between first and second injection fuel quantities q1st/q2nd, have 
shown that improvements can be achieved, in terms of exhaust pollutant emissions 
and engine performance, by the introduction of a double injection PCCI pattern, if 
reference is made to the issues shown by the early single PCCI calibration.  

                            (a)       (b) 

 
Figure 4.13. Soot emissions comparison of 1st (light and dark blue) and 2nd (light and dark green) injection 
timing sweeps at 2000×5, for a 75%-25% (a) and 50%-50% (b) fuel split. Comparison with the PCCI single 

injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

(a)       (b) 

 
Figure 4.14. CN comparison of 1st (light and dark blue) and 2nd (light and dark green) injection timing 

sweeps at 2000×5, for a 75%-25% (a) and 50%-50% (b) fuel split. Comparison with the PCCI single injection 
(red solid line) and the CDC baseline (violet dashed line) calibrations. 

The second pulse injection timing sweeps showed that soot and CN trends in 
function of the DT are the opposite (cf. the light and dark green lines in Figure 4.13 
and Figure 4.14), thus establishing a clear soot-CN trade-off behaviour. Therefore, 
the adoption of a properly delayed second injection event, especially if q1st/q2nd = 
50%/50% (larger second pulse fuel quantity) is implemented, is able to allow CN 
reductions up to 5÷6 dBA compared to the single-stage PCCI calibration, accepting 
a certain reduction on engine-out soot mitigation brought by PCCI, depending on 
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the engine operating point. At this regard, the SOI1st does not affect substantially 
this soot-CN trade-off outcome (cf. the light and dark blue lines in Figure 4.13 and 
Figure 4.14, which retain almost flat). 

(a)       (b) 

 
Figure 4.15. CO emissions comparison of 1st (light and dark blue) and 2nd (light and dark green) injection 

timing sweeps at 2000×5, for a 75%-25% (a) and 50%-50% (b) fuel split. Comparison with the PCCI single 
injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

(a)       (b) 

 
Figure 4.16. HC emissions comparison of 1st (light and dark blue) and 2nd (light and dark green) injection 

timing sweeps at 2000×5, for a 75%-25% (a) and 50%-50% (b) fuel split. Comparison with the PCCI single 
injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

On the contrary, the control of engine-out CO and HC emissions seems to be 
relatively insensitive to any SOI2nd sweep, while a much heavier impact is evident 
when variations of SOI1st are dealt with (cf. the light and dark green lines, which 
are almost flat, and the light and dark blue lines, which show sharply increasing 
trends, in Figure 4.15 and Figure 4.16). At this regard, reducing the advance of the 
first injection event and preferring a 50%/50% fuel split may lead to a limitation of 
engine-out HC and CO emissions, as this improves mixture preparation and reduces 
the spray interaction with the cylinder walls. However, it is still unfeasible to reach 
the lowest HC and CO levels pertaining to the CDC calibration, due to the relatively 
high premixing and EGR rate needed to implement such a double injection PCCI 
pattern. 
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(a)       (b) 

 
Figure 4.17. NOx emissions comparison of 1st (light and dark blue) and 2nd (light and dark green) injection 
timing sweeps at 2000×5, for a 75%-25% (a) and 50%-50% (b) fuel split. Comparison with the PCCI single 

injection (red solid line) and the CDC baseline (violet dashed line) calibrations. 

(a)       (b) 

 
Figure 4.18. bsfc comparison of 1st (light and dark blue) and 2nd (light and dark green) injection timing 

sweeps at 2000×5, for a 75%-25% (a) and 50%-50% (b) fuel split. Comparison with the PCCI single injection 
(red solid line) and the CDC baseline (violet dashed line) calibrations. 

The results shown in Figure 4.17 and Figure 4.18 suggest that both NOx 
emissions and bsfc are not heavily influenced by either SOI1st or SOI2nd sweeps. 
The EGR rates are sufficiently high in all the tested conditions to limit NOx 
formation, ensuring at least (in the worst case) an 80% NOx reduction compared to 
the CDC calibration levels. The fuel consumption penalty associated with the 
double injection PCCI pattern is still quite high (with slight benefits, compared to 
what obtained with the early single PCCI pattern, depending on the engine 
operating point) due to the already mentioned lower CR of the engine, the decrease 
in combustion efficiency, the relatively early values of SOI1st and the highly 
throttled exhaust flap positions (needed to guarantee a sufficient rate of EGR). 
Nevertheless, the possibility to cut the urea consumption of the SCR and the fuel 
consumption penalty associated with the DPF backpressure and its regeneration 
strategies, if compared to what needed by the baseline F1C Euro VI engine, may 
again make this higher bsfc tolerable, in a comprehensive fluid (fuel + urea) 
operating cost analysis.  
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4.2 Triple fuel injection PCCI strategy 

As previous Sections have pointed out, the benefits coming from the adoption 
of a double injection PCCI strategy (compared to an early single PCCI pattern) may 
be summarized in the possibility to reduce engine-out CO and HC emissions, bsfc 
and CN, while suffering of acceptable increase in NOx and soot, which in any case 
retain at levels far below the typical values pertaining to CDC. To explore further 
the potentialities of multiple injection PCCI strategies, a triple injection PCCI 
pattern was investigated, and the results are reported hereinafter.  

4.2.1 Results and discussion  

Preliminary tests were performed at two steady-state engine working points 
(expressed in terms of speed n [rpm] × torque Trq [Nm]), i.e 1400×27 (bmep ≈ 1 

bar) and 2000×120 (bmep ≈ 5 bar), by splitting the injection pattern into three 
different fuel shots. Several combinations of the most relevant calibration 
parameters (i.e., timings and relative fuel quantities of each injection event, position 
of the VGT, position of the exhaust flap, rail pressure) were explored within proper 
limits, in order to find a good compromise between low exhaust pollutant 
emissions, bsfc and CN. Once a proper triple injection PCCI pattern was found, to 
carry out a consistence comparison with it, the first two injection shots were merged 
at the same (most advanced) SOI1st, obtaining a corresponding double injection 
pattern. Similarly, by merging all the tree injection shots at the same (most 
advanced) SOI1st, a corresponding single PCCI pattern was obtained. A schematic 
drawing of the injection patterns taken into account at these two engine operating 
points is given in Figure 4.19 and Figure 4.20. 

 

Figure 4.19. Fuel injection rate and current profiles for the single (a), double (b) and triple (c) PCCI injection 
patterns, at 1400×1. 
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Figure 4.20. Fuel injection rate and current profiles for the single (a), double (b) and triple (c) PCCI injection 
patterns, at 2000×5. 

EGR rate sweeps 

The previously cited single, double and triple injection PCCI strategies are 
compared along an EGR sweep, achieved by progressively throttling the exhaust 
flap in order to increase the exhaust backpressure and, consequently, the EGR mass 
flowrate recirculated back into the intake manifold. 

In the following Figures 4.21-4.22, several y-axes, which report engine-out 
soot, CO and HC emissions, bsfc and CN, are stacked in function of the engine-out 
NOx emissions (with increasing NOx values corresponding to reducing EGR values) 
for the two engine operating points previously reported (i.e., 1400×1 and 2000×5). 
In each graph, the red (with circular symbols), green (with square symbols) and 
blue (with triangular symbols) lines refer, respectively, to the results of the single, 
double and triple injection PCCI strategies along the EGR sweep carried out. As a 
reference, the results pertaining to the baseline CDC calibration obtained in the 
conventional F1C Euro VI are outlined as a horizontal (for y-axes variables) and a 
vertical (for NOx) dashed violet lines. 

The fuel consumption values for all the three injection PCCI patterns are not 
greatly affected by the EGR rate, except when very high dilution levels are dealt 
with, for which increasing trends are highlighted. Multiple (i.e. both double and 
triple) injection PCCI patterns give generally better results than the single-stage 
one, with bsfc reductions up to 7÷8%, if dilution levels are not step up to the 
maximum. This is linked to the reduced tolerance to the EGR rate which is 
experienced with the introduction of a second and/or third fuel shots, due to their 
reduced premixing time and to their consequent rising tendency towards the 
emission of soot and incomplete combustion species, when a low in-cylinder 
oxygen concentration is available.  
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Figure 4.21. Results of an EGR sweep at 1400×1. Comparison between PCCI single (red line), double (green 

line), triple (blue line) injections and the CDC baseline (violet dashed lines) calibration. 

However, it is still impossible to reach the fuel consumption values of the reference 
CDC calibration, with the minimum penalty settled slightly over +4%.  

As far as engine-out CO and HC emissions are concerned, all the trends shown 
with different colors in Figure 4.21 and Figure 4.22 display steeply worsening 
behaviors when high dilution levels are reached, due to rising difficulty to reach an 
optimal in-cylinder oxygen utilization.  

Benefits seem to be achievable by means of the triple injection PCCI strategy 
along all the EGR sweep at 1400×1 (cf. Figure 4.21), since it mitigates both CO 
and HC emissions even further than what achievable with the double injection 
pattern. The presence of a delayed fuel shot (in both the double and the triple 
injection schedules) has the potential to increase the in-cylinder temperature in the 
last part of the combustion phase, producing accelerated oxidation of the previously 
formed HC and CO molecules. Nevertheless, splitting the injection pattern in more 
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than two events may have the advantage of reducing the fuel quantity per each shot 
and, consequently, the liquid penetration length, thus possibly reducing the 
occurrence of spray impingements against the cylinder wall and/or the piston 
surface. 

 
Figure 4.22. Results of an EGR sweep at 2000×5. Comparison between PCCI single (red line), double (green 

line), triple (blue line) injections and the CDC baseline (violet dashed lines) calibration. 

At higher load, i.e. at 2000×5, the triple injection pattern is still the best in terms 
of engine-out HC emission reduction, due to its potential to limit the injected fuel 
quantity that impinges the walls and the piston head, but it seems to suffer of worse 
engine-out CO emissions, especially when the largest EGR rates are implemented. 
This could be due to the fact that a largest portion of fuel is injected at later instants 
(and, hence, with lower premixing) when the triple injection schedule is applied: 
this may cause a lack of time for part of the fuel to properly mix with the in-cylinder 
oxygen, thus being unable to complete the late oxidation stages which bring the CO 
molecules to oxidize into CO2.   
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Soot emissions for the single injection strategy are negligible, while for both 
the multiple injection strategies an increase is observed, especially at 2000×5 with 
the highest EGR rates. The combination of relatively higher load and large EGR 
rate makes the in-cylinder oxygen concentration drop, raising the possibility of soot 
generation. While the highly advanced timing of the single injection event gives 
enough premixing time to prevent soot formation, the introduction of relatively 
delayed separate fuel shots (with double and triple patterns) promotes the possibility 
of interference phenomena between the different fuel sprays and subtracts time 
available to oxidize all the soot particles previously produced. Nevertheless, even 
in the worst case, soot emissions are decreased of more than 60% if compared to 
the CDC calibration. 

Finally, intense CN reductions are possible with the introduction of a triple 
injection strategy, even better than what achievable with a double injection pattern. 
At 1400×1, it is even possible to reduce CN down to the levels pertaining to CDC 
calibration, while it is still impossible to accomplish the same result at 2000×5, with 
reductions up to 5÷6 dBA compared to the single-stage PCCI calibration but 
penalties of more than 8 dBA compared to the CDC levels. 
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Chapter 5 

5. Control-oriented models for 
EGR and MFB50 estimation 

5.1 EGR mass flowrate estimation5 

From what highlighted in the previous Sections, EGR is one of the crucial 
parameters involved in early-PCCI combustion, and its rate should be optimized 
inside a narrow interval to achieve a reasonable compromise in terms of engine-out 
pollutant emissions, fuel consumption and CN level. Excessive recirculation back 
into the cylinders may lead to insufficient oxygen to properly burn the fuel, 
generating enormous amount of CO and HC and unacceptable fuel penalties, up to 
the occurrence of misfire events. Too low recirculation, on the other hand, may not 
be sufficient to simultaneously abate NOx and soot emissions, which is definitely 
the main goal of all LTC strategies. Unfortunately, the harsh conditions of the EGR 
path make it tough to directly measure the EGR mass flowrate by using dedicated 
sensors [Lee, et al., 2014; Griffin, et al., 2003]. Therefore, the needed precision on 
the control of the EGR system, which may be essential for the enhancement of all 
the LTC advanced combustion controls, should rely on accurate estimation of the 
EGR rate [d’Ambrosio et al., 2017].  

Many different types of models have been suggested in the literature for the 
estimation of the EGR flowrate, each characterized by different spatial and time 
resolutions [Diop, et al., 1999; Wahlström & Eriksson, 2011; Castillo, et al., 2013; 
Yang, et al., 2016]. Zero-dimensional models, in particular, may feature as main 
asset low computational effort, as previously pointed out. This, potentially, makes 
them particularly suitable for on-board ECU applications, especially if they require, 
for calculations, only input signals from conventional sensors connected to the 
ECU. 

5.1.1 Setting up the models 

In the following, four different approaches to estimate the EGR mass flowrate 
recirculated back into the intake manifold through the EGR system are exposed and 
compared in steady-state applications. All of them were developed and tested on 

 
5 Most of the contents of this Section have been previously published in [d'Ambrosio, S., 

Iemmolo, D., Mancarella, A., Salamone, N., Vitolo, R., & Hardy, G. (2017). "Zero Dimensional 
Models for EGR Mass-Rate and EGR Unbalance Estimation in Diesel Engines". SAE Technical 
Paper, 2017-24-0070. doi:10.4271/2017-24-0070]. 
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the F1C Euro VI complete engine map, made up of 120 key-points at different 
engine speed and load values. The four approaches are reported below: 

• Physical-chemical method. This procedure, discussed in details in 
[d’Ambrosio et al., 2011] and not further reported here, starts from the 
combustion chemical reaction of the fuel with air and requires as inputs the 
gaseous emission concentration (HC, NO, NO2, CO, CO2 and O2) and the 
smoke level measurements in the exhaust raw gases, as well as the CO2 
concentration measurement in the intake manifold; 

• Fluid dynamics model. It is based on the EGR valve geometric dimensions 
and on the application of the nozzle equation for compressible flows 
[Heywood, 1988; d’Ambrosio et al., 2013], and requires as inputs the 

measured values of temperature and pressure measured upstream and 
downstream of the EGR valve; 

• Semi-physical model. It is based on the application of the nozzle equation for 
compressible flows and on the estimation of the temperature and pressure 
conditions of the gases in the exhaust manifold (i.e., upstream of the EGR 
valve) as a function of relevant engine parameters by means of statistical 
models; 

• Purely statistical model. It is obtained by modeling the EGR flowrate as a 
second-order polynomial function and requires as inputs a proper set of 
engine parameters. 

The first approach for EGR estimation, i.e. the physical-chemical method, is 
sufficiently accurate if provided with low-uncertainty measurements of the 
concentrations of the different intake and exhaust chemical species, and its results 
will be taken as reference for the steady-state assessment of the other analyzed 
models. It could also be observed that this approach may also be applied to transient 
working conditions, if the measuring instruments are capable of achieving suitably 
fast dynamic responses [d’Ambrosio et al., 2011]. However, only testbed 

applications are feasible with this method, due to the need of dedicated gas 
analyzers. 

The fluid dynamics model, too, requires as inputs data that can be easily 
collected at the testbed, but generally not available for on-board applications, such 
as the measurements of temperature and pressure of the gases upstream of the EGR 
valve. 

Therefore, both the semi-physical and statistical models, which require as 
inputs only variables that are commonly available in the engine ECU, have been 
considered to estimate the EGR flowrate with possible on-board implementations. 

Fluid dynamics model 

The fluid dynamics model, as previously stated, needs the knowledge of the 
EGR poppet valve geometric dimensions (cf. Figure 5.1, which reports the 
geometric profiles of the valve and of its seat) to determine the EGR flow passage 
area to be used in the nozzle equation for compressible flows. In particular, the 
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geometric passage area through the EGR valve was computed as a function of the 
EGR poppet valve lift and of its command duty-cycle. 

 
Figure 5.1. Geometric profiles of the EGR poppet valve and of its seat. 

The two profiles, of the EGR valve and of its seat, and their relative position 
were parametrically represented making reference to a cross-section plane (x,y), as 
the one represented in Figure 5.1. The letters Hv and Hs indicate the contact surface 
in which the two conjugated profiles overlap when the valve is closed. Therefore, 
the distance 𝑙𝑣, along the y-axis, between these two points represents the valve lift. 

As long as the valve profile is curve, it is not obvious to determine which is the 
geometric passage area between the valve and the seat for every possible jth value 
of the valve lift. Thus, once the equations to describe parametrically the two profiles 
were set, an algorithm was used to calculate, for each considered jth value of the 
valve lift 𝑙𝑣,𝑗, the minimum distance si between the poppet valve and the seat among 
the set of all the possible segments that connect the two profiles. In this way, for 
each considered jth value of the valve lift 𝑙𝑣,𝑗, the geometric passage area 
𝐴𝑣(𝑙𝑣,𝑗) between the poppet valve and seat profiles was calculated as the minimum 
among the areas of the surfaces of revolution generated by a 360° rotation of these 
segments, around the valve axis, according to: 

𝐴𝑣(𝑙𝑣,𝑗)  =  [𝑚𝑖𝑛 (𝜋 ⋅ 𝑑𝑀𝑖  ⋅ 𝑠𝑖)]𝑗     (2) 

𝑑𝑀,𝑖𝑗  = 𝑑𝑏 – 2 ∙ 𝑥𝑀,𝑖𝑗     (3) 

𝑠𝑖𝑗 =  [√(𝑥𝑃,𝑖  −  𝑥𝑅,𝑖)2  + (𝑦𝑃,𝑖  − 𝑦𝑅,𝑖)2]
𝑗
   (4) 

where 𝑑𝑀,𝑖𝑗 is the diameter of the circular area corresponding to the barycenter 𝑀𝑖𝑗 
of the segment 𝑠𝑖𝑗, 𝑑𝑏 is the minimum seat diameter (which is in correspondence of 
the origin of the considered (x,y) plane), 𝑥𝑀,𝑖𝑗 is the abscissa of the point 𝑀𝑖𝑗, while 
𝑥𝑅,𝑖,  𝑥𝑃,𝑖,  𝑦𝑅,𝑖,  𝑦𝑃,𝑖 are the coordinates of the couple of points 𝑅, 𝑖 and 𝑃, 𝑖 
connected by the jth segment 𝑠𝑖𝑗. 
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   (a)           (b)   (c) 

Figure 5.2. Geometric passage area at different poppet valve lifts lv: 2 mm (a), 5 mm (b) and 8 mm (c). 

As a further clarification, Figure 5.2 reports the section of the geometric 
passage area determined for three different valve lift values 𝑙𝑣 (i.e. 2, 5 and 8 mm), 
while Figure 5.3(a) shows the variation of the geometric passage area as a function 
of the lift, according to the performed calculations. Moreover, tests were performed 
to characterize the EGR valve lift as a function of the duty-cycle of the electric 
signal provided to the valve actuator (Figure 5.3(b)). As a matter of fact, the 
maximum lift achievable through the electric actuation of the valve (slightly lower 
than 6 mm, cf. Figure 5.3(b)) is much lower than the maximum one which could be 
obtained if operating the valve manually (around 9 mm, cf. Figure 5.3(a)). 

At this point, it was possible to estimate the EGR mass flowrate (𝑚̇𝐸𝐺𝑅) 
studying the system as a convergent nozzle under subsonic compressible flow 
conditions (taking into account that the Mach number, for the considered 
experimental tests, reaches values up to 0.55), according to the well-known relation:  

𝑚̂̇𝐸𝐺𝑅,𝑓𝑑 =  𝐴𝐸𝐺𝑅
𝑝𝑒𝑥ℎ

√𝑅𝑇𝑒𝑥ℎ

√
2𝑘

𝑘−1
[(

𝑝𝑐𝑜

𝑝𝑒𝑥ℎ
)

2

𝑚
− (

𝑝𝑐𝑜

𝑝𝑒𝑥ℎ
)

𝑚+1

𝑚
]  (5) 

where 𝑚̂̇𝐸𝐺𝑅,𝑓𝑑 represents the EGR mass flowrate estimation obtained by the fluid-
dynamics model, 𝐴𝐸𝐺𝑅 is the EGR gas flow passage area, 𝑝𝑒𝑥ℎ and 𝑇𝑒𝑥ℎ represent, 
respectively, the pressure and temperature of the gas in the exhaust manifold (i.e., 
upstream of the EGR valve) measured at the test bench, R is the elastic constant of 
the exhaust gas calculated from the concentration of chemical species in the raw 
exhaust gas flow, pco is the pressure measured downstream of the EGR cooler and 
m (polytropic index) was assumed equal to 1.5 [d’Ambrosio et al., 2013] (higher 

than the isentropic exponent equal to 1.4, as the EGR valve is cooled). 
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(a) 

 

(b) 

 
Figure 5.3. EGR valve geometric passage area (a) and electric duty-cycle (b) as function of the lift. 

In Eq. (5) the pressure pco is used, instead of a more appropriate pressure 
measurement downstream of the EGR valve, because of the compact layout of the 
EGR system, which could not allow the installation of any sensor between the valve 
and the cooler. As a consequence, pco was the nearest available measurement point 
and could be considered almost equal to the pressure downstream the EGR valve, 
if the pressure drop along the EGR cooler was neglected. 

Then, Eq. (5) was applied to a large set of experimental working conditions in 
which 𝑚̇𝐸𝐺𝑅 was known (i.e., estimated by means of the reference physical-
chemical method) so that the effective EGR flow area 𝐴𝐸𝐺𝑅 could be figured out 
and compared to the geometric passage area 𝐴𝑣. A discharge coefficient 𝜇𝑣 could 
be defined as the ratio between the regression functions of 𝐴𝐸𝐺𝑅  and 𝐴𝑣, 
respectively:  

𝜇𝑣 =  
𝐴𝐸𝐺𝑅

𝐴𝑣
     (6) 

The trend of the discharge coefficient 𝜇𝑣 as a function of the valve lift is reported 
in Figure 5.4(b), while the different experimental values of 𝐴𝐸𝐺𝑅 and 𝐴𝑣 (and their 
respective regression functions) are reported in Figure 5.4(a). From Figure 5.4(b), 
it can be observed how 𝜇𝑣 keeps constant, at a value slightly under 0.9, when 𝑙𝑣 is 
small, while it decreases when 𝑙𝑣 goes beyond a critical value 𝑙𝑣,𝑒. Therefore, the 
characterization of the function 𝜇𝑣(𝑙𝑣) is possible through a proper piecewise-
defined regression function, defined by a second-order polynomial function for 
𝑙𝑣 > 𝑙𝑣,𝑒 and a constant value for 𝑙𝑣 ≤ 𝑙𝑣,𝑒. With such a definition of 𝜇𝑣, the 
𝑚̇𝐸𝐺𝑅 estimation provided in Eq. (5) could be modified by replacing 𝐴𝐸𝐺𝑅(𝑙𝑣) with 
its approximation 𝐴̂𝐸𝐺𝑅 =  𝐴𝑣(𝑙𝑣) 𝜇𝑣(𝑙𝑣). 
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(a) 

 

(b) 

 
Figure 5.4. Effective EGR flow area and geometric flow area (a) and flow coefficient (b) as a function of the 

valve lift. 
The discharge coefficient 𝜇𝑣 mainly accounts for the effects of flow detachment 

from the valve-seat profiles, which causes a vena contracta region smaller than the 
geometric cross-section area.  

Some CFD simulations were performed using the software tool “SolidWorks 
Flow Simulation” to visualize how the flow becomes detached form the geometric 
surfaces. Appropriate boundary conditions were set according to the data available 
in some experimental tests. The simulation results are depicted in Figure 5.5, in 
terms of flow velocity fields for three 𝑙𝑣 values: 2 mm, 5 mm and 8 mm. The flow 
detachment phenomenon becomes increasingly evident as the lift of the valve steps 
up, while the EGR flow keeps more attached to the geometric surfaces when the 
smallest 𝑙𝑣 value is implemented. 
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            (a)               (b)        (c) 

          

Figure 5.5. CFD flow velocity fields for three different lv values: 2 mm (a), 5 mm (b) and 8 mm (c). 

Semi-physical model 

From Eq. (5), it is clear how the above described fluid-dynamics model, to 
correctly predict 𝑚̇𝐸𝐺𝑅, requires the measurement of the exhaust pressure (𝑝𝑒𝑥ℎ) 
and temperature (𝑇𝑒𝑥ℎ). However, standard ECUs are usually not provided with 
dedicated measurement devices. Thus, as long as these models are developed for 
possible real-time control purposes, their implementation would need suitable 
estimations of 𝑝𝑒𝑥ℎ and 𝑇𝑒𝑥ℎ, i.e. the thermodynamic conditions upstream of the 
EGR valve. For this purpose, the semi-physical model exploits two different sub-
models (namely 𝑝̂𝑒𝑥ℎ and 𝑇̂𝑒𝑥ℎ), developed through statistical techniques, to 
perform these two estimations as a function of a proper set of engine parameters 
commonly available in standard ECUs.  

As far as 𝑝𝑒𝑥ℎ estimation is concerned, the exhaust gas pressure turned out to 
be well correlated with the following engine parameters: the intake boost pressure 
𝑝𝑏𝑜𝑜𝑠𝑡,  the relative air-fuel ratio 𝜆, the inlet air mass flowrate 𝑚̇𝑎𝑖𝑟 and the engine 
speed 𝑛. Also other variables, such as the injected fuel mass and the SOI, were 
considered as potential inputs for the 𝑝̂𝑒𝑥ℎ sub-model, but they were found to affect 
only marginally the results. Thus, once chosen 𝑝𝑏𝑜𝑜𝑠𝑡, 𝜆, 𝑚̇𝑎𝑖𝑟 and 𝑛 as proper input 
variables, minimizing the number of regressors as far as the smallest statistically 
significant set (6 terms) was found, the following second-order polynomial sub-
model was obtained: 

𝑝̂𝑒𝑥ℎ = 𝛽0 + 𝛽1𝑛 + 𝛽2𝑝𝑏𝑜𝑜𝑠𝑡 + 𝛽3𝑝𝑏𝑜𝑜𝑠𝑡
2 + 𝛽4𝑚̇𝑎𝑖𝑟

2 + 𝛽5𝜆2           (7) 

which featured a coefficient of determination R2 = 0.99 and a root mean square 
error RMSE = 14.11 mbar (while the modeled variable ranged from around 1 to 3 
bar, over the complete experimental engine map considered).  

As far as 𝑇𝑒𝑥ℎ estimation is concerned, a linear function of the relative air-fuel 
ratio (λ), intake manifold pressure 𝑝𝑏𝑜𝑜𝑠𝑡 and temperature 𝑇𝑀𝐴𝑁 was chosen: 

𝑇̂𝑒𝑥ℎ = 𝛼0 + 𝛼1𝑝𝑏𝑜𝑜𝑠𝑡 + 𝛼2𝑇𝑀𝐴𝑁 + 𝛼3𝜆   (8) 

which gives R2 = 0.98 and RMSE = 20.45 °C, (while the modeled variable ranged 
from around 140 to 600 °C, over the complete experimental engine map 
considered). 
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(a)            (b) 

 
Figure 5.6. Predicted vs. experimental correlation for pexh (a) and Texh (b). 

As a visualization, Figure 5.6 shows the correlation between predicted 
(modeled) and experimental (measured) values for 𝑝𝑒𝑥ℎ and 𝑇𝑒𝑥ℎ. 

Exploiting these sub-models, the estimation of 𝑚̇𝐸𝐺𝑅 can be achieved as 
follows: 

𝑚̂̇𝐸𝐺𝑅,𝑠𝑝 =  𝐴𝑣(𝑙𝑣) 𝜇𝑣,𝑠𝑝(𝑙𝑣)
𝑝𝑒𝑥ℎ

√𝑅𝑇̂𝑒𝑥ℎ

√
2𝑘

𝑘−1
[(

𝑝𝑏𝑜𝑜𝑠𝑡

𝑝𝑒𝑥ℎ
)

2

𝑚
− (

𝑝𝑏𝑜𝑜𝑠𝑡

𝑝𝑒𝑥ℎ
)

𝑚+1

𝑚
]             (9) 

where, 𝑚̂̇𝐸𝐺𝑅,𝑠𝑝 represents the EGR mass flowrate estimation obtained by the semi-
physical model, the coefficient 𝜇𝑣,𝑠𝑝 is the discharge coefficient re-calculated 
comparing the result obtained by Eq. (9) with the reference EGR mass flowrate 
calculated by means of the physical-chemical model, 𝑝̂𝑒𝑥ℎ and 𝑇̂𝑒𝑥ℎ represent, 
respectively, the pressure and temperature of the gas in the exhaust manifold (i.e., 
upstream of the EGR valve) estimated by the above described sub-models, R is the 
elastic constant of the exhaust gas calculated from the concentration of chemical 
species in the raw exhaust gas flow, pboost is the boost pressure measured in the 
intake manifold and m (polytropic index) was assumed equal to 1.5, as previously 
done in Eq. (5). The re-calculation of 𝜇𝑣 was performed considering it as a fitting 
coefficient that accounts not only for the flow detachment phenomena, previously 
described, but also for other non-idealities, including modeling uncertainties. At 
this regard, Figure 5.7 compares the discharge coefficient μv expressed in Eq. (5) 
with the coefficient μv,sp expressed in Eq. (9). Furthermore, the pressure in the 
manifold 𝑝𝑏𝑜𝑜𝑠𝑡, measured by the ECU, was considered as a suitable approximation 
of the pressure at the EGR cooler output 𝑝𝑐𝑜, used in Eq. (5). 
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Figure 5.7. Discharge coefficients comparison for the fluid-dynamics and the semi-physical model. 

Purely statistical model 

The last approach applied to model 𝑚̇𝐸𝐺𝑅 is purely statistical. This means that, 
unlike the previously reported models, in this case the relationship between the 
input data and the output 𝑚̇𝐸𝐺𝑅 estimation is obtained without considering any 
particular physical law or underlying process, but using only statistical techniques. 
In particular, 𝑚̇𝐸𝐺𝑅 can be described through polynomial functions which receive, 
as inputs, some or all of the following variables, selected among those commonly 
available in standard ECUs and assessed to have an influence on the EGR mass 
flowrate: engine speed (𝑛), injected fuel mass (𝑞𝑏), intake boost pressure (𝑝𝑏𝑜𝑜𝑠𝑡), 
EGR valve position (𝐸𝐺𝑅𝑝𝑜𝑠), exhaust flap position (𝐸𝑥ℎ𝐹𝑙𝑝𝑝𝑜𝑠), SOI of the main 
injection (𝑆𝑂𝐼𝑚𝑎𝑖𝑛), position of the blades of the variable geometry turbine 
(𝑉𝐺𝑇𝑝𝑜𝑠). As a matter of fact, , this set of variables is supposed to be the one which 
mostly affects the required inputs of the equation for convergent nozzle under 
subsonic compressible flow conditions (cf. Eq. (5)), i.e. the gas pressure at the 
intake and exhaust manifolds, the temperature of the exhaust gases as well as the 
EGR valve flow area. 

As a starting point, the model was originally built as a second-order polynomial 
function which included all the regressors related to the interactions of the inputs. 
Then, other models were built, choosing several sub-sets from all the regressors of 
the starting model and comparing their performances. The best performance (on the 
experimental engine map dataset, which was used to fit the model coefficients) was 
achieved with the simplest linear model, as follows: 

𝑚̂̇𝐸𝐺𝑅,𝑠1 =  𝛾01 + 𝛾11𝑛 + 𝛾21𝑞𝑏 + 𝛾31 𝑝𝑏𝑜𝑜𝑠𝑡 + 𝛾41𝑉𝐺𝑇𝑝𝑜𝑠            (10) 

Other models were set and tested, too, all providing similar outcomes on the 
same experimental dataset. For instance, another model will be considered for 
comparison: 

𝑚̂̇𝐸𝐺𝑅,𝑠2 =  𝛾02 + 𝛾12𝑛 + 𝛾22𝑞𝑏 + 𝛾32 𝑝𝑏𝑜𝑜𝑠𝑡 + 𝛾42𝑉𝐺𝑇𝑝𝑜𝑠 + 𝛾52𝐸𝐺𝑅𝑝𝑜𝑠 +

𝛾62𝐸𝑥ℎ𝐹𝑙𝑝𝑝𝑜𝑠 + 𝛾72𝑆𝑂𝐼𝑚𝑎𝑖𝑛 + 𝛾82 𝑉𝐺𝑇𝑝𝑜𝑠
2 (11) 
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The first model, expressed in Eq. (10), gives R2 = 0.966 and RMSE = 1.11 g/s, 
while the latter, expressed in Eq. (11), gives R2 = 0.91 and RMSE = 1.77 g/s. 

5.1.2 Assessment and validation of the models 

 
Figure 5.8. Engine operating points carried out at the test bench on the F1C Euro VI engine (red circles: 

Engine map; green circles: Trade-off validation tests; blue triangles: PCCI validation tests). 

All the previously described models were developed and set up using an 
experimental complete engine map, performed at the test bench on the F1C Euro 
VI engine under CDC mode, as depicted in Figure 5.8 (red circles). As an additional 
step, a model validation procedure was carried out through the assessment of the 
predicting performances of these models on other experimental datasets, including 
a full replication of the same engine map, several air quantity sweeps at different 
engine operating points as well as some tests in PCCI combustion mode. The 
purpose was to assess if these models were able to perform a reliable estimation 
even when the operating conditions move away from the calibration dataset, used 
to tune the model coefficients, as long as this feature would be essential for any 
model-based control application. 

Figures 5.9-5.11 show the results of this validation procedure, for each 
experimental validation dataset taken into consideration. The 𝑚̇𝐸𝐺𝑅 estimations 
pertaining to all the previously described models are reported on the y-axis, with 
different colors and symbol shapes (red plus signs for the fluid-dynamics model, 
black squares for the semi-physical model, blue circles for the first pure statistical 
model, violet diamonds for the second pure statistical model).  Instead, the x-axis 
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reports the reference 𝑚̇𝐸𝐺𝑅 value, obtained by means of the baseline physical-
chemical method. The values of R2 and RMSE, for each considered model, are also 
reported inside the legend box.  

Replicated engine map 

 

Figure 5.9. Validation of the models for the prediction of 𝑚̇𝐸𝐺𝑅 on the replicated engine map dataset. 

Air quantity sweeps 

 

Figure 5.10. Validation of the models for the prediction of 𝑚̇𝐸𝐺𝑅 on the air quantity sweeps dataset. 

Figure 5.9 shows the validation of the analyzed models on a fully replicated 
engine map. The dispersion of the all the symbols around the 45° bisecting line 
(where estimation and reference coincide) shows that, on this experimental dataset, 
which is nominally equivalent to the calibration engine map, all the models are 
comparable in terms of R2, ranging between 0.92 and 0.95, and RMSE, ranging 
between 1.27 and 1.89 g/s (while the prediction variable 𝑚̇𝐸𝐺𝑅 ranges from 0 to 
around 23 g/s).  

Figure 5.10 shows the validation of the analyzed models on air quantity sweep 
tests realized at 9 different engine working points (cf. green circles depicted in 
Figure 5.8), varying on the whole speed range and bounded inside a low-to-medium 
load area of the engine map. Each air quantity sweep is achieved starting from the 
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baseline calibration and making the air quantity varying from the highest value (i.e., 
without EGR) to the lowest (i.e., with the maximum EGR rate tolerated, before the 
occurrence of too high cycle-to-cycle and cylinder-to-cylinder instability), while 
keeping constant all the other calibration parameters. Therefore, these tests cover a 
high variety of working conditions, from slightly to extremely outside the baseline 
engine calibration. The dispersion of all the symbols around the 45° bisecting line, 
if compared to the previous case, is generally wider, and this highlights a general 
degradation of the outcomes of the models. The fluid-dynamics model (cf. the red 
plus signs in Figure 5.10) turns out to have the highest accuracy, with its estimation 
outcomes virtually comparable with those obtained on the replicated engine map 
dataset, even if a weak decline in the model performance appears for 𝑚̇𝐸𝐺𝑅 higher 
than 23÷25 g/s, which are the maximum values reached on the baseline engine map. 
The semi-physical model (cf. the black squares in Figure 5.10) provides an R2 value 
slightly smaller than that featured by the fluid-dynamics one, along with a higher 
RMSE, up to 2.73 g/s, which is around 9% of the maximum 𝑚̇𝐸𝐺𝑅. Conversely, 
both the purely statistical models under investigation exhibit a significant 
deterioration of the estimation capability: the first one (cf. the blue circles in Figure 
5.10), i.e. the simplest linear function, displays a wide dispersion for the smallest 
𝑚̇𝐸𝐺𝑅 values, while the second (cf. the violet diamonds in Figure 5.10) shows 
critical fitting errors for all the low-to-medium range of 𝑚̇𝐸𝐺𝑅, with a broadly poor 
correlation between the physical phenomenon and its forecast. Comparable results 
were also obtained by validating the models on a set of experimental EGR valve 
sweeps and exhaust flap sweeps, performed at the same 9 engine working points 
highlighted by green circles in Figure 5.8. 

Finally, the four models previously analyzed were validated on some 
experimental datasets under PCCI combustion mode, at 4 different engine operating 
points which featured low-to-medium speed and low load: 1200×1, 1400×3, 
1600×2, 1800×1 (all expressed in terms of speed n [rpm] × bmep [bar], and depicted 
with blue triangles in Figure 5.8). For each of them, statistical DoE test plans were 
available, as they were carried out to perform model-based calibration procedures 
(under PCCI combustion mode), similarly to what explained in the previous 
Sections. 
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PCCI tests 

 

Figure 5.11. Validation of the models for the prediction of 𝑚̇𝐸𝐺𝑅 on the PCCI dataset. 

 
Figure 5.11 reveals how the fluid-dynamics model (cf. the red plus signs in 

Figure 5.11) is almost the only one which provides reliable 𝑚̇𝐸𝐺𝑅 estimations, in 
these high-EGR working conditions. Indeed, its statistical indicators R2 (0.87) and 
RMSE (1.34 g/s) are not far from those obtained with the same model on the other 
kind of validation tests previously reported. The semi-physical model (cf. the black 
squares in Figure 5.11) features a high R2 of 0.94, nevertheless its RMSE (4.93 g/s) 
is nearly doubled if compared to the previous validation datasets. This points out 
the presence of a systematic bias, which raises as the EGR mass flowrate increases. 
Then, both the purely statistical models under investigation proved to have 
extremely poor predictive capabilities on these PCCI tests: the first model (cf. the 
blue circles in Figure 5.11) seems to be totally uncorrelated with the described 
phenomena (indeed, its R2 tends to zero), while the second one (cf. the violet 
diamonds in Figure 5.11) displays evident worsening correlations for 𝑚̇𝐸𝐺𝑅 values 
close to or bigger than the maximum 𝑚̇𝐸𝐺𝑅 value featured in the calibration map.  

This analysis shows that the fluid-dynamics model is the only one able to 
properly describe the phenomena, providing a robust 𝑚̇𝐸𝐺𝑅 estimation in every 
working condition, even if not explored in the model calibration phase. Also the 
semi-physical approach generally provides satisfactory outcomes, although a 
systematic bias is evident when PCCI tests are considered. This could be due to the 
dependance of the model-estimated exhaust temperature and pressure on some 
engine parameters that may have negligible effects on the model calibration with 
the original engine map dataset. In particluar, a systematic underestimation of the 
exhaust pressure was detected on the PCCI dataset working conditions. It could be 
worth highliting that these PCCI tests have been carried out keeping the EGR valve 
in fully open position, while varying the EGR flowrate by throttling at the exhaust 
by means of the exhaust flap, but these consequently high exhaust backpressure 
values were not thoroughly explored in the calibration dataset. Finally, the purely 
statistical polinomial models, built without a background knowledge of the physics 
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of the phenomena, proved to be unable to properly predict the EGR mass flowrate 
in working conditions different from the calibration dataset, although they showed 
satisfactory estimation capabilities on the original calibration map.  

5.2 Real-time combustion control techniques6 

A possible application of the above described EGR models could be related to 
the realization of airpath system controllers. In fact, an accurate control of the EGR 
rate is possible through a complete control of the whole airpath system, thus 
including both the EGR and fresh air loops as well as the intake and exhaust 
manifolds [Chauvin, et al., 2007]. However, when implementing PCCI combustion 
concepts with high amount of EGR, the implementation of just an airpath controller 
is often not sufficient. In fact, one of the main issues in PCCI operations is that the 
onset of the combustion event is highly sensitive to small variations of the in-
cylinder initial conditions (i.e., temperature, pressure and EGR rate). Thus, slight 
retardation of the combustion phasing (e.g., due to excessive EGR in one of the 
cylinders) may lead to wide cylinder-to-cylinder and/or cycle-to-cycle variations in 
terms of imep and/or MFB50, up to the occurrence of misfiring events, in the worst 
cases. Conversely, slight advance of the combustion phasing (e.g., due to lack of 
EGR in one of the cylinders) may lead to a sharp increase in pcyl, deteriorating the 
acoustic comfort up to potential damage to the engine if peak firing pressure limits 
are exceeded [Hillion, et al., 2008; Spessa, et al., 2017]. Further complications are 
expected when speed and load transient operations are dealt with. Because of the 
different time constants characteristic of the response of the airpath with respect to 
the fuelpath, deviations from steady-state calibrated setpoints are likely [Carlucci, 
et al., 2014], and a control on just the airpath actuators is not able to provide fast 
enough adjustment to transient changes. Therefore, stable and efficient PCCI 
operations need accurate real-time combustion controls, which cannot be managed 
without a suitable control of the fuel injection parameters.  

The conventional control architecture for standard ECUs is map-based, i.e. 
relies on quantities which need to be interpolated from purposely calibrated look-
up tables (“maps”), generally featuring, as index values, estimated or measured 

parameters such as the estimated fuel injected mass, the intake air mass, the engine 
speed, and/or the boost pressure. In particular, as regards the fuelpath control, maps 
related to SOImain (i.e., the SOI of the main injection) depend on the total injected 
fuel mass and on the engine speed, but different maps are also calibrated to take 
into account the different possible number of pilot injections. When transient 
operations are detected, standard ECUs apply suitable dynamic corrections to 
address the different time constants of the fuel injection pressure, boost pressure 

 
6 Most of the contents of this Section have been previously published in [Spessa, E., d'Ambrosio 

, S., Iemmolo, D., Mancarella, A., Vitolo, R., & Hardy, G. (2017). “Steady-State and Transient 
Operations of a Euro VI 3.0L HD Diesel Engine with Innovative Model-Based and Pressure-Based 
Combustion Control Techniques”. SAE International Journal of Engines, 10(3), 1080-1092. 
doi:10.4271/2017-01-0695]. 
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and EGR rate variations. As a matter of fact, the experimental calibration procedure 
of these maps, also taking into account the determination of all their possible 
corrections in function of the different engine working conditions (e.g. transient 
corrections, multiple maps when varying the number of fuel injections, etc.), is 
highly time-consuming and expensive. Moreover, the SOImain is not a robust control 
parameter, as it is not straightforwardly correlated to the engine combustion 
efficiency and/or to the in-cylinder pollutant formation [Finesso, et al., 2017a], 
meaning that it would be nearly impossible to create reliable SOI maps for PCCI 
applications. As a consequence, when real-time combustion control are 
implemented, MFB50 (or SOC) is the most commonly exploited monitoring 
parameter, being the combustion process phasing acknowledged to be one of the 
features that mostly affect both CDC and PCCI combustion modes. Also imep and 
the peak value of HRR may be considered in some applications [Chung, et al., 
2016].  

Real-time combustion control algorithms may offer several benefits over 
conventional map-based approaches. First of all, they require lower experimental 
efforts in the calibration phase. Secondly, they give the possibility of optimizing, in 
real-time, the engine operating parameters to achieve the required targets in terms 
of performance (e.g., combustion stability, acoustic comfort and/or fuel 
consumption) or exhaust pollutant emissions, by monitoring closely correlated 
parameters such as the MFB50. In this way, they manage to be robust to deviations 
from the baseline calibration dataset, caused by either internal or external factors 
(such as intake conditions, EGR unbalance, coolant temperature, engine component 
aging, turbo-lag effects during transients, etc.), as they are able to detect these 
variations, to predict their effects on the combustion process outcomes and finally 
to compensate for them [Spessa, et al., 2017].  

There are two different ways to monitor MFB50 and SOC in real-time: the 
pressure-based and the model-based approaches. The pressure-based approach [Yu, 
et al., 2013; Carlucci, et al., 2014; Chung, et al., 2016] is based on in-cylinder 
pressure measurements (carried out by dedicated pressure transducers) from which 
direct information about the mass fraction burned profile (Xb) and the actual 
MFB50/SOC values are retrieved. Conversely, the model-based approach generally 
collects the information linked to MFB50/SOC from semi-empirical models of the 
in-cylinder combustion phenomenon. For instance, the SOC detection may be 
achieved by modeling and estimating the ID value, i.e. the time interval between 
the SOI and the SOC [Hillion, et al., 2008]. Instead, an improved accumulated fuel 
mass approach may be exploited for the estimation of the heat release rate (and, 
consequently, of the MFB50) by a low-throughput model, which needs as inputs a 
set of engine parameters commonly measured (or estimated) by standard ECUs 
[Catania, et al., 2011; Baratta, et al., 2015; Finesso, et al., 2015].  

In the following, an application of pressure-based and model-based approaches 
for MFB50 control will be discussed. 



 

98 
 

5.2.1 Real-time combustion controls for the MFB50 monitoring 

Pressure-based approach 

The real-time pressure-based control of the MFB50 is performed starting from 
the measurement signals of the in-cylinder pressure time-histories acquired by 
dedicated transducers, fitted to the glow-plug seats of each cylinder. The actual 
MFB50 value, for each cylinder, is calculated starting from the estimation of the 
net energy release Qnet, evaluated through a single-zone modeling approach  
[Heywood, 2018], as follows: 

𝑑𝑄𝑛𝑒𝑡 =
𝛾

𝛾−1
𝑝𝑑𝑉 +

1

𝛾−1
𝑉𝑑𝑝             (12) 

where   = cp/cv, p is the instantaneous in-cylinder pressure and V the instantaneous 
chamber volume. The value of  is kept constant (a reference value can be 1.37) in 
order to have a short computational time, although  would depend on the chemical 
compositions of the burned gases which, in general, vary depending on the engine 
operating conditions [Catania, et al., 2011]. The net heat release profile Qnet, 
integrated from Eq. (12), is then normalized to its maximum to obtain the mass 
fraction burned curve (Xb), monotonically rising from 0 to 1. The MFB50 value is 
obtained, by definition, as the crank angle at which Xb becomes equal to 0.5, that is 
the instant when the 50% of the injected fuel mass has burnt.  

In this way, the actual MFB50 (i.e., MFB50act) is evaluated, on a cycle-to-cycle 
and cylinder-to-cylinder basis, and it is then compared with a target MFB50 value 
(i.e., MFB50tgt), specifically calibrated to achieve desired goals in terms of engine 
performance and pollutant emissions. The difference between the target and the 
actual MFB50 values, for each cylinder j and cycle i, represents the error on 
combustion barycenter the real-time control has to compensate:  

               𝐸𝑅𝑅𝑗(𝑖) = 𝑀𝐹𝐵50𝑡𝑔𝑡,𝑗(𝑖) − 𝑀𝐹𝐵50𝑎𝑐𝑡,𝑗(𝑖)          (13) 

In order to minimize 𝐸𝑅𝑅𝑗(𝑖), the SOI of the main pulse in the following cycle 
i+1 is corrected as follows: 

𝑆𝑂𝐼𝑚𝑎𝑖𝑛,𝑗(𝑖 + 1) = 𝑆𝑂𝐼𝑚𝑎𝑖𝑛,𝑗(𝑖) + 𝐾𝑚𝑜𝑑,𝑗(𝑖) · 𝐸𝑅𝑅𝑗(𝑖)      (14) 

where 𝐾𝑚𝑜𝑑,𝑗(𝑖) is a modulating coefficient, limited in the range [0.1, 1], introduced 
to ensure the stability of the control and varied at each cycle as a function of the 
sign of the error between two consecutive cycles [Finesso, et al., 2017b]. 

Model-based approach 

The real-time model-based control of the MFB50 is performed inverting a 
predictive heat release model, which is based on a refined version of the 
accumulated fuel mass (AFM) approach, one of the most widely used for diesel 
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engines [Finesso, et al., 2015; Finesso, et al., 2017]. For this approach, the starting 

assumption is that the rate of chemical energy released by the fuel (
𝑑𝑄𝑐ℎ

𝑑𝑡
(𝑡)) is 

proportional to the energy associated with the in-cylinder accumulated fuel mass, 
i.e. the fuel quantity available for the combustion at any considered time instant. 
This energy, at any time t, is calculated as the difference between the chemical 
energy (𝑄𝑓𝑢𝑒𝑙(𝑡 − 𝜏)) associated with all the fuel quantity injected up to that time 

t and all the energy already released by the fuel at the same time (𝑄𝑐ℎ(𝑡)) [Chmela 
& Orthaber, 1999; Finesso, et al., 2015]. Eq. (15) shows how the rate of chemical 
energy release was computed, with accurate results, for pilot injections [Finesso, et 
al., 2017]: 

𝑑𝑄𝑐ℎ

𝑑𝑡
(𝑡) = 𝐾 ∙ [𝑄𝑓𝑢𝑒𝑙(𝑡 − 𝜏) − 𝑄𝑐ℎ(𝑡)]       (15) 

where 𝐾 and 𝜏 are model calibration parameters related, respectively, to the 
combustion rate and the ID. Conversely, the chemical energy release of the main 
injection was computed by means of a modified formulation, which had been 
proposed in [Finesso, et al., 2015] to take into account the turbulence induced by 
the main fuel injection on the heat release, which may not be neglected in diesel 
sprays: 

𝑑𝑄𝑐ℎ

𝑑𝑡
(𝑡) = 𝐾1 ∙ [𝑄𝑓𝑢𝑒𝑙(𝑡 − 𝜏) − 𝑄𝑐ℎ(𝑡)] + 𝐾2

𝑑𝑄𝑓𝑢𝑒𝑙

𝑑𝑡
(𝑡 − 𝜏)    (16) 

where 𝐾2 is an additional model calibration parameter. Proper correlations were 
identified for the abovementioned model calibration parameters, as functions of the 
in-cylinder pressure and temperature values at SOI/SOC and of other engine 
variables (including rail pressure, estimated intake oxygen concentration and 
engine speed). 
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Figure 5.12. Engine operating points carried out at the test bench on the F1C Euro VI engine under CDC 
mode (red circles: Engine map; green circles: EGR sweeps). 

The heat release model, properly inverted, is able to predict which is the SOImain 
value needed to reach the desired MFB50tgt, adjusting it on a cycle-to-cycle basis. 
This is done adopting an iterative procedure able to provide the desired SOImain 
command with an uncertainty lower than 0.2 °CA [Finesso, et al., 2017]. Clearly, 
unlike the pressure-based approach, no cylinder-to-cylinder control of the SOI is 
possible, as the model receives as inputs a set of ECU variables (e.g., intake 
temperature and pressure, engine speed, intake air mass flowrate, etc.) which are 
related to the whole engine, and not to the specific cylinder, unlike the information 
given by the in-cylinder pressure transducers. The predictive model was assessed 
on a complete engine map (cf. red circles depicted in Figure 5.12) and on 12 EGR 
sweeps (cf. green circles depicted in Figure 5.12), featuring an RMSE between 
experimental and predicted around 0.8 °CA. 

The model-based control, relying on this inverted heat release model, uses an 
estimation of the actual MFB50, and is therefore an open-loop control.  
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Rapid prototyping setup 

 
Figure 5.13. Schematics of the RP setup for the pressure-based (a) and model-based (b) MFB50 

controls 

Both the previously described real-time combustion algorithms for MFB50 
were developed in MATLAB/Simulink. First, they were assessed and tested in a 
Model-in-the-Loop (MiL) phase, i.e. coupling the Simulink tool to an engine 
emulator model running in GT-Power. Then, they were deployed on an ETAS 
ES910 RP device by means of the ETAS Intecrio software tool, in order to test the 
functionalities of the controls in a Hardware-in-the-Loop (HiL) configuration (i.e., 
coupling the RP device to a NI PXI real-time engine emulator). Finally, both the 
controls were tested in a Rapid Prototyping (RP) phase, to check their potentialities 
directly on the real engine at the test bench. The RP setup shown in Figure 5.13 had 
the aim of running the new control strategies bypassing only the standard controls 
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of the ECU involved in the new setup, avoiding the need of completely 
reprogramming the ECU [Finesso, et al., 2017; Spessa, et al., 2017]. 

The RP setup for the pressure-based approach (cf. Figure 5.13(a)) mainly relies 
on a Kistler Kibox indicating device, which is used to measure the in-cylinder 
pressure signals from the four cylinders and to evaluate, from them, the cycle-to-
cycle real-time MFB50 values, by means of a single-zone combustion model. These 
MFB50 values are provided (via CAN communication protocol), in real-time, to 
the RP device, which gives them as inputs to the pressure-based control model. As 
previously explained, the pressure-based control algorithm is then able to determine 
which are the cycle-to-cycle SOImain values needed to match the measured MFB50 
of each of the four cylinders to the MFB50tgt target value. These updated SOImain 
values are finally sent back to the ECU (via ETK communication protocol), thus 
bypassing the SOImain values determined by the standard map-based control of the 
ECU. 

Conversely, the RP setup for the model-based approach (cf. Figure 5.13(b)) 
does not need any indicating device, as the input signals required by the low-
throughput heat release model are only a set of commonly available data from the 
standard ECU. The control algorithm determines which is the SOImain value, the 
same for all the cylinders, needed to reach the MFB50tgt value and sends it to the 
ECU (via ETK communication protocol), thus bypassing the SOImain values 
determined by the ECU through its standard map-based control. 

5.2.2 Experimental tests: results and discussion 

An experimental activity on the F1C Euro VI engine at the test bench was 
performed to compare the performances between the pressure-based and the model-
based MFB50 controls, taking as baseline references the results of the standard 
ECU map-based approach. Tests under both steady-state and transient conditions 
were analyzed. In particular, the steady-state tests included a full engine map (with 
the three controls), SOI/MFB50 sweeps at two engine operating points (with the 
map-based and the pressure-based controls), EGR sweeps under PCCI combustion 
mode (with the map-based and the pressure-based controls), tests with different 
fuels (i.e. conventional diesel oil, JetA1 fuel and a 50%/50% blend diesel/JetA1). 
Conversely, the transient tests included a World Harmonized Transient Cycle 
(WHTC) as well as fast speed and load ramps. 

For every experimental test, results in terms of bsfc, CN and engine-out 
pollutant emissions (NOx, soot, CO and HC) were available. Furthermore, analyses 
in terms of engine combustion stability were carried out taking into account the 
coefficient of variation (CoV) of imep (CoVimep) and PFP (CoVPFP). These 
parameters were computed (for every steady-state test) in two different ways. First, 
by taking into account 100 consecutive engine cycles for each of the four cylinders 
of the engine, thus encompassing the cyclic variability of each cylinder (CoVimep,cyl 
and CoVPFP,cyl). Secondly, by considering 400 in-cylinder pressure cycles, 100 
consecutive per cylinder, thus encompassing both the cycle-to-cycle and the 
cylinder-to-cylinder variability of the whole engine (CoVimep,eng and CoVPFP,eng). 
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Figure 5.14. Engine operating points selected for the engine map (red circles), for the SOI/MFB50 sweeps 
(green circles) and for the EGR sweep under PCCI mode (blue triangle). 

Figure 5.14 reports, with different colors and symbol shapes, the engine 
operating points selected for the following steady-state tests. 

Steady-state analysis: engine map 

The steady-state engine map was carried out once for each of the three controls 
(i.e., map-based, pressure-based and model-based) and was made up of about 85 
engine operating points, featuring the following engine speed values n (in rpm): 
850, 1000, 1200, 1400, 1600, 2000, 2500, 3000, 3500 rpm and the following load 
values (expressed in percentage of the maximum torque achievable at each speed): 
7%, 12%, 25%, 37%, 50%, 62%, 75%, 87% and 100% (cf. the red circles depicted 
in Figure 5.14). 
The three considered controls showed negligible differences in terms of bsfc, CN 
and exhaust pollutant emissions (NOx, soot, CO and HC) on the whole engine map. 
At the same time, the three controls highlighted slight differences as well, when 
considering the engine combustion stability. In terms of CoVimep, the conventional 
ECU map-based approach showed CoVimep peak values which do not go beyond 
4% at the lowest loads, either if taking into account separately each cylinder 
(CoVimep,cyl) or the whole engine (CoVimep,eng). Conversely, CoVimep values become 
even lower than 1% when the load increases, thus highlighting a really stable 
combustion process of the engine in all the examined working conditions.  

a) CoVPFP,eng at 850 rpm   b) CoVPFP,eng at 2000 rpm 
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c) CoVPFP,eng at 3000 rpm d) amplitude of the dispersion range of the 

MFB50 at 2000 rpm 

 

Figure 5.15. Coefficient of variation of the peak firing pressure evaluated for the whole engine CoVPFP,eng (a, 
b and c) and amplitude of the dispersion range of the MFB50 (d) on engine mapping tests: comparison 

between the map-based, the pressure-based and the model-based controls. CoVPFP,eng is shown on tests for 
various engine loads at three different engine speeds: a) 850 rpm; b) 2000 rpm; c) 3000 rpm. The dispersion 

of the MFB50 (d) is reported at 2000 rpm for various engine loads. 

Also the CoVPFP,cyl values showed values that were similar for all the three 
control approaches. However, when implementing the pressure-based control, an 
appreciable decrease in the CoVPFP,eng was generally found, especially at medium-
high loads and speeds. More in detail, Figure 5.15 shows the CoVPFP,eng as a 
function of the engine load (expressed in bmep), comparing the three controls at 
three different engine speeds n (i.e., 850, 2000 and 3000 rpm). For medium-to-high 
load, it can be noted that the pressure-based control allows to achieve a CoVPFP,eng 
reduction ranging from 0.2 to 0.7 %. As far as the cycle-to-cycle variability was 
low and similar for all the controls, a reduction of CoVPFP,eng can be mainly ascribed 
to a lower dispersion of the PFP values between the four cylinders. Hence, the 
pressure-based model is able to provide reduced cylinder-to-cylinder variations in 
terms of PFP, primarily due to its potentiality of keeping very precisely the same 
MFB50 target for each cylinder. This latter effect can be clearly observed with 
reference to Figure 5.15(d), which reports the difference between the maximum and 
the minimum MFB50 values (averaged on 100 consecutive engine cycles) 
occurring within the four cylinders, as a function of bmep, comparing the baseline 
ECU map-based strategy to the pressure-based and model-based control techniques. 
The graph reports the results obtained for various engine loads at 2000 rpm, but 
similar trends (here not reported) are obtained for the other engine speeds. A certain 
cylinder-to-cylinder dispersion of the MFB50 is observable both with the map-
based and the model-based controls, with a difference of about 0.8 °CA between 
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the cylinder which shows the most advanced combustion event and the one 
featuring the most delayed phasing. On the other hand, the pressure-based control 
technique shows practically no MFB50 cylinder-to-cylinder fluctuations, providing 
consequently a slightly more uniform distribution of CN levels between the 
cylinders, as it is detectable from Figure 5.16(a), which again shows the results at 
2000 rpm and different loads. However, this potentiality from the pressure-based 
control did not give appreciable benefits in terms of engine-out pollutant emissions, 
as it can be seen considering the engine-out NOx and soot emissions of the three 
controls at 2000 rpm, reported in Figure 5.16(b). 

a) CN differences   b) NOx and soot emissions 

 

Figure 5.16. Amplitude of the dispersion range of the CN (a) and NOx and soot emissions (b) vs. bmep at 
2000 rpm: comparison between the map-based, the pressure-based and the model-based controls. The values 

are reported in adimensional units, referring all the values to those measured at bmep = 1 bar for the map-
based control 

Steady-state analysis: SOI/MFB50 sweep tests 
A further comparison between the baseline ECU map-based control and the 

pressure-based control technique was carried out considering some steady-state 
SOI/MFB50 sweep tests. At two different engine working points, namely 1400×104 
(referring to the number before the × symbol as the engine speed n, in rpm, and to 
the following number as the engine torque Trq, in Nm) and 3000 rpm at full load 
(cf. the green circles depicted in Figure 5.14), a sweep of SOI values was considered 
for a single fuel injection pattern (i.e. the pilot injections were disabled) featuring 
the baseline ECU map-based control. For each of these tests, the corresponding 
values of MFB50, averaged on 100 cycles, were calculated per each cylinder. Then, 
the average of these four values of MFB50 (one per each cylinder) was set as a 
target for the tests featuring the pressure-based control. For these SOI/MFB50 
sweep tests, the model-based method was not considered because the MFB50 
estimating model was developed considering the baseline engine calibration, 
featuring conventional SOI values and multiple fuel injection patterns. A model-
based control could be applied in such tests only after a proper recalibration of the 
model under these different working conditions.  
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a) 1400×104 [rpm×Nm]   b) 3000 rpm @ FL 

 

Figure 5.17. Engine-out soot and NOx emissions vs. SOI at 1400 rpm × 104 Nm (a) and 3000 rpm × full load 
(b): comparison between the map-based and the pressure-based controls during SOI sweeps. The values are 
reported in adimensional units, referring all the values to those measured with the baseline SOI (the lowest 

value in the x-axes) for the map-based control. 

 

Figure 5.18. Coefficient of variation of the peak firing pressure evaluated for the whole engine CoVPFP,eng vs 
SOI on the SOI/MFB50 sweep tests, at 1400×104 and 3000×FL: comparison between the map-based and the 

pressure-based controls. 

As in the case of the engine map tests, the results obtained with the conventional 
ECU map-based and the pressure-based controls, in terms of bsfc and exhaust 
pollutant emissions, do not show appreciable differences, as can be seen in Figure 
5.17, which reports engine-out soot and NOx emissions as a function of the SOI 
values. Nevertheless, also these SOI/MFB50 sweep tests highlighted a reduction of 
the CoVPFP,eng values when implementing the pressure-based control with respect 
to the baseline map-based one, as shown in Figure 5.18. On the other hand, similar 
dispersions in terms of CN were found applying the two controls, which cannot be 
compared to the results shown on the engine map tests since these latter were 
performed with a triple fuel injection pattern, while the SOI/MFB50 tests were 
carried out featuring a single fuel injection strategy. 

Steady-state analysis: EGR sweep tests under PCCI combustion 
mode  

Further steady-state tests were carried out under PCCI combustion mode to 
further assess the newly developed MFB50 controls. In particular, the comparison 
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involved the original baseline map-based control and pressure-based technique. The 
tests were performed at 1600×54 (rpm × Nm, cf. the blue triangle depicted in Figure 
5.14) with a high EGR ratio (>60%) and an advanced single fuel injection strategy. 
The EGR poppet valve was kept fully open, while a sweep of EGR mass flowrate 
was carried out by progressively raising the engine backpressure (and, 
consequently, the pressure difference between the exhaust and the intake manifolds) 
by means of the actuation of the already mentioned exhaust flap, placed 
downstream of the turbine. More in detail, the EGR sweep tests were performed in 
the following way: first, with the original ECU map-based control, the SOI was 
kept fixed at 23 °CA bTDC, while the EGR ratio was progressively increased until 
combustion instability was reached. Then, implementing the pressure-based 
control, MFB50 target values were set equal to the average value from the four 
cylinders obtained during EGR sweep tests with map-based control. Table 5.1 
summarizes the main test conditions of the performed EGR sweep tests, where the 
SOI values in the case of the pressure-based control are the result output measured 
once the target MFB50 was set (notice that a 100% exhaust flap position 
corresponds to a full closure position). 

Table 5.1. Test conditions for the EGR sweep tests under PCCI combustion mode. 

Exhaust 
flap 

position 

 
 

EGR 
rate 

Map-
based. Pressure-based 

SOI 
[°CA 

bTDC] 

target 
MFB50 
[°CA 

aTDC] 

SOI [°CA bTDC] 

Cyl. #1 Cyl. #2 Cyl. #3 Cyl. #4 
94.5% 62.4% 23 0.1 23.5 23.2 23.1 21.6 
95.0% 64.1% 23 1.8 23.7 23.2 23.1 21.2 
95.2% 65.0% 23 3.2 23.8 23.1 23.0 20.9 
95.3% 65.5% 23 4.3 23.6 22.8 22.7 20.5 
95.4% 65.9% 23 5.1 23.5 22.6 22.6 20.3 

95.45% 66.3% 23 6.6 23.9 22.7 22.6 20.3 
95.5% 66.7% unstable 7.5 23.4 22.3 22.2 19.9 
95.6% 67.0% unstable 7.5 27.4 25.1 25.1 22.3 

 
Thanks to the PCCI combustion mode implemented, engine-out soot and NOx 

emissions were very low in every test condition, while similar values of bsfc, CO 
and HC were obtained for both the tested controls, in analogy with the previous 
tests. In this case, both the CoVimep,eng and CoVPFP,eng values were lower for the 
pressure-based technique, with a lower CN dispersion among the cylinders. With 
reference to Figure 5.19(a) and Figure 5.19(b), small differences are obtained with 
the two controls for the lower-end of the considered working range (in terms of 
exhaust flap position), while significant reductions are obtained for the most 
throttled flap positions, i.e. in conditions which tend to make the combustion more 
unstable. Consequently, the pressure-based control allows to operate the engine 
with the flap in a more throttled position, i.e. with higher average EGR rates, 
reducing the penalties on combustion stability. This increases the chance of 
application of the PCCI combustion mode, possibly increasing the engine tolerance 
to transient cycle-to-cycle and cylinder-to cylinder unbalance on the EGR rate. 
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Moreover, a significant reduction on the dispersion in the CN is observed, as 
depicted in Figure 5.19(c), which reports, for each test, the difference between the 
maximum and the minimum CN levels of the four cylinders. 

   a) CoVPFP,eng            b) CoVimep,eng  

 
                                    c) CN  

 

Figure 5.19. Coefficient of variation of the peak firing pressure CoVPFP,eng (a) and of the indicated mean 
effective pressure  CoVimep,eng (b) evaluated for the whole engine, and amplitude of the dispersion range of 
the CN (c) on the EGR sweep tests under PCCI combustion mode: comparison between the map-based and 

the pressure-based controls. 

Steady-state analysis: tests with different fuel blends 

 Blends of Jet A1 fuel and conventional diesel oil (according to EN 590 
regulations), whose main properties are listed in Table 5.2, have been fed to the 
engine to evaluate the robustness of the real-time MFB50 controls and their possible 
benefits if compared to the baseline map-based approach. Engine map tests have 
been performed using a 50%/50% blend JetA1/diesel and a 100% JetA1 fuel, 
implementing the three different controls. In addition, a SOI/MFB50 sweep was 
performed at 1400×104 (rpm × Nm), comparing the baseline map-based control 
with the pressure-based technique.  

In terms of engine performance and emissions, these tests did not provide 
appreciable differences among the considered controls, but the different fuel 
compositions did introduce slight variations in MFB50, when the engine was run 
without real-time MFB50 controls. This means that injecting different fuels with a 
map-based calibration may bring to variations in the combustion process, which 
may affect the combustion stability, possibly exacerbated during transient 
operations. On the other hand, the MFB50 real-time controls, by keeping the 
MFB50 at a desired target value, would allow to maintain the same evolution of the 
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combustion process whichever are the boundary conditions, e.g. the fuel 
properties/composition. 

Table 5.2. Main properties of Jet A1 and diesel EN590 fuels. 

Property Jet A1 Diesel EN590 
Cetane Number [-] - 53.1 

Flash Point [°C] 55 70 
Density at 15°C [kg/m3] 797 844 

Viscosity at 40°C [mm2/s] 1241 2860 
Lower Heating Value [MJ/kg] 43.3 43.4 

 

Transient analysis 

The transient analysis hereby reported is based on the results obtained on some 
engine load ramps (at two different engine speed levels, namely 1400 rpm and 2000 
rpm), and on a WHTC type-approval cycle (cf. Figure 5.20).  

 

Figure 5.20. Engine operating points during the WHTC (blue markers) and the load ramps (red markers). The 
black solid line represents the full load curve. 

As a preliminary analysis, some transient ramps varying only speed, only load 
and a combination of them (performed in 10 s variation time intervals) were tested 
to check their influence on SOImain and MFB50. Then, the same ramps were also 
performed progressively reducing the variation time intervals, i.e. from 10 s to 5 s 
and 3 s. Since the MFB50 values did not change significantly with the engine speed 
(cf. Figure 5.21), the following steps of the analysis only selected the fastest load 
ramps, at the two different speed values previously reported. The slope of these load 
ramps was comparable with a fast transient cycle, as the WHTC is. 
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Figure 5.21. MFB50 values, averaged between the four cylinders, as a function of engine speed and bmep on 
the engine map tests. 

As previously stated, the baseline ECU map-based control sets the SOImain 
through purposely calibrated look-up tables, function of engine speed and injected 
fuel per cycle. If a load-increasing transient maneuver is detected, a transient 
correction on SOImain is applied, taking into account the actual prail and boost 
pressure values, with the aim to avoid excessive increase in smoke at the exhaust 
and too high in-cylinder PFP. Considering the performed transient tests, this 
correction also produces a significant reduction of NOx. In order to provide a 
coherent comparison between the map-based control and the newly developed 
MFB50-based ones, this transient SOImain correction on the original calibration was 
bypassed (by setting the SOImain referring to the steady-state map by means of the 
RP device), because at the current development status the pressure-based and 
model-based controls did not perform any dynamic correction based on other 
engine variables (e.g. prail and boost pressure). Therefore, when the map-based 
calibration results will be shown in this Section, they will refer to the map-based 
calibration without any transient correction.  

 

Figure 5.22. Portion of the reference load variation transient profile, at 1400 rpm. 
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     a) map-based                b) pressure-based  

 
                             c) model-based  

 

Figure 5.23. Transient load variation profile at 1400 rpm - MFB50 and SOImain values: comparison between 
the map-based (a, without SOI correction), the pressure-based (b) and the model-based (c) controls. 

A portion of the performed load ramp, at 1400 rpm, is depicted in Figure 5.22, 
while the corresponding SOImain and MFB50 values during the tests are reported in 
Figure 5.23 for the map-based control (Figure 5.23(a)) the pressure-based control 
(Figure 5.23(b)) and the model-based control (Figure 5.23(c)). In all the graphs of 
Figure 5.23, the orange thick line (in the upper part of the graphs) represents the 
MFB50 target relative to the pressure-based control, whereas the thin colored lines 
close to it represent the actual MFB50 values for the different cylinders. The SOImain 
(in the lower part of the graphs) indicated with the thick red line represents the SOI 
of the main injection evaluated interpolating the steady-state map. For the map-
based control (Figure 5.23(a)), this corresponds to the SOImain actuated in all the 
cylinders, while when the pressure-based control (Figure 5.23(b)) is applied, the 
actual cylinder-to-cylinder SOImain varies with respect to the map-based one (as 
indicated by the different colored lines close to the thick red one) in order to match 
the MFB50 target. For the model-based control (Figure 5.23 (c)), the SOImain, 
reported with a green thin line, is calculated (and implemented in all the cylinders) 
based on the estimated MFB50. It can be observed that the pressure-based model 
allows to limit the cylinder-to-cylinder dispersion of the MFB50 with respect to the 
target. However, unlike what has been highlighted from the steady-state tests, the 
MFB50 target is not perfectly matched in this case, due to the highly dynamic nature 
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of the transient operations. To further analyze this effect, Figure 5.24 shows the 
amplitude of the cylinder-to-cylinder variation of the MFB50 during the considered 
transient operations: with the pressure-based control, the MFB50 dispersion is less 
spread around a lower mean value, if compared to the conventional map-based 
control. Still concerning the MFB50, the model-based control showed a cylinder-
to-cylinder variation bandwidth similar to the map-based control, mostly due to the 
absence of a cylinder-to-cylinder SOImain control. Moreover, the SOImain set during 
the test shows an undershoot behavior at the beginning of the load ramp and an 
overshoot after it (cf. Figure 5.23(c)), possibly due to uncertainties in the real-time 
estimation of the intake oxygen needed for the control model [Finesso, et al., 2017] 
during highly transient operations.  

(a)  map-based    (b)   pressure-based 

 

Figure 5.24. Amplitude of the variation range of the MFB50 and related mean MFB50 variations during 
transient operations: comparison between the map-based (a, without SOI correction) and the pressure-based 

(b) controls. 
As regards the WHTC cycle tests, the complete type-approval cycle was 

performed once per each of the considered controls. The results showed that the 
values of fuel consumption were virtually unaffected by the considered control, 
while possible variations in terms of engine-out HC were difficult to be estimated 
as their value was quite low (around 0.5 g per WHTC cycle). Values of CO showed 
some dispersion among different repetitions, however pressure-based and model-
based controls showed lower values up to 6% with respect to the map-based control. 
As far as NOx are concerned, the pressure-based control generally showed an 
improvement around 1.5% with respect to the map-based one, whereas a not 
completely definite trend was found for the model-based control. All of these 
pollutant emission results were evaluated averaging each cumulated emission value 
along several repetitions of the considered maneuver.  

In general, these results confirm that the proposed MFB50 real-time controls 
are always comparable to the standard map-based one in terms of fuel consumption 
and exhaust pollutant emissions, without producing any detrimental effect when 
operating the engine under CDC combustion mode. Moreover, in some cases, some 
minor positive effects have been shown. This encourages the research in this field 
towards the application of this methodology to transient operation in PCCI 
combustion mode, where larger benefits are expected due to the significant 
improvements achievable on combustion stability. Furthermore, the pressure-based 
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control technique could give the possibility to reduce the time needed for engine 
calibration and to improve the combustion quality with engine ageing, thanks to its 
ability to auto-compensate for time drifts or for other random or systematic 
variations in the boundary conditions with respect to reference calibrated ones: 
therefore, it could be considered of interest for CDC combustion modes as well.  
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Chapter 6 

6 Preliminary assessment of a dual-
mode operation strategy 

6.1 Dual-mode operation strategy 

Although the benefits of simultaneous reduction of NOx and soot emissions 
given by early PCCI strategies would be desired across the whole engine map, this 
type of combustion features a limited practicable operating range, as thoroughly 
proved in the previous Sections, being expected to replace the CDC only at low-to-
medium loads. In fact, as load increases, the heat release rate grows excessively 
(due to lack of dilution), resulting basically in a noisier than desired combustion 
and approaching operating and structural constraints such as the maximum in-
cylinder pressure derivatives (linked to CN) and the PFP values. 

When the load increases beyond the limits of the early PCCI strategies, a late 
PCCI concept may become more advantageous. CN dampens more within an 
acceptable range, owing to the late injection timings, while emissions may be 
lowered. However, even in this case, an upper operating limit is present, dictated 
again by CN, knocking, and particulate emissions becoming excessive [Ickes, et al., 
2009]. When this occurs, a transition to CDC strategies for high load operation is 
needed. In this way, a dual-mode combustion system, which combines PCCI 
concepts up to medium loads and then switches to CDC up to full load operation, 
would be adopted. 

The major hurdle of such a dual-mode combustion system would be the 
complexity (and the related costs) associated with the development of a suitable 
engine control, which could adjust the engine operating combustion mode based on 
the prevailing engine operating conditions and manage the transition from PCCI to 
CDC (and vice-versa) whenever required [Agarwal, et al., 2017]. Nevertheless, it 
has been pointed out how CR is one of the most influential parameters on the 
premixed charge and, as a consequence, on combustion characteristics of PCCI in 
the diesel engines. In particular, a dual-mode combustion engine featuring a too low 
CR value would allow a long ID period and, therefore, high air-fuel premixing 
levels, but it would be problematic as far as cold engine startability and engine 
efficiency at high load (in CDC mode) are dealt with. On the other hand, a too high 
CR value would give minor problems during engine cold starts and high load CDC 
operations, but would limit the air-fuel premixing levels and the EGR tolerance, 
thus reducing the possible benefits of PCCI combustion at milder loads [Beatrice, 
et al., 2008]. Therefore, in order to optimize a dual-mode combustion system, the 
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CR should be chosen carefully or, more conveniently, the realization of a variable 
compression ratio engine could be considered. Several variable compression ratio 
solutions, featuring either a continuous or a two-stage CR variation technology, 
have been investigated in literature [Takalkar & Khan, 2017], each with pros and 
cons. A continuously variable CR would allow more flexibility towards the engine 
combustion optimization, while a two-stage CR variation system would guarantee 
less impact on the engine design as well as on the production process. An example 
(and further details) of two-stage variable compression ratio solution with eccentric 
piston pin can be found in [Wittek, et al., 2009]. Other works, such as [Nevin, et 
al., 2007], have also shown the potentiality of VVT technology as a mean to achieve 
lower CR during PCCI operations, through LIVC without fuel penalties (cf. the 
Introduction Section). In fact, by delaying the intake valve closure, the effective 
compression stroke of the engine and, consequently, the compression work made 
by the piston, can be reduced. Therefore, VVT may be a viable alternative to VCR 
systems, allowing also the possibility of different effective CR values in different 
areas of the engine map.  

6.2 Preliminary assessment of the performance of a 
simulated dual-mode operation engine along NEDC and 
WHTC cycles 

The aim of this Section is to perform a preliminary assessment of the 
performance of a simulated dual-mode operation engine when operated to fulfil 
driving mission profiles, and to compare it with what achievable by the reference 
F1C Euro VI engine, in terms of fuel consumption, exhaust pollutant emissions and 
urea consumption (as the reference engine/vehicle is endowed with the SCR system 
for the reduction of NOx emissions). 

 

Figure 6.1. Combination of CDC and PCCI calibration for the simulation of a dual-mode operation strategy. 
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A complete engine map calibration was not available for the F1C PCCI engine, 
which was only calibrated in the area of interest for early PCCI combustion, as 
discussed in Chapter 3, and a dedicated CDC calibration was not performed in the 
rest of the engine map. Moreover, no suitable engine control was developed to 
manage the transition from PCCI to CDC (and vice-versa) whenever required by 
the engine operating conditions. Since “real” transient operations were not possible 

with the F1C PCCI engine, a dual-mode operation engine (i.e. an engine calibrated 
with a PCCI/CDC “hybrid” combustion mode) was simulated with the following 
assumptions: 

• within the area calibrated on the F1C PCCI engine (cf. yellow area in Figure 
6.1), the simulated engine runs under PCCI combustion mode, and its 
performance is reproduced from the fuel consumption and exhaust pollutant 
emissions measured on the  F1C PCCI engine; 

• outside the PCCI area (cf. purple area in Figure 6.1), the simulated engine runs 
under CDC combustion mode, and its performance is reproduced from the fuel 
consumption, urea consumption and exhaust pollutant emissions measured on 
the baseline F1C Euro VI engine; 

• transition from PCCI to CDC combustion modes (and vice-versa) are 
considered instantaneous; 

• engine response during transients is simulated by interpolating steady-state 
maps. 

It is worth highlighting how this “ideal” combination of PCCI and CDC 
combustion modes is retrieved from two engines with different hardware 
specifications (cf. Table 3.1), including different CR values and turbo-group size. 
Therefore, it should not be rigorous to consider a simulated dual-mode operation 
engine able to perform similarly to both the F1C PCCI within the PCCI area and to 
the F1C Euro VI in the rest of the engine map. Nevertheless, starting from the 
design of the F1C PCCI engine and hypothesizing the implementation of technical 
solutions such as the previously mentioned VCR [Wittek, et al., 2009] or VVT 
[Nevin, et al., 2007] systems, as well as a two-stage turbocharging, with a larger 
low-pressure turbo-group in series with a smaller high-pressure one, this latter 
endowed with by-pass valves [Buchwald, et al., 2006], good performance may be 
expected in both the PCCI and CDC areas. Under the hypothesis that, in such a 
“fully-upgraded” PCCI engine, it would be possible to obtain a calibration giving 
performance similar to those of the F1C Euro VI engine, within the CDC area,  and 
similar to the F1C PCCI, within the PCCI area, the differences between the two 
hardware configurations of the engines are considered virtually not affecting the 
current analysis. Although this assumption, along with that of instantaneous 
transition from PCCI to CDC combustion modes, are not rigorous and not validated 
by experimental evidence, they allow to perform this preliminary assessment and 
to provide a first feedback on the potentialities of a dual-mode operation diesel 
engine along driving mission profiles. 
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Another source of simplification stems from the simulation of the engine 
response during transients by means of interpolation of measurement outputs from 
steady-state (and warmed-up) points carried out during the experimental campaign, 
thus neglecting real effects the engine could undergo during transient operations, 
including the engine warm-up and its effects on the after-treatment devices. For 
each time instant along the driving cycles, the engine working point is estimated in 
terms of engine speed and load. Then, fuel consumption, urea consumption and 
exhaust pollutant emission maps are interpolated to get the instantaneous results. 
For this purpose, the following engine configurations have been considered for 
comparison: 

• reference CDC engine: baseline CDC calibration on the F1C Euro VI 
engine, tested across the whole (steady-state) engine map; 

• simulated PCCI/CDC “hybrid” combustion mode engine (referred to as 

“simulated PCCI engine” in the following): baseline CDC calibration 
on the F1C Euro VI engine (the same as the previous point), replaced 
by either a single- or a multiple-injection PCCI calibration within the 
area where PCCI was calibrated on the F1C PCCI engine. 

The CDC calibration of the reference F1C Euro VI engine, as previously stated, 
is compliant with the Euro VI Heavy-Duty standards. Nonetheless, the F1C engines 
are also available, from the OEM, for light-commercial vehicles applications, 
compliant with the Euro 5 Light-Duty standards. Therefore, World Harmonized 
Transient Cycle (WHTC) and the New European Driving Cycle (NEDC) type-
approval profiles were selected as reference driving mission profiles.  

The WHTC, included in the Euro VI type-approval procedures, is a transient 
test of 1800 s duration, with several motoring segments. It requires the engine to be 
tested rather than the whole vehicle and,  consequently, it directly consists of a 
second-by-second sequence of normalized engine speed and torque values, which 
shall be converted (i.e., “denormalized”) to the actual values for the engine under 
test based on some engine-mapping curve characteristics (for instance idle speed, 
speed where maximum torque is obtained, maximum torque, etc.). The actual 
engine speed and torque values over the WHTC cycle are schematically shown 
below, in  Figure 6.2. 

 
Figure 6.2. Engine speed and torque sequence over the WHTC cycle. 
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The NEDC, conversely, was the chassis dynamometer test used for emission 
testing and certification in Europe, until September 2017 (i.e., also for Euro 5 type-
approval). It was used to test the whole vehicle rather than the engine, for passenger 
cars and Light-Duty vehicles (vehicle classes M1, M2, N1 and N2 up to a reference 
mass of 2,610 kg), thus being defined as a second-by-second sequence of vehicle 
speed (in km/h) and engaged gear, as shown in  Figure 6.3. 

Table 6.1. Main technical specifications of the reference light-duty commercial vehicle. 

Total vehicle curb mass 2271 kg 

Axles 
1 steering, 2 wheels/axle 

1 drive, 2 wheels/axle 

Gearbox 

Gear Ratio (𝜏𝑔,𝑖) Efficiency (𝜂𝑔,𝑖) 
I 5.375 0.965 
II 3.154 0.965 
III 2.041 0.965 
IV 1.365 0.965 
V 1 0.965 
VI 0.791 0.97 

 

Final drive 
Ratio (𝜏𝑓𝑑) Efficiency (𝜂𝑓𝑑) 

2.917 0.98 
 

Engine displacement – iVe 2.998 dm3 
Engine inertia - Je 0.36 kg·m2 

Wheel inertia (single) - Jw 2.255 kg·m2 
Rolling radius - Rroll 0.34 m 

Vehicle curb mass - m 2271 kg 

Coast-down coefficients 
F0 = 108.98 N 

F1 = 4.4311 N/(km/h) 
F2 = 0.0589 N/(km/h)2 

 
 

 
Figure 6.3. Vehicle speed and gear sequence over the NEDC cycle. 

To translate these data into a sequence of engine speed and torque values, the whole 
vehicle characteristics have to be taken into account (cf. Table 6.1) and properly 
modeled. First of all, considering a model with a kinematic approach in which the 
vehicle is exactly realizing the cycle profile, engine speed n(t) at any time instant t 
can be calculated as follows: 
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𝑛(𝑡) =
𝑣(𝑡)

2𝜋𝑅𝑟𝑜𝑙𝑙
∙ 𝜏𝑔,𝑖(𝑡) ∙ 𝜏𝑓𝑑             (17) 

where v(t) is the instantaneous vehicle speed at time t (cf. the speed sequence 
displayed in Figure 6.3), Rroll is the wheel rolling radius, τg,i(t) is the gear ratio of 
the ith gear engaged at time t and τfd is the final drive ratio. Then, to compute the 
engine torque T(t), the engine power Pe(t) has to be calculated first. This can be 
estimated considering the resistant forces that oppose to the vehicle motion and the 
power required to accelerate the vehicle: 

𝜂𝑔,𝑖(𝑡) ∙ 𝑃𝑒(𝑡) = 𝐹𝑟𝑒𝑠(𝑡) ∙ 𝑣(𝑡) + 𝑚𝑒𝑞(𝑡)
𝑑

𝑑𝑡
(𝑣(𝑡)) ∙ 𝑣(𝑡)         (18) 

where ηg,i(t) is the gear efficiency of the ith gear engaged at time t, Fres(t) stands for 
the total resistant forces opposing to the vehicle motion and meq(t) is the equivalent 
(apparent) mass of the vehicle. In particular, Fres(t) is calculated from the coast-
down coefficients F0, F1 and F2 (experimentally measured during deceleration tests 
with the gearbox in the neutral position and the clutch engaged, without using the 
brakes) as follows: 

𝐹𝑟𝑒𝑠(𝑡) = 𝐹0 + 𝐹1 ∙ 𝑣(𝑡) + 𝐹2 ∙ 𝑣2(𝑡)  (19) 

Therefore, the coast-down coefficients already take into account power dissipation 
downstream of the gearbox and 𝜂𝑓,𝑑 (efficiency of the final drive) is not considered 
in the first term of Eq. (18). Moreover, meq(t) is defined as an equivalent mass 
moving at the same speed of the vehicle and having the same kinetic energy: 

1

2
𝑚𝑒𝑞(𝑡) ∙ 𝑣2(𝑡) =

1

2
𝑚 ∙ 𝑣2(𝑡) +

1

2
∑ 𝐽𝑘 ∙ 𝜔𝑘

2(𝑡)𝑘   (20) 

where m is the standard vehicle mass (curb mass of the vehicle + 100 kg) and Jk is 
the inertia of the kth rotating (at the speed ωk(t)) part, including the engine and the 
wheels. However, the NEDC procedure (for the homologation of different vehicles) 
would require the roller test bench to be equipped with a set of several flywheels of 
different masses (each corresponding to a particular range of reference mass of the 
vehicle) to simulate the resistant force to motion, neglecting the contribution of the 
rotating masses. Therefore, the term 1

2
𝑚𝑒𝑞 ∙ 𝑣2(𝑡) in Eq. (20) would have to be 

replaced by the kinetic energy related to the inertia of the flywheel mounted at the 
roller test bench and corresponding to the range of the standard mass of the 
considered vehicle, whose curb mass is defined in Table 6.1. However, Eq. (20) has 
been used as it is, since the presented approach is not intended to give exact 
calculations of the homologation procedure.  
Finally, the engine torque Trq(t) is calculated as: 

𝑇𝑟𝑞(𝑡) =
𝑃𝑒(𝑡)

𝑛(𝑡)
                      (21) 
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The engine speed and torque values over the NEDC cycle, resulting from the 
abovementioned calculation procedure, are schematically shown below, in Figure 
6.4. 

 
Figure 6.4. Engine speed and torque sequence over the NEDC cycle. 

In the following, the comparative results of the performance of both the 
reference F1C Euro VI and the simulated PCCI engine, running with either a single- 
or a multiple-injection PCCI calibration in the PCCI area, are presented along the 
NEDC and the WHTC driving mission profiles.  

From Figure 6.5 on, adimensional quantities for pollutant emissions, fuel and 
urea consumptions will be reported. In particular, they will be normalized by the 
final cumulated value achieved at the end of the respective simulated cycles with 
the CDC calibration.  
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      (a)                                                             (b) 

  
(c)                                                              (d) 

 

Figure 6.5. Cumulated NOx (a and b) and Soot (c and d) emissions over the simulated NEDC (a and c) and 
WHTC (b and d) cycles, with CDC (blue lines), single-injection PCCI (red lines) and multiple-injection PCCI 

(green lines). The black dashed horizontal lines represent reference Euro 5/Euro VI limits. 

Figure 6.5 shows the cumulated trends of NOx and soot emissions over the 
simulated NEDC (Figure 6.5(a) and Figure 6.5(c)) and WHTC (Figure 6.5(b) and 
Figure 6.5(d)) cycles, in function of time t. The solid monotonically rising lines 
represent engine-out emissions while the dashed ones stand for tailpipe levels. The 
blue color corresponds to the CDC calibration running on the conventional F1C 
Euro VI, the red color to the dual mode operation strategy, made by single-injection 
PCCI and CDC, running on the simulated PCCI engine, while the green color to the 
dual mode operation strategy, made by multiple-injection PCCI and CDC, running 
again on the simulated PCCI engine. The black dashed horizontal line gives a 
reference of either the Euro 5 or the Euro VI emission limits, respectively for NEDC 
or WHTC cycles. It is worth to underline that Euro 5/Euro VI limits are reported 
only for reference, either in Figure 6.5 or in all of the following Figures. None of 
these simulations, with all the simplification hypotheses previously clarified, are 
intended to be representative of a homologation procedure. Therefore, although in 
some of the graphs Euro 5/Euro VI limits may be overcome, it has to be considered 
that all the simulations here discussed are based on interpolation of steady-state 
tests performed on a warmed-up engine and, for instance, no thermal or transient 
behaviors may be taken into account.  
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    (a)                                                             (b) 

  
(c)                                                              (d) 

 

Figure 6.6. Engine-out NOx (a and b) and Soot (c and d) maps for the simulated PCCI engine. The second-
by-second engine operating points over the simulated NEDC (a and c) and WHTC (b and d) cycles are 

overlapped as blue stars. 

Figure 6.6 show a visualization of the engine-out NOx and soot maps for the 
simulated PCCI engine, running with the combination of single-injection PCCI and 
CDC, as well as of the engine operating points (blue stars) relative to the simulated 
NEDC (Figure 6.6(a) and Figure 6.6(c)) and WHTC (Figure 6.6(b) and Figure 
6.6(d)) cycles. This can quickly point out how the WHTC cycle exploits the engine 
for a relevant part of the time in the medium-high load region, where CDC must be 
used, while almost the whole NEDC cycle (but its very last part) makes the engine 
be run within the PCCI area. 

Engine-out soot emissions decrease of more than 80% (compared to what 
achievable with the CDC) with the application of the single-injection PCCI 
combustion over the NEDC cycle (cf. Figure 6.5(c)), while a slightly lower 
reduction (of up to 76%) is achievable if multiple-injection PCCI strategies are 
implemented. This reduction is obtained thanks to the ultra-low soot within the 
PCCI area (cf. Figure 6.6(c)) and due to the majority of the NEDC cycle requiring 
engine operating points inside this area: virtually, at the end of the NEDC cycle, 
engine-out soot emissions with the single-injection PCCI match the Euro 5 limit, 
which is supposed to consider the presence of a DPF. Anyway, in this analysis, soot 
was only measured at the engine-out position, as no DPF was installed during the 
experimental testbed campaign, nor with the Euro VI nor with the PCCI versions 
of the F1C engine. When switching to the WHTC cycle, the engine-out soot 
reduction achievable with PCCI strategies keeps being meaningful, but shrinks, 
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with single-injection PCCI able to achieve a reduction of slightly under 50%, and 
multiple-injection PCCI of about 45%. In both the cases, the need of a DPF (due to 
the need to switch to CDC mode, whenever higher loads are required) seems to be 
unavoidable, as the Euro VI limit is far from being met, just considering engine-out 
performance. Therefore, the introduction of PCCI strategies should be intended as 
able to considerably decrease the need of DPF regeneration, rather than to avoid its 
installation, also taking into account that a limit on the number of particles is present 
in the Euro 6/Euro VI regulations. 

As far as NOx emissions are concerned (cf. Figure 6.5(a) and Figure 6.5(b)), 
the application of either single- or multiple-injection PCCI modes allows to reduce 
significantly engine-out NOx emissions along both the NEDC and the WHTC 
cycles, if compared to CDC levels. Again, this reduction is much more evident 
along the NEDC (up to about -65%, against about -30% along the WHTC) and 
slightly higher when the single-injection PCCI calibration is implemented. 
Conversely, if tailpipe NOx (dashed lines in Figure 6.5(a) and Figure 6.5(b)) are 
dealt with, a preliminary consideration has to be mentioned. Since no SCR was 
installed during the experimental testbed campaign, nor with the Euro VI nor with 
the PCCI versions of the F1C engine, in order to point out a comparison on NOx 
tailpipe emissions, the set of exhaust emission maps, available for the F1C Euro VI 
engine from the experimental campaign and used to create the interpolation along 
the driving mission profiles, was expanded with some results coming from steady-
state tests performed by FPT Industrial in their research center in Arbon 
(Switzerland). These results, indeed, provided measurements about tailpipe NOx 
and urea consumption, since this testbed installation included an SCR for NOx 
reduction, not available at Politecnico. Therefore, the tailpipe NOx dashed lines in 
Figure 6.5(a) and Figure 6.5(b) are obtained interpolating this additional set of data 
for the CDC case (blue dashed line), while for both the single- and multiple-
injection PCCI cases (red and green dashed lines), the interpolation is made on this 
NOx tailpipe CDC data (outside the PCCI area) and on the NOx engine-out PCCI 
data (inside the PCCI area), basically hypothesizing that the urea consumption of 
the SCR is null whenever the engine runs inside the PCCI area (cf. Figure 6.7). 
As a result, along both the NEDC and the WHTC cycles, tailpipe NOx emissions 
are reduced by the introduction of PCCI, meaning that inside the PCCI area engine-
out NOx are even lower than tailpipe NOx achieved by a CDC calibration and an 
SCR after-treatment system. This reduction varies from the -53%, resulting from 
the application of a single-injection PCCI calibration along the NEDC, to the tiny -
2.4% achievable by multiple-injection PCCI along the WHTC. As a reference, the 
53% reduction over the NEDC settles well below the Euro 5 limit, while the 2.4% 
reduction over the WHTC settles slightly above the Euro VI limit. Also in this case, 
it is reasonable that the introduction of a PCCI calibration may not be able to avoid 
an after-treatment management of NOx emissions, but may substantially contribute 
to urea economy, if SCR applications are considered. In particular, the estimated 
urea consumption reduction (cf. Figure 6.8) over the NEDC cycle is around -73% 
(no difference is made between single- and multiple-injection PCCI, in this case), 
while this reduction shrinks till around -37% when the WHTC cycle is dealt with, 
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due to the frequency of high-load requests and, therefore, to the expected more 
frequent switches to CDC. 

(a)                                                              (b) 

 

Figure 6.7. Urea consumption maps for the simulated PCCI engine. The second-by-second engine operating 
points over the simulated NEDC (a) and WHTC (b) cycles are overlapped as blue stars. Urea consumption 

inside the PCCI area is null. 

(a)                                                              (b) 

 

Figure 6.8. Cumulated urea consumption over the simulated NEDC (a) and WHTC (b) cycles, with CDC 
(blue lines) and single-injection PCCI (red lines). 

With reference to Figure 6.9, which show CO and HC emissions along the 
simulated NEDC and WHTC cycles, the abrupt increase of these incomplete 
combustion species, already highlighted for steady-state applications in the 
previous Chapters, is confirmed. Both engine-out CO and HC emissions with 
single-injection PCCI reach values well beyond the CDC engine-out levels (more 
than +800% for CO and +340% for HC along the NEDC). The multiple-injection 
PCCI calibration can give slightly better results from this point of view, but CDC 
engine-out levels keep inaccessible (more than +700% for CO and +260% for HC, 
along the NEDC). The fact the WHTC cycle requires, for a longer time (cf. Figure 
6.10), the switch to CDC mode, which generates less incomplete combustion 
species, produces lower penalties on the final cumulated values of engine-out CO 
and HC, but again way too larger than CDC values, which may result to be even 
below the Euro 5/Euro VI limits in some cases, without taking into account the 
DOC activity.  
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      (a)                                                             (b) 

  
(c)                                                              (d) 

 

Figure 6.9. Cumulated CO (a and b) and HC (c and d) emissions over the simulated NEDC (a and c) and 
WHTC (b and d) cycles, with CDC (blue lines), single-injection PCCI (red lines) and multiple-injection PCCI 

(green lines). The black dashed horizontal lines represent reference Euro 5/Euro VI limits. 

 Tailpipe HC and CO emissions are cut almost to zero when the CDC 
calibration is dealt with (cf. Figure 6.9), while the presence of the DOC results to 
be crucial in the case of PCCI. Most of the engine-out emissions of CO and HC can 
be treated effectively by the DOC activity, and therefore also in the PCCI case 
tailpipe emissions significantly drop with respect to the engine-out ones. 
Nevertheless, a non-negligible amount of cumulated tailpipe incomplete 
combustion species is detected for the simulated PCCI engine, along both the 
considered cycles. Tailpipe CO emissions are well above the Euro 5 limit (around 
+100%) when the NEDC cycle is considered, while they keep well below the Euro 
VI limit when the WHTC is dealt with. Tailpipe HC emissions are, conversely, in 
line or slightly above the Euro 5/Euro VI limits (notice that Euro 5 limit is actually 
an HC+NOx limit), along both the considered cycles. Negligible benefits derive 
from the implementation of multiple-injection PCCI strategies.  
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    (a)                                                             (b) 

  
(c)                                                              (d) 

 

Figure 6.10. Engine-out CO (a and b) and HC (c and d) maps for the simulated PCCI engine. The second-by-
second engine operating points over the simulated NEDC (a and c) and WHTC (b and d) cycles are 

overlapped as blue stars. 

As can be seen in Figure 6.11, while tailpipe CO and HC are almost cut to zero 
nearly everywhere outside the PCCI area, a wide portion of the lowest-load PCCI 
area shows non-negligible values. This is due to the low exhaust gas temperature 
featured by the engine, when operated with early PCCI strategies at the lowest 
loads, as pointed out in Section 3.4. This causes insufficient thermal energy to keep 
the DOC at a temperature high enough to properly oxidize HC and CO molecules. 
At this regard, as previously clarified, the approach of interpolating the results of 
steady-state (and warmed-up) engine points leads to the impossibility of properly 
characterize the thermal issues during cold-starts, likely underestimating the 
cumulated tailpipe HC and CO emissions in the first part of the considered cycles. 
On the other hand, it is equally likely that, after the initial heat-up period, once the 
DOC has overcome its light-off temperature, a certain thermal inertia would prevent 
its instantaneous cool-down when very low load engine points are run. 
Consequently, especially along a WHTC (which features several working portions 
close to full load, i.e. with high exhaust gas temperature), it is likely that the after-
treatment line temperature may keep constantly beyond the catalysts light-off 
temperatures once it has been overcome, allowing the DOC (and similar 
considerations could be made also for the SCR) to work properly till the end of the 
cycle [Verbeek, et al., 2008]. This means that flatter tailpipe curves may be 
expected in the second part of the cycles, especially for the WHTC (cf. Figure 6.9). 

    (a)                                                             (b) 
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(c)                                                              (d) 

 

Figure 6.11. Tailpipe CO (a and b) and HC (c and d) maps for the simulated PCCI engine. The second-by-
second engine operating points over the simulated NEDC (a and c) and WHTC (b and d) cycles are 

overlapped as red stars. 

Nevertheless, even with the aforementioned inaccuracy, the topics highlighted 
in the present Section have further remarked as the one of the biggest limits for the 
implementation of PCCI combustion modes is the considerable rise of tailpipe HC 
and CO emissions with respect to CDC case. Therefore, one of the main key-points 
towards an extensive implementation of this kind of combustion (and in general of 
all the classes of LTC modes) on road engines is to find proper solutions for their 
treatment. As an example of possible solutions to be implemented, electrically 
heated catalysts (EHCs) for the after-treatment line have been proved to be able to 
increase the DOC temperature to about 180°C in 20s idling, while only 50°C can 
be reached without electrical assistance [Kim, et al., 2012]. Moreover, hot EGR 
PCCI calibrations at the lowest load, as described in Section 3.4, may effectively 
increase the exhaust gas thermal energy upstream the catalysts, giving additional 
benefits if coupled with EHCs. 
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(a)                                                              (b) 

 

Figure 6.12. Cumulated fuel consumption over the simulated NEDC (a) and WHTC (b) cycles, with CDC 
(blue lines), single-injection PCCI (red lines) and multiple-injection PCCI (green lines). 

Finally, as far as cumulated fuel consumptions are dealt with (cf. Figure 6.12), 
PCCI strategies introduce non-negligible penalties if compared to the reference 
CDC case, with only minor benefits achieved with multiple-injection PCCI. In 
particular, single-injection PCCI highlights fuel consumption penalties up to +5.7% 
along the NEDC, which reduce to +2.2% along the WHTC, due to its lower average 
exploitation of the engine under PCCI combustion mode (cf. Figure 6.13). 
Conversely, multiple-injection PCCI is able to reduce only marginally these 
penalties, settling around +5.4% along the NEDC and +2.0% along the WHTC.  

(a)                                                              (b) 

 

Figure 6.13. Fuel consumption maps for the simulated PCCI engine. The second-by-second engine operating 
points over the simulated NEDC (a) and WHTC (b) cycles are overlapped as blue stars. 

It is worth pointing out how these fuel consumption penalties are estimated 
without considering the possible benefit deriving from reduced frequency of DPF 
regeneration required from the PCCI strategies (due to the sharp cut of engine-out 
soot), which may provide a small but appreciable contribution in real-driving 
conditions. It has been estimated that an active regeneration event of the DPF 
should occur whenever the soot load of the catalyst reaches the limit of about 5.5 
g/l, as this value gives the lowest estimated fuel penalty (+2.2%, as an average, for 
CDC applications [Singh, et al., 2009]), taking into account that more frequent 
regeneration events would cause more fuel consumption due to the need of 
purposely calibrated post-injections, while less frequent regeneration events would 
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increase the soot load inside the catalyst, thus making the engine backpressure rise 
at the expense of thermodynamic efficiency. As a rough estimation, it may be stated 
that if a PCCI engine cuts the engine-out soot emissions of N% along a certain 
mission profile, it might be able to reduce of a similar percentage the frequency of 
DPF active regeneration events. A Δfuel penalty (linked to active regeneration of 
the DPF) can be estimated for a PCCI engine as follows: (1 − 𝑁/100) ∙ 2.2 [%]. 
Therefore, if a PCCI engine features a bsfc penalty of X% without considering the 
influence of DPF regeneration, the overall bsfc penalty Xt  (compared to CDC) 
would reduce to 𝑋𝑡 = (𝑋 − 2.2 · 𝑁/100) [%], if considering it. Table 6.2 and 
Table 6.3 show the results of the abovementioned calculations over the simulated 
NEDC and WHTC cycles. As a matter of fact, the fuel consumption penalties 
introduced by PCCI strategies (either single-injection or multiple-injection) 
compared to CDC are actually lower than what previously reported in Figure 6.12, 
reducing from around +5.6% to +3.8% along the NEDC and from around +2.1% to 
1.1% along the WHTC, just considering the influence of the reduced frequency of 
the DPF regeneration events.  

Table 6.2. Effect of active regeneration strategies of the DPF on fuel penalties from PCCI, along the NEDC. 

Strategy along 
NEDC 

Fuel cons. 
penalty  
X [%] 

Engine-out 
soot reduction 

 N [%] 

ΔFuel cons.  
DPF regen. 

(1-N/100)·2.2 
[%] 

Overall  
fuel cons. 
penalty 

(X-2.2·N/100) 
[%] 

CDC Reference Reference +2.2% Reference 
Single-inj. PCCI +5.73% -83.2% +0.37% +3.90% 
Multi-inj. PCCI +5.41% -76.5% +0.52% +3.73% 

Table 6.3. Effect of active regeneration strategies of the DPF on fuel penalties from PCCI, along the WHTC. 

Strategy along 
WHTC 

Fuel cons. 
penalty  
X [%] 

Engine-out 
soot reduction 

 N [%] 

ΔFuel cons.  
DPF regen. 

(1-N/100)·2.2 
[%] 

Overall  
fuel cons. 
penalty  

(X-2.2·N/100) 
[%] 

CDC Reference Reference +2.2% Reference 
Single-inj. PCCI +2.20% -49.7% +1.11% +1.11% 
Multi-inj. PCCI +2.09% -46.1% +1.19% +1.08% 

Moreover, as a consequence of the reduced engine-out NOx emissions from the 
PCCI engine, the reduction of urea consumption (Z%, cf. Figure 6.8) should be also 
considered, in an overall analysis of the total fluid (fuel + urea) consumption and 
related costs. For this purpose, if the cumulated values of fuel (Vfuel) and urea (Vurea) 
consumptions (in liter) along a certain mission profile are known, as well as the fuel 
(Cfuel) and urea (Curea) prices (in €/liter), the total fluid cost penalty (TFCP) given 
by PCCI if compared to CDC may be estimated as follows: 

𝑇𝐹𝐶𝑃 =
𝑋𝑡−𝑍∙

𝐶𝑢𝑟𝑒𝑎
𝐶𝑓𝑢𝑒𝑙

∙
𝑉𝑢𝑟𝑒𝑎
𝑉𝑓𝑢𝑒𝑙

1+∙
𝐶𝑢𝑟𝑒𝑎
𝐶𝑓𝑢𝑒𝑙

∙
𝑉𝑢𝑟𝑒𝑎
𝑉𝑓𝑢𝑒𝑙

             (20) 
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Taking Cfuel = 1.4 €/l and Curea = 1.5 €/l as a reference, and considering that the ratio 
𝑉𝑢𝑟𝑒𝑎

𝑉𝑓𝑢𝑒𝑙
 is equal to 0.0187 (along the NEDC) and to 0.0228 (along the WHTC), the 

results reported in the following Table 6.4 and Table 6.5 may be obtained, along 
the simulated NEDC and WHTC cycles. 

Table 6.4. Total fluid cost penalties from PCCI, along the NEDC. 

Strategy along 
NEDC 

Overall  
fuel cons. 
penalty 
Xt [%] 

Urea cons. 
reduction 

 Z [%] 

Total fluid 
cost penalty 
 TFCP [%] 

CDC Reference Reference Reference 
Single-inj. PCCI +3.90% -72.9% +2.39% 
Multi-inj. PCCI +3.73% -72.9% +2.22% 

Table 6.5. Total fluid cost penalties from PCCI, along the WHTC. 

Strategy along 
WHTC 

Overall  
fuel cons. 
penalty 
Xt [%] 

Urea cons. 
reduction 

 Z [%] 

Total fluid 
cost penalty 
 TFCP [%] 

CDC Reference Reference Reference 
Single-inj. PCCI +1.11% -35.5% +0.24% 
Multi-inj. PCCI +1.08% -35.5% +0.21% 

 
The total fluid cost penalty introduced by PCCI strategies (either single-

injection or multiple-injection), compared to CDC, settles around +2.3% along the 
NEDC, while it goes down to slightly more than +0.2% along the WHTC. This 
witnesses how, if the analysis of the fuel consumption penalties from PCCI is not 
just limited to the direct fuel consumption increase, thoroughly pointed out in the 
previous Chapters, then PCCI combustion may even approach CDC performance 
in terms of total fluid cost. 
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Chapter 7 

7 EGR cooler fouling7 

The importance of calibrating the correct EGR rate during PCCI operations to 
avoid excessive bsfc values and/or poor combustion efficiency has been remarked 
several times, throughout the manuscript. Besides possible application of uncooled 
EGR schemes at low loads, as described in Section 3.4, high EGR requirement 
(with the employment of a short-route EGR loop) for PCCI generally means that 
more heat needs to be rejected into the EGR cooler in order to cool down the exhaust 
gas. Moreover, the possibility to have relatively high soot at the exhaust, during 
possible transient operation or during the transition to CDC calibration for high-
load operation, is likely to cause fouling issues to the EGR circuit, and to the EGR 
cooler primarily, adversely affecting the reliability of the system itself. The 
combination of cooled EGR flowrates containing high concentrations of HC during 
PCCI operation and high PM when the engine is operated at higher load under CDC 
mode, promotes a progressive accumulation of an insulating deposit layer on the 
walls of the heat exchanger [Abarham, et al., 2013; Hong, et al., 2011]. The creation 
of this deposition layer on the walls of the EGR cooler gradually degrade its heat 
transfer efficiency [Abd-Elhady & Malayeri, 2013]. Moreover, it can cause an 
appreciable pressure drop, or even severe clogging [Kim, et al., 2008], thus 
hindering the EGR to flow through the recirculating system. This could be a major 
problem when PCCI combustion is implemented, as the EGR quantity is one of the 
most important parameters that needs to be controlled. 

7.1 Experimental outcomes about the EGR cooler fouling 

This Section describes the influence of the EGR cooler fouling on the F1C 
PCCI engine performance. It is worth recalling that the EGR cooler installed on this 
engine is different and larger than that mounted on the F1C Euro VI, as already 
clarified in Section 3.1. 

Throughout part of the experimental campaign, several repetitions of the same 
steady-state test point (namely the 2000×5) were acquired, featuring an early single 
injection PCCI calibration with fixed calibration inputs, in terms of SOI, prail, VGT 
and exhaust flap positions, as well as fully open EGR valve. The purpose was to 

 
7 Most of the contents of this Section have been previously published in [d'Ambrosio, S., Gaia, 

F., Iemmolo, D., Mancarella, A., Salamone, N., & Vitolo, R. (2018). “Performance and Emission 

Comparison between a Conventional Euro VI Diesel Engine and an Optimized PCCI Version and 
Effect of EGR Cooler Fouling on PCCI Combustion”. SAE Technical Paper, 2018-01-0221. 
doi:10.4271/2018-01-0221]. 
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point out any possible temporal drifts in engine performance and emissions caused 
by the progressive EGR cooler fouling. Figures 7.1-7.6 are plotted as functions of 
the working time. As already mentioned, the EGR cooling circuit in the F1C PCCI 
testbed application is separated from the engine cooling system and is cooled by 
means of an external conditioning system, so that the exhaust gas temperature at 
the EGR cooler outlet (TEGRco) can be kept fixed by a PID controller at a value of 
about 85 °C. Before starting the experimental campaign, a run-in of a few hours 
was performed to stabilize the EGR cooler performance. The repetition tests at 
2000×5 started to be recorded after about 25 hours of working time and continued 
until about 120 hours. Three points are highlighted with different colours in Figures 
7.1-7.6 to highlight the drifted values at about 40, 80 and 120 hours of EGR cooler 
operating time. During this period, various engine working conditions were 
explored, but only the points corresponding to the same fixed calibration at 2000×5 
are reported in Figures 7.1-7.6. Although the engine was designed to provide an 
improved PCCI combustion mode, featuring low soot emissions, a refined PCCI 
calibration was not implemented in the ECU, and this possibly led to relatively high 
soot working conditions for an appreciable amount of time during the preliminary 
experimental tests, which were carried out to look for the optimum calibration. 
Moreover, low EGR coolant water temperatures may have enhanced the HC 
condensation phenomenon during warm-up operations.  

The deposition of fouling layers on the EGR cooler surfaces is the result of 
different fouling mechanisms undergone by the fine soot particles and unburned 
hydrocarbon molecules contained in the exhaust gases.  

The exhaust soot particles tend to be driven towards the cooler walls as a result 
of the so-called thermophoresis effect [Kuan, et al., 2017]. Owing to the high 
temperature gradients between the EGR flow and the heat exchanger surfaces, 
collisions between the higher kinetic energy particles in the middle of the stream 
and the colder particles close to the metal generate a net (and slow) motion of 
particles towards the walls. As a result of their low speed in this slow motion 
towards the surfaces, these particles can easily stick to them, thus gradually building 
up a deposition layer [Malayeri, et al., 2013; Kuan, et al., 2017]. The net attraction 
force established between soot particles and walls is generally thought to be the 
result of Van der Waals forces, which are strong in proximity of the cold surfaces 
but weaker when the deposit layer temperature rises [Storey, et al., 2011]. If dry 
soot particles stick, they tend to create a very porous deposit layer, with a porosity 
up to 98% [Madler, et al., 2006]. 

As far as the HC is concerned, the heavy hydrocarbon molecules present in the 
exhaust gases can either condensate on the EGR cooler surfaces prior to soot 
deposition (thus helping the solid particles to stick) or diffuse through the already 
deposited dry porous fouling layer [Storey, et al., 2011]. In both cases, hydrocarbon 
condensation has a strong influence on the deposit morphology, which changes 
from a dry porous layer to a sludge-like deposit, depending to a great extent on the 
coolant water temperature [Hong, et al., 2011]. 

Besides these build-up mechanisms, which make the deposit layer grow up 
during time, removal mechanisms are also possible. The removal of soot particles 
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from the fouling layer can occur as a result of the shear forces between the gas flow 
and the stuck particles: if these shear forces overcome the adhesion forces, the soot 
particles can roll out the fouling layer [Abd-Elhady & Malayeri, 2013].  

The insulating layer set up by soot deposition and HC condensation 
mechanisms make the overall thermal performance of the EGR cooler deteriorate, 
due to its additional thermal resistance. Moreover, the material stuck to the cooler 
tube walls reduces the cross-section flow area for the EGR flow, thus causing an 
increase in the pressure drop across the heat exchanger and consequent detrimental 
effects on engine performance. 

 
Figure 7.1. Differential pressure across the EGR cooler as a function of the working time in the F1C PCCI 

engine (repetition of a 2000×5 test over time). 

 
Figure 7.2. EGR cooler effectiveness as a function of the working time in the F1C PCCI engine (repetition of 

a 2000×5 test over time). 
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Figure 7.1 and Figure 7.2 show the change in mechanical and thermal 
performance of the EGR cooler over time. The mechanical performance is 
expressed in terms of pressure drop across the EGR cooler (Dpc), whereas the 
thermal performance is expressed in terms of cooler effectiveness (ec) which is, by 
definition, the actual heat transfer from the EGR flow to the coolant divided by the 
maximum possible heat transfer. This can be expressed as [d’Ambrosio et al., 

2013]: 
𝜀𝑐 =  

𝑇𝐸𝐺𝑅𝑐𝑖−𝑇𝐸𝐺𝑅𝑐𝑜

𝑇𝐸𝐺𝑅𝑐𝑖−𝑇𝐻2𝑂𝑐𝑖
     (21) 

where TEGRci is the exhaust gas temperature at the EGR cooler inlet, 
TEGRco is the exhaust gas temperature at the EGR cooler outlet and 
TH2Oci is the coolant temperature at the EGR cooler inlet.  

Along the engine operation, the pressure drop across the EGR cooler gradually 
increased of about 4 kPa, from a starting value slightly over 8 kPa (cf. Figure 7.1), 
whereas the cooler effectiveness decreased from about 100% to 96.5%, as shown 
in Figure 7.2. These degradations in mechanical and thermal performance of the 
EGR cooler suggests an appreciable thickening of the fouling layer over time. 
Despite this, high ec values were still detected after 120 h, possibly due to the large 
size and, consequently, large surface area where the heat transfer takes place, of the 
EGR cooler installed on the F1C PCCI. For this reason, the increment in thermal 
resistance, due to the fouling layer, did not determine a massive deterioration of the 
thermal performance. Therefore, the decrease in thermal effectiveness (which 
furthermore, in the considered test bench configuration, does not affect the desired 
EGR gas temperature downstream the cooler, kept fixed around 85 °C owing to the 
PID controller), was found to be less problematic than the degradation in the 
mechanical performance. This latter, in fact, caused a progressive reduction in the 
EGR mass flowrate (Figure 7.3(b)) as well as a simultaneous increase in both the 
upstream EGR cooler pressure (pEGRci) and the exhaust manifold pressure (pexh), 
due to the growth thickness of the fouling layer, which partially clogs the cross-
section flow area.  
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Figure 7.3. Air (a) and EGR (b) mass flowrates as a function of the working time in the F1C PCCI engine 

(repetition of a 2000×5 test over time). 

 

 
Figure 7.4. Lambda (λ) values as a function of the working time in the F1C PCCI engine (repetition of a 

2000×5 test over time). 
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Figure 7.5. PFP (a) and MFB50 (b) values as a function of the working time in the F1C PCCI engine 

(repetition of a 2000×5 test over time). 

 
Figure 7.6. CN (a) and NOx (b) as a function of the working time in the F1C PCCI engine (repetition of a 

2000×5 test over time). 
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Figure 7.7. Mass fraction burned xb (a – left axis), HRR (a - right axis), in-cylinder pressure (b – left axis), 
and its derivative (b - right axis) versus crank angle position for different working times of the EGR cooler (3 

repetitions of a 2000×5 test over time). 

The decrease in the EGR mass flowrate induced an increment in both the intake 
air mass flowrate (Figure 7.3(a)) and the value of  (Figure 7.4), since the fuel 
flowrate varied to a much lower extent. Therefore, the combustion development 
became progressively faster, thus resulting in earlier MFB50 values (Figure 7.5(b)), 
higher peaks of in-cylinder pressure (Figure 7.5(a)) and, consequently, increased 
NOx exhaust emissions (Figure 7.6(b)) and CN levels (Figure 7.6(a)). 

The effect of the EGR cooler fouling is also visible in Figure 7.7, which 
illustrates the mass fraction burned xb, HRR, in-cylinder pressure and its derivative 
traces versus the crank angle position for different working times of the EGR cooler 
(corresponding to the three colored points reported in Figures 7.1-7.6). All of them 
are evaluated from a single zone analysis implemented in the AVL Concerto 
software for indicating analysis. The progressive cooler fouling, reducing the EGR 
flowrate, determines an advanced and faster combustion. The LTHR takes place at 
about 350 °CA and does not seem to be influenced by the EGR rate (even though 
the average intake temperature of the fouled cooler is slightly lower, due to the 
higher air level and to the lower EGR flowrate). The HRR peak is more advanced 
and intense in the case of fouled cooler, as it exploits a higher in-cylinder intake 
oxygen concentration. 

Apart from these “long-term” effects, EGR cooler fouling shows “short-term” 

effects as well, which are outside the “long-term” trend. For instance, if reference 
is made to Figure 7.1, an appreciable decrease (of about 1.5 kPa) in Dpc can been 
detected after about 93 h of engine running. This is possibly caused by “short-term” 
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partial depletion of the deposit layer thickness due to temporary stronger shear 
forces (likely dependent on the particular engine working points explored, at 
different speed and load values, before the 2000×5 repetition tests) which are able 
to overcome the particle adhesive forces, causing their rolling out and a consequent 
partial deposit thinning. However, this fouling layer depletion cannot be complete, 
likely due to partial sintering mechanisms of the deposits [Abd-Elhady & Malayeri, 
2013]. If the deposit layer is exposed to high temperature, soot particles can undergo 
phenomena of reinforcement of the contact forces, with consequent reduction of the 
layer porosity: this means that only a low portion of material can be removed with 
“short-term” recovery phenomena, while the majority of the deposit stay stuck to 
the walls. 

7.2 PCCI performance with the new and aged EGR 
coolers 

A further analysis of the EGR cooler fouling phenomenon on the performance 
and emissions of PCCI strategy will be detailed in this Section.  

As a following step to the activity of the early single injection PCCI calibration 
(cf. Section 3.3), some “V-optimal” design test plans were set up (taking into 
account, as input variables, SOI, prail, flap and VGT positions, like previously done 
and explained in Sections 2.2 and 3.2) for some of the engine operating points listed 
in Section 3.3 (including the 2000×5) and then carried out at the test bench. The 
aim was to use the empirical data, gathered in this way, to build statistical models 
and compute model-based optimizations to be compared with the results of the 
“optimum” PCCI calibration achieved by means of the methodology used in 
Section 3.3, relying on preliminary OFAT tests and objective functions. The results 
confirmed that the two approaches were able to provide similar results, in terms of 
optimizations, and, therefore, this topic has not been detailed. Nevertheless, the aim 
of this Section is to provide details about the effect of EGR cooler, exploiting a 
comparison of the results between two identical sets of the same “V-optimal” 
design performed at 2000×5, with both an aged EGR cooler (i.e., with more than 
120 h of operation under different working conditions, used after the tests reported 
in Figures 7.1-7.7) and a new EGR cooler (for which a run-in of a few hours was 
performed before the tests). The results of the tests employing the fouled EGR 
cooler are shown, in the following Figures 7.8-7.12, with red squares, while blue 
circles refer to the tests performed with the new heat exchanger. The colour-filled 
points highlight the “V-optimal” central test, which was replicated several times 
during the test-run in order to check for any possible “short-term” drifts. 
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Figure 7.8. Pressure drop across the EGR cooler for the F1C PCCI engine during DoE test plans at 2000×5, 
with clean (blue) and fouled (red) heat exchanger. The color-filled symbols refer to the central points of the 

test plans. 

The control input variables completely govern the engine air handling, actually 
excluding the default boost pressure control. Therefore, any drift in the pressure 
drop across the EGR cooler cannot be compensated for, by the engine air handling 
system. Figure 7.8 shows that the pressure drop across the cooler is higher for the 
aged cooler, and a minor drift, highlighted by the DoE central points, can be noted 
during the tests. It is important to underline that the central point does not 
correspond to the calibration of the points in Figures 7.1-7.7, and a direct 
comparison between the Δpc values reported in Figure 7.1 and Figure 7.8 is 
therefore not possible. 

 
Figure 7.9. EGR rate for the F1C PCCI engine during DoE test plans at 2000×5, with clean (blue) and fouled 

(red) heat exchanger. The color-filled symbols refer to the central points of the test plans. 
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Figure 7.9 reports the EGR rate during the DoE test plans execution, further 
confirming that a clean EGR cooler allows a higher EGR rate to be reached, with 
the same calibration implemented in the ECU. The different EGR rates also affect 
MFB50 values (which tend to be more advanced as far as the EGR cooler is 
clogged) and bsfc (which tend to worsen as far as the EGR cooler is clogged), as 
depicted in Figure 7.10 and Figure 7.11, respectively. 

 
Figure 7.10. MFB50 values for the F1C PCCI engine during DoE test plans at 2000×5, with clean (blue) and 

fouled (red) heat exchanger. The color-filled symbols refer to the central points of the test plans.

 
Figure 7.11. bsfc values for the F1C PCCI engine during DoE test plans at 2000×5, with clean (blue) and 

fouled (red) heat exchanger. The color-filled symbols refer to the central points of the test plans. 

Figure 7.12 reports the NOx emissions over the DoE test plans as a function of λ. A 
dramatic increase in NOx is clearly visible, as far as the fouled EGR cooler is 
concerned, mainly due to the reduced dilution levels achievable in this case.  
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Figure 7.12. NOx emissions vs. λ for the F1C PCCI engine during DoE test plans at 2000×5, with clean 

(blue) and fouled (red) heat exchanger. The color-filled symbols refer to the central points of the test plans. 

Other exhaust emissions and CN levels are affected by the change in EGR rate, 
too. This implies that the performance of an optimized calibration can be 
detrimentally affected in PCCI combustion mode by the level of fouling of the EGR 
cooler. In order to partially mitigate this effect, an optimized calibration should 
involve the real-time control of the in-cylinder combustion, for instance with a real-
time monitoring of the MFB50 phasing, instead of a conventional map-based SOI 
control (as described in Chapter 5).  
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Conclusions 

The first part of this investigation examined how far a modern Euro VI, 3.0 l 
production diesel engine (F1C Euro VI) could be operated under an early PCCI 
combustion strategy, without changes to the engine hardware. This was possible 
through a suitable combination of high EGR levels and advanced (single) injection 
timings, but only inside a very limited (low speed and load) portion of the engine 
map, up to bmep = 2÷3 bar. Proper optimal calibrations allowed to achieve 
simultaneous engine-out soot and NOx reductions (of up to 99% and 95%, 
respectively, compared to their CDC levels), but with associated severe penalties, 
such as increased engine-out emission of HC and CO, intense CN, higher fuel 
consumption and worst combustion stability. 

Then, to further investigate the early-PCCI concept and to increase its operating 
range, several hardware modifications were implemented to the baseline F1C Euro 
VI engine. These hardware modifications included reduced compression ratio (from 
17.5:1 to 14.6:1), modified piston, different fuel injectors with reduced cone angles, 
a higher volume EGR cooler and a smaller turbo-group. 

First, the derived prototype engine (referred to as F1C PCCI) was tested 
featuring a single fuel injection calibration, and a suitable steady-state calibration 
with early-PCCI conditions was achieved up to 8.5 bar of bmep. Strong reductions 
of engine-out NOx (between -85% and -97%) and soot (between -90% and -99%) 
emissions were still possible, but too high tailpipe HC and CO emissions at low 
load, intense CN and fuel consumption penalties ranging from about 3% to 11% (if 
compared to the corresponding values obtained with CDC operations with the 
baseline F1C Euro VI engine) still remained major issues.  

Secondly, a hot (uncooled) EGR strategy (realized recirculating exhaust gas into 
the engine without making them flow through the EGR cooler) was tested up to 
bmep = 3 bar. Uncooled EGR proved to be beneficial to increase the exhaust gas 
temperatures, with gains ranging from +10 to +60°C, compared to the standard 
cooled EGR strategy in the same engine operating points. Some of this extra 
thermal energy available upstream the DOC has proven to enhance its conversion 
efficiency, helping the catalyst to reach its correct operating temperature (and, thus, 
to be able to cut to almost zero both HC and CO tailpipe emissions) in a wider area 
of the engine map. 

Additional experimental activities on the F1C PCCI engine dealt with multi-
pulse (i.e., double and triple) fuel injection PCCI strategies. Splitting the fuel 
injection pattern proved to have the potential of reducing engine-out HC and CO 
emissions (up to -50%), with minor penalties in terms of engine-out soot and NOx 
(i.e., with reductions compared to CDC values not below around -60%). Multi-pulse 
injections also allowed to effectively dampen excessive CN levels (of up to 5÷6 
dBA, compared to single injection patterns), while slightly improving fuel 
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economy, especially at lower loads (even if still much higher than CDC levels, up 
to around +10% in the worst cases). 

Several “zero-dimensional” (0D) models for the estimation of the EGR flowrate 
were developed and experimentally assessed under both conventional and PCCI 
combustion modes. The most satisfactory results, in terms of predictive capabilities 
even outside the calibration domain, were pointed out when using EGR models that 
need dedicated measurement signals, generally not included among the 
conventional sensors connected to standard ECUs, such as temperature and pressure 
across the EGR valve. Moreover, both a pressure-based and a model-based real-
time combustion control technique, for the evaluation of the MFB50, was 
presented. Both of these two control approaches were compared to the conventional 
map-based control of the standard ECU, attaining results always comparable in 
terms of fuel consumption and exhaust pollutant emissions, without producing any 
detrimental effect when operating the engine under CDC combustion mode. 
Moreover, tests performed under early single PCCI combustion regimes with a high 
EGR rate (>60%) showed the best potentialities of MFB50 control methodologies 
to improve combustion stability, reducing COVimep and CoVPFP and further 
extending the tolerable EGR rate. 

A preliminary assessment of the potentialities of single- and multiple-injection 
PCCI, combined with CDC calibration (outside the PCCI area) in order to simulate 
the functionality of a dual-mode operation strategy engine, have been evaluated 
along simulated NEDC and WHTC cycles, to give a rough estimation of possible 
benefits/penalties compared to a reference CDC case. Early single-injection PCCI 
confirmed its ability to sharply cut engine-out NOx (of about 68% and 30%, along 
the NEDC and WHTC, respectively) and soot (of about 83% and 50%, along the 
NEDC and WHTC, respectively) emissions. Even if the simulated PCCI engine 
implements a strategy of null urea consumption when it operates inside the PCCI 
area, tailpipe NOx emissions still resulted to be lower than in the CDC case, 
reaching a -53% along the NEDC while shrinking to -17% along the WHTC, since 
this latter cycle requires the engine to work for a higher amount of time at high load 
CDC conditions. Urea consumption may be reduced of about 73% along the NEDC 
and of about 35% along the WHTC, as well. Multiple-injection PCCI introduces 
only slightly lower benefits in terms of NOx and soot reduction, but are able to give 
some benefit in terms of engine-out incomplete combustion species emission, 
compared to single-injection PCCI patterns (for instance, +722% vs. +843% CO, 
along the NEDC, and +287% vs. +388%, along the WHTC, if compared to CDC). 
Fuel consumption penalties range from +2.2% to +5.7% (along the NEDC and the 
WHTC, respectively) for the single-injection PCCI, while minor benefits may be 
brought by multiple-injection PCCI. Nevertheless, if these fuel consumption 
penalties estimations are not just limited to the direct fuel consumption increase, 
but also take into account the benefits introduced by PCCI due to less frequent 
regenerations of the DPF and less urea consumption for the SCR, then PCCI 
combustion may even approach CDC performance in terms of total fluid costs (up 
to just +0.2% along the simulated WHTC). 
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Finally, the progressive EGR cooler fouling experienced during the experimental 
campaign was analysed, and its detrimental effects on PCCI performance and 
emissions was pointed out. The increased pressure drop across a fouled EGR cooler 
results in a progressively smaller amount of EGR, thus revealing to be one of the 
major constraints to the applicability of the PCCI concepts.  
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Abbreviations and acronyms 

aDOC after (downstream) the Diesel Oxidation Catalyst 

AFM Accumulated Fuel Mass 

ANN Artificial Neural Network 

aTDC after Top Dead Center 

ATS After-Treatment System 

BDC Bottom Dead Center 

bDOC before (upstream) the Diesel Oxidation Catalyst 

BEV Battery Electric Vehicle 

bmep brake mean effective pressure 

bsfc brake specific fuel consumption 

bTDC before Top Dead Center 

CA Crank Angle 

CDC Conventional Diesel Combustion 

CFD Computational Fluid Dynamics 

CLD ChemiLuminescence Detector 

CN Combustion Noise 

CoV Coefficient of Variation 

CR Compression Ratio 

DI Direct Injection 

DOC Diesel Oxidation Catalyst 

DoE Design of Experiments 

DPF Diesel Particulate Filter 

DT Dwell-Time 

ECU Engine Control Unit 

EGR Exhaust Gas Recirculation 

EU European Union 
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EV Electric Vehicles 

FFT Fast Fourier Transform 

FPT Fiat Powertrain Technologies 

FSN Filter Smoke Number 

GA Genetic Algorithm 

GHG Green-House Gases 

HC HydroCarbon 

HCCI Homogeneous Charge Compression Ignition 

HD Heavy-Duty 

HDV Heavy-Duty Vehicle 

HiL Hardware in the Loop 

HRR Heat Release Rate 

HTHR High-Temperature Heat Release 

ICE Internal Combustion Engine 

ID Ignition Delay 

IFP  Insitut Français du Pétrol 

imep Indicated mean effective pressure 

IVC Intake Valve Closure 

LD Light-Duty 

LDV Light-Duty Vehicle 

LIVC Late Intake Valve Closure 

LNT Lean NOx Trap 

LTC  Low Temperature Combustion 

LTHR Low-Temperature Heat Release 

am  Intake air mass flowrate 

EGRm  EGR mass flowrate 

MFB Mass Fraction Burned 

MFB50 Crank angle location where 50% of the injected fuel mass has burnt 

MiL Model in the Loop 
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MK Modulated Kinetics 

n engine rotational speed 

NADI Narrow Angle Direct Injection 

NBI Normal Boundaries Intersection 

NDIR Non-Dispersive InfraRed 

NEDC New European Driving Cycle 

NOx Nitrogen Oxides 

NTC Negative Temperature Coefficient 

OEM Original Equipment Manufacturer 

OFAT  One Factor At a Time 

p pressure 

PAH Polycyclic Aromatic Hydrocarbons 

PCCI Premixed Charge Compression Ignition 

pcyl in-cylinder pressure 

PFP Peak Firing Pressure 

PHEV Plug-in Hybrid Electric Vehicle 

PID Proportional–Integral–Derivative 

PM Particulate Matter 

PN  Particulate Number 

q injected fuel quantity 

RMSE Root Mean Square Error 

RO2 alkylperoxy radicals 

RP Rapid Prototyping 

RSM Response Surface Methodology 

SCR Selective Catalytic Reduction 

SOC Start Of Combustion 

SOF Soluble Organic Fraction 

SOI Start Of Injection 

SVM Support vector machine 

t generic time instant 
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T Temperature 

TDC Top Dead Center 

TFCP Total Fluid Cost Penalty 

Trq brake engine Torque 

UNIBUS UNIform Bulky combustion System 

V instantaneous in-cylinder chamber volume 

VCR Variable Compression Ratio 

VGT Variable Geometry Turbine 

VVA Variable Valve Actuation 

VVC Variable Valve Control 

VVT Variable Valve Timing 

WHSC Worldwide Harmonized Stationary Cycle 

WHTC Worldwide Harmonized Transient Cycle 

WLTP Worldwide Light-duty Test Procedure 

Xb fuel mass fraction burnt 

XEGR EGR rate 

γ specific heat capacity ratio 

ηc combustion efficiency 

ηhl heat-loss efficiency 

ηwc work conversion efficiency 

λ relative air-fuel ratio  

ϕ equivalence ratio 
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