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Abstract

In order to mitigate the engine emissions as well as the manufacture costs,
the common rail injection system, which is generally fed with diesel, have been
diffused and applied to all types of road cars. Over the years, more and more
injection shots over one engine cycle and types of irregular injection rates have
been realized by means of such a device. Meanwhile, some complex designs
of layouts and of control strategies have been developed to achieve certain
specific functions. Whereas, further improvements in this system, in the related
flowmeters as well as in the mathematical models can be still applicable.

The current study is focused on the experimental and mathematical analy-
ses of the injection rate flowmeters and of the injection systems. Structural
optimizations have been applied to both instruments, and an innovative con-
trol strategy for the injection system has been developed and experimentally
investigated. Finally, the polytropic process has been adopted to analytically
and numerically interpret the classic viscous adiabatic flow analytical model in
a constant cross section duct.

The injection rate of a common rail injector has been evaluated by means
of both Bosch and Zeuch method-based flowmeters. A slight decline of the
slope in the rate rising phase, an anomalous tail at the end of an injection
event and a delay in the entire injected flow-rate trace have been found in
the result obtained through Bosch method. A 1D numericial model of the
hydraulic circuit, pertaining to the flowmeter that applies Bosch method, has
been developed. The cause and effect relationship between the design and
the measured flow-rate has been then investigated, and the design keys of the
Bosch method-based flowmeters have been provided.

With respect to the injection system layout, in order to simplify the installa-
tion and to reduce the production cost, the Common-Feeding (CF) system has
been designed and has been manufactured for a light-duty commercial vehicle
diesel engine. In the CF instrument, a delivery chamber of approximately



iv

10 cm3 is integrated at the outlet of the high-pressure pump, and the other
side is connected to the injectors with the tubes. The experimental tests in
terms of single and double injections have been performed at the hydraulic rig
to compare the performance of the prototypal CF instrument with that of the
standard common rail system equipped with different rail volumes. The testing
results prove that the general performance of the CR systems, even though the
rails feature different volumes, and that of the CF system are analogous. The
primary difference, which is a change of the slope, occurs at the rising phase of
the injection rate. Moreover, the cycle-to-cycle dispersion of the injected mass
ascends to certain degree, as the accumulator (the rail or the delivery chamber
at the pump outlet) size reduces. In addition, the variation in the free wave
frequency after the injection event can be ascribed to the modification of the
accumulator shape.

As far as the rate-shaping strategies are concerned, an injection system
equipped with solenoid injectors have been experimentally tested. The cycle-
to-cycle dispersion in the injected mass evidently rises in the regime of closely-
coupled injections. Meanwhile, the overall injected mass increases sharply as the
dwell time reduces. Whereas, when the dwell time is further reduced within the
injection fusion range, the cycle-to-cycle dispersion again improves, and such a
phenomenon confirms that it is applicable to apply the continuous rate-shaping
strategy to solenoid injectors. A 1D numerical model of the hydraulic circuit of
the injection system with solenoid injectors has been developed and validated.
The parametric analyses on the injector setups, such as the mechanical, the
electromagnetic and the hydraulic parameters, have been carried out to examine
their influences on the rate-shaping injection patterns. In addition, two state-
of-the-art solenoid injectors, featuring different hydraulic layouts, have been
tested and compared in terms of closely-coupled injections, and the results
provided by the numerical model have been verified.

Besides, an innovative closed-loop control strategy of injected mass has
been developed. The pressure time histories measured at the rail-to-injector
tube have been captured to calculate the instantaneous mass flow-rate entering
the injector through two different methods. The first method uses the mean
instantaneous frequency of the pressure trace to obtain the key time instants
of injector dynamics. The hydraulic performance data experimentally acquired
have been then employed to correlate those timings with the injected mass.
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The second method directly applies the physical laws of fluid dynamics. The
derived flow-rate has been afterwards integrated, and has been correlated well
with the injected mass. A prototypal hardware, based on the second calculation
method, has been realized in order to control the injected mass in a closed-loop.
Such a system is capable to significantly improve the accuracy of the injected
mass within different thermal regimes. In addition, under steady states, as
a mean injected mass of 45 mg per engine cycle is applied, the error of the
effective injected mass was below 1 mg for single injections and is within 2
mg for pilot-main injections. The dynamic response to the transients of either
a step or a ramp in the rail pressure and in the injected mass was as well
improved significantly.

Finally, as regards the viscous adiabatic flow model, by eliminating the
steady flow energy equation and by following a polytropic process, the compress-
ible flow in constant-area ducts with friction has been analytically expressed.
Under the identical boundary conditions, the comparison between flow proper-
ties pertaining to the new method and those of the classic analysis have been
as well performed. The results show that following the polytropic method,
although flow properties are capable to lead to the analogous values at both
the extremities of the pipe as the classic method results for not choked cases,
they follow different routes. In addition, in order to improve the accuracy
of the computed flow properties obtained through the polytropic method, a
practical numerical method has been introduced. The polytropic exponents
obtained piece by piece along the duct following the classic analysis has been
thus applied to the corresponding nodes of the code, and the final numerical
results by following the polytropic method are approximately identical to those
of the classic method.

Keywords: common rail, flowmeter, Bosch method, Zeuch method, Common-
Feeding, injector setup, rate-shaping, closed-loop, Fanno flow, polytropic.
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Chapter 1

Introduction

The world has witnessed the global energy demand and consumption at
the industrial field. Particularly, road vehicles powered by means of internal
combustion engine are among major consumers [1].

In recent decades, automotive engine researchers are compelled to work
both in the fuel field and in the engine design field in order to accomplish with
the increasingly rigorous emission standards [2]. As regards the first topic,
different fuel blends are examined under various engine working conditions to
realize more economic and cleaner solutions [3]. As far as the latter theme
is concerned, most efforts are focused on the combustion modes [4], on the
after-treatment instruments [5], as well as on the injection systems [6].

Fuel injection systems are the devices, which introduce small doses of
required fuel into the combustion chambers. Within recent years, particular
researches and developments in injection systems [7][8] have been carried out.

Common rail (CR) injection systems, firstly and successfully applied at
the end of 20th century, has passed some generations. Nowadays, modern
CR injection systems are capable to provide accurate fuel metering, injection
timing, control of the injection rate and high capability to manage multiple
injections and injection rate-shaping [9].

In terms of common rail injection systems in lab activities, numerous studies
have been carried out. Whereas, it remains possible to optimize certain aspects,
including flowmeters to evaluate the injection rate, the mechanic hydraulic
structure of the system and the related control strategies.



2 Introduction

1.1 Fuel injection rate flowmeters

For the purpose of measuring the fuel injected mass and the injected flow-rate
time histories, based on different working principles, varieties of flowmeters have
been developed. Flowmeters are generally among those four types: Coriolis,
gear-type, positive-displacement and pressure-increase principle based [10].
Nevertheless, in order to accurately characterize the injection properties, only
the pressure-increase principle-based flowmeters are suitable, although the
devices following other theories are likewise employed in industry.

Following the pressure-increase principle, the first variety of devices is Zeuch
method-based, which has been diffused in the last few years. The Mexus
flowmeter, produced by Loccioni, and the HDA flowmeter from Moehwald
Bosch follow this approach. Those instruments feature a constant volume
chamber, filled with the testing oil. The increase of the inside chamber oil
pressure, caused by injections introduced by an injector, is measured by means
of a piezoresistive sensor. Other information such as the oil compressibility
is directly obtained by means of algebraic manipulations with the medium
sound speed, which is characterized in real time. Therefore, the state equation
is no more necessary for such devices [11][12]. Whereas, since the resonance
phenomena may occur in the measuring chamber, the obtained pressure signal is
required to be filtered [13]. Moreover, possible reverse flows, from the chamber
to the nozzle of the injector, have been discovered at the instants right after
the start of the energizing currents of injections. Therefore, the perception of
the effective nozzle opening delay can be misled [14]. Finally, shock-like waves,
which may be reflected in a complicated way in the chamber, can be generated
due to the high-pressure injection. Thus, low-frequency components would be
formed and are likely to remain in the final injection rate signal, since that
cannot be eliminated by a low-pass filter [15].

The second subcategory of the devices pertaining to the pressure-increase
type is based on Bosch method [16]. EVI flowmeter from IAV follows this
approach. With this method, the fluid flow properties are determined, as the
flow goes through a constant area long tube. The pressure waves generated by
the sudden flow-rates of injections are caught by means of a piezoelectric pressure
sensor. The 1D velocity of the oil can be found after certain manipulations by
following the hydraulic pulse theory [16]. The final calculated flow-rate signal
is enough smooth. Thus, no low-pass filter is necessary to be applied. However,
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weak points of this methods still remain. A numerical integration is required
when computing the injection rate [17]. Therefore, the errors generated, due to
the transducer or the design of the instrument, can be as well accumulated.

Moreover, instability in the injection rate signal has been observed after
the end of the injections [13] [18]. This effect not only prevents an accuracy
detection of the effective end of injections, but also worsens the evaluation of
the injected quantity, particularly in multiple injection patterns.

Lastly, another distortion of the signal has been found: during a large injec-
tion, the EVI output injection rate tends to increase although the experimentally
measured injection pressure decreases [19].

Generally Zeuch method is nowadays considered as the one, which is capable
to realize a more accurate result [13][14], although the reasons for the inaccuracy
in the Bosch method are not clarified in the literature.

1.2 Optimization of injection systems

The common-rail (CR) fuel injection systems for diesel engines have been
investigated for decades [20]. CR injection systems, capable to control the
injection timing under high pressures (up to 2500 bar), are globally employed
as a key instrument for the next step evolution of diesel engines [21][22].
Meanwhile, the state-of-the-art CR systems give the possibilities of regulating
all variables of injections with high accuracy and robustness under all engine
working conditions [23].

Over the recent years, contributions have been made to CR system structures
in different aspects. Firstly, a great deal of the attentions has been paid to the
fuel spray and the flow-rate pattern [24], while in terms of the framework of the
system, in order to establish ultra-high nominal pressure and to maintain low
static leakages, which improves the system energy consumption, the pressure
balanced pilot valve has been adopted in the injectors [25]. Thanks to this
balanced valve, the injector dynamic response is as well enhanced. Similarly, as
a Minirail is integrated into an injector inner hydraulic circuit, fuel atomization
can be improved, and the injector inner leakage can be reduced [26]. The
control-plate, employed to restrict the fuel flow through the pilot valve, is
another innovative component installed in the injector control chamber [27].
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In addition, some efforts have been put forward to optimize the structure
of the entire system [28]. Among those researches, the Common-Feeding (CF)
system, integrating the accumulator into the high-pressure pump, is among
the optimization methods to reduce the manufacturing costs and to be simply
mounted onto a diesel engine, due to the absence of the rail [29][30].

As far as the injection patterns are concerned, a series of rate-shaping
profiles have been proposed and tested [31][32]. As the fuel is injected by means
of a set of consecutive small injections, the strategy is referred to as digital
rate-shaping [33]. When such a technique is applied, after a fuel front jet has
been injected into the cylinder as the first shot, the subsequent shots tend to
generate eddies, and include an additional air content in the liquid droplets or
in the vapour phase around the jet. Therefore, it enables an enhanced control of
the heat release grow [34], and the potential of a reduction in fuel consumption
has been shown [32].

Another innovative injection schedule is continuous rate-shaping [35]. Anal-
ogous to the impact of closely-coupled pilot-main injection schedules [33],
boot-like, ramp-like and wedge-like injections, which mainly decrease the in-
jected flow-rate of the main injection initial phase, reduce the autoignition
delay in the premixed phase between the fuel and the air [36]. In consequence,
the heat release rate is restrained [37], and the combustion noise (CN) declines
[38]. Meanwhile, a lower flame temperature mitigates the NOx emissions [39].
On the other hand, an after injection with a dwell time (DT ) of only a few
crank angle degrees has been found to be beneficial for the reduction of soot
emissions [40].

In general, rate-shaping strategies have only been applied to a direct acting
piezoelectric injector [36], which lifts the needle by charging a piezo-stack
mounted along the needle axis [41].

On the other hand, it is widely believed that state-of-the-art solenoid indirect
acting injection systems are only capable to realize regular multiple injection
patterns [42]. As the DT between two energizing currents, whose function is to
activate injection events, is below a certain threshold, an injection fusion takes
place, and the fuel metering accuracy evidently reduces [14]. Efforts have been
put forward as well to exploit indirect acting systems’ potentiality in digital and
continuous rate-shaping strategies [35][27]. When multiple injections with quite
short DT s are applied to this system, the injected mass of the subsequent shots
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can be evidently affected by the changes in the injector inside fuel pressure
evolution [43]. Furthermore, it has been preliminarily demonstrated that within
the injection fusion threshold (IFS), as the ET s of the two shots are unchanged,
a DT range in which the cycle-to-cycle dispersion of the fuel injected quantity
is small could exist [35]. Whereas, the rate-shaping strategies linked DT area,
which can be exploited and can be applied to the production engines, are
small, due to a constrain of the maximum acceptable cycle-to-cycle variation of
engine performance. Even though numerous researches related to the innovative
strategies have been carried out [44][45][46], design keys in the injector setup for
improving the rate-shaping injection patterns are not available in the literature.

1.3 Closed-loop control strategy

High levels of NOx and soot engine out emissions are the well-known
challenges under conventional diesel engine operations [47]. In order to achieve
the targets of high efficiency, of reduced CN and of extremely low emissions,
innovative combustion modes have been under research for years [48].

As a result, premixed charge compression ignition (PCCI) is frequently
applied to modern diesel combustion strategies. As this mode is adopted, the
fuel can be fully or partially premixed in advance of the combustion phase,
and the multipoint auto-ignition of a lean mixture induces a low temperature
combustion within the cylinder [49][50]. The lower temperature of the com-
bustion is capable to reduce heat losses [49]. Meanwhile, if the sufficient long
time is provided for the charge mixing, NOx and soot formation can be as well
mitigated [51][52].

As far as the diagnosis techniques are concerned, in-cylinder pressure mea-
surement and analysis play an important role[53][54]. By analyzing a properly
processed pressure signal, vital characteristics of the combustion process can
be identified. Such researches include the detection and the control of the
start of combustion [55], heat release rate [56] as well as knock and misfire
phenomena [57][58]. Meanwhile, by dealing with same signal, empirical models
have been established to determine the ignition delay [59] and the barycenter
of combustion [60].

Over recent years, time-frequency analysis (TFA), which is a powerful tool
to analyze non-stationary signals [61], has been employed to detect and to



6 Introduction

diagnose machinery faults [62][63]. Such an advanced technology has also been
introduced to investigate vibration, combustion and knock in diesel engines
by evaluating the vibration signals in these engines [64][65]. Among those
methods, short time Fourier transform (STFT) is applied to characterize
signals in the time-frequency domain for plenty cases. For instance, it has been
used to estimate the combustion characteristics parameters like combustion
peak pressure and peak pressure rising rate through the vibration signal [66].
Another research, in which analysis of the in-cylinder pressure resonance is used
to predict the trapped mass, has been carried out in [67][68]. The detection of
vibration sources in mechanical systems and of the main events occurred in a
fuel injection apparatus have been developed as well [69][70].

Nowadays modern CR systems are generally equipped by diesel engines [71].
Among those, the more diffused CR systems possess solenoid pilot valves, with
which the injection performance is indirectly controlled. In such a system, the
injected fuel quantity is determined by both the nominal rail pressure (pnom)
and the duration (ET ) of the electrical current signal, which keeps the pilot
valve open [72]. The pnom and the ET values are both stored in the electronic
control unit (ECU) calibration maps, which are calibrated through a set of
experimental tests [34]. Although feedbacks of the pnom and of the injection
timings are received by the ECU, the injected mass remains to be controlled
in the open-loop type. Moreover, the needle valve dynamics and the pressure
fluctuations, triggered by the opening and closure events of the injector nozzles,
possibly disturb the multiple injection performance [35]. Meanwhile, in order to
enable the specific combustion modes, complex injection strategies present high
requirements to injection systems, and even one series of the latest generation
indirect acting injectors are characterized by some hydraulic instability, as
the DT is reduced below a certain threshold [35]. Therefore, the satisfactory
accuracy of the injected mass of each shot turns to be a challenge. In addition,
the engine thermal regime can evidently affect the effective injected mass, even
though pnom and ET are preset [73].

Numerous studies have been carried out to develop a robust closed-loop
control strategy of the injected fuel quantities in a diesel injection system
[74]. On the basis of two empirical physical equations, a fuel delivery sensing
technique has been proposed for diesel injection systems [75]. The first equation
correlates the fuel volumetric flow-rate to the needle lift, which is captured by
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means of a displacement sensor integrated in the injector, while the second
equation derives the fuel properties from the thermal regime. Similarly, another
method is proposed for estimating the injected mass through a simple engine
diagnostic model, which can be integrated into the ECU [76]. In this method,
the effective injected mass is determined by considering the difference of the
oxygen fractions between the inlet and the outlet of the cylinder. Both the
ratios are acquired by means of lambda sensors. While another model estimated
exhaust manifold oxygen fraction, used to evaluate the target injected mass,
is derived from the model by timely knowing the combustion mode and the
oxygen fraction at the intake pipe. Those two ratios at the outlet are compared
and the difference between the target and the authentic injected mass can be
obtained. Whereas, in this technique, the exhaust gas recirculation of the engine
is considered null, and a sophisticated calibration and the accurate measurement
of the gas properties along the ducts are required. In the third technique, a
hot wire anemometer, with Ti/Pt metallization on a low temperature co-fired
ceramic substrate, is integrated inside the injector nozzle. The injected fuel
quantity is thus evaluated by means of the maximum deviation of a balanced
Wheatstone bridge [77].

Meanwhile, some main injection apparatus suppliers have as well produced
the injectors capable to compensate the errors in the injections. A piezoelectric
pressure sensor, mounted in the pilot stage of the i-Art injector from DENSO
[78], provides the pressure time history of the control chamber. A series of key
time instants, such as the start of injection (SOI), the maximum injected flow-
rate timing and the end of injection (EOI) are captured [27], and applied to an
empirical model [79]. The injected mass is thus derived. Needle Closing Sensor
(NCS), designed by Bosch, is similar to the i-Art system [34]. In this system, a
force transducer is applied to measure the force in the control chamber due to
the fuel pressure. The vital instants are recorded to predict the injector needle
lift. The effective injected mass is in turn evaluated by means of a correlation
with the needle lift trace as an input. In addition, "Switch" technology of
Delphi includes the needle into the electric circuit [80]. If the needle arrives
at the upper stroke-end or reaches the needle seat, the circuit is closed in two
distinguishable ways. Since the voltage of one location within the circuit is
monitored, the real time needle movements can be identified, and again a model
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that links the needle lift and the injected fuel quantity is applied to obtain the
final results.

All above introduced control strategies generally focus on either a correla-
tion between the needle lift trace and the injected quantity or a combustion
model. Meanwhile, the techniques, proposed by the suppliers, are compensation
strategies, rather than a genuine closed-loop control of the injected mass. Those
techniques possibly improve certain operating conditions while worsening the
others. Therefore, the difficulties remain to realize an accurate control of the
injected mass that can be applied to the entire engine working range.

1.4 Compressible flow in constant area ducts

In order to improve the estimation of the instantaneous flow-rates supplied
by common rail systems, it is possible to adopt theoretical 1D compressible
flow models. Within this topic, Fanno model and Rayleigh model have been
developed for decades. Those two models hold either under the assumption
of viscous adiabatic flow, or for the hypothesis of inviscid diabatic flow [81].
The models are derived from the conservation equations of mass, of momentum
and of energy [82] and viscous adiabatic flow model allows the closed form
prediction of the steady-state flow characteristics at any location along the duct,
as long as the boudary conditions, the Mach number and the frictions factor
there are known [83]. On the other hand, even under steady state, viscous
diabatic flow, which is a more general case, can only be solved numerically.

Fanno flow model is generally applied to the design and analysis of nozzles
coupled with ducts. Under this calculation method, the diverging or converging
area in a nozzle is modelled with isentropic flow, while the constant area section
of the pipe follows the Fanno’s approach. In order to simplify the analysis, the
fluid in the model is regarded as a perfect gas (although possibly a liquid), and
the friction is modelled as a shear stress on the gas from the duct walls [84].

In the design and diagnostics of industrial equipments, the matters of
compressible flows within pipes and other configurations are often encountered
by the engineers [85]. The layout and analysis of process gas distribution
systems, the sizing and qualification of safety devices such as pressure relief
valves and rupture disks, and the modeling of accident consequences and release
rates in the chemical and nuclear industries all require the 1D compressible flow
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calculation, within which the friction loss should be considered [86]. In addition,
the recent important applications of Fanno flow concern the micro-scale fluid
flow channels in electronics [87], the heat pumps [88], reactors, heat exchangers
[89], aerospace engineering, ejectors [90] and so on.

Besides the numerous applications, other works investigate the problems
of the compressible flow evolution in pipes with constant area from a more
theoretical point of view. Due to the effects induced by the compressibility,
the friction is no more constant and cannot be accurately estimated by the
canonical fluid dynamic correlations (e.g. Colebrook-White and Blasius), since
these are developed through experimental data of incompressible flows. It has
been elaborated that the compressibility tends to flatten the velocity profile
and the velocity gradient at the wall is thus changed [91][92]. Such flattening
of the profile as well influences the dynamic pressure and temperature, which
should be taken into consideration to realize an accurate estimation of the flow
properties. An accurate compressible correlation for the friction coefficient
should include both the Reynolds number and the Mach number, when it is not
possible to assume the flow is incompressible. The correlations for the friction
coefficient or Ki factor in Fanno flow have been developed for both turbulent
flows [93] and laminar flows [92]. Moreover, in order to consider the viscous
losses in fittings other than straight pipes, a resistance coefficient or Ki factor
is determined for each fitting, and the global system K factor is calculated
by summing all the frictional losses of the straight pipes and of the fittings
(K = fL/D +q

Ki). In consequence, the global K factor stands for the head
lost of the fluid during the flow through the entire system [94].

1.5 Contributions and outline

In this thesis, the benchmark tests have been performed between two types
of the injection rate flowmeters. A new Common-Feeding injection system for
light duty commercial vehicle has been developed, and the influence of injector
setup on digital and continuous injection rate-shaping performance has been
investigated. Furthermore, different innovative closed-loop control strategies
of injected mass have been established. Finally, in the field of fluid dynamics,
compressible flows in constant area ducts with friction have been approximated
in polytropic processes.
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In Chap. 2, the injected flow-rate of a common-rail solenoid injector has been
tested with both Zeuch and Bosch method-based devices. A one-dimensional
numerical model of EVI flowmeter has been developed, in order to investigate
the cause and effect relationship between the device design and the obtained
injection rate signal. The specific attention has been paid to the alteration
of the injected-flow rate signal through Bosch method-based devices, and
optimization methods have been provided to improve the performance of Bosch
method-based instruments. The content of this chapter is based on the work of
[95].

In Chap. 3, with respect to the topic of Common-Feeding system, an
innovative prototype has been designed and manufactured in order to be
applied to a light duty commercial diesel engine produced for the Asia market.
The experiments have been performed on both the CR and the CF systems
in terms of single injections and pilot-main injections. The time distributions
of the oil pressure within the hydraulic circuit and of the injection rate, the
injector static and dynamic leakages, the nozzle opening and closure delays
(NOD and NCD) as well as the injected quantity cycle-to-cycle dispersions
have been acquired and analyzed. As regards the optimization of the injection
setup of solenoid injection systems for rate-shaping strategies, a numerical-
experimental investigation on a state-of-the-art CR system has been performed
at the hydraulic test rig. With the help of the numerical model, which contains
mechanical, electrical and hydraulic setups of the injection system, parametric
analyses have been done to investigate the cause and effect relationship between
the design and the possibilities to realize certain types of rate-shaping strategies.
The key parameters have been highlighted to provide an optimization guideline
to the suppliers. Finally, two state-of-the-art injectors, one equipped with an
integrated Minirail (CRI 2.20) and the other without it (CRI 2.18) have been
examined and compared, in order to apply and to verify the numerical test
results. The content of this chapter is based on the work of [96] and [97].

In Chap. 4, by analyzing the instantaneous fuel pressure within the rail-
to-injector pipe, two new methods for estimation of the injected mass have
been presented. One applies the TFA methodology, while the other is based on
Euler equations. A prototypal hardware has been realized with respect to the
second method. Experimental tests on both single and pilot-main injections
have been performed at the hydraulic rig. The comparisons of injection mass
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accuracy between the system equiped with the innovative control strategy and
the state-of-the-art systems have been performed. The content of this chapter
is partially based on the work of [98] and [99].

In Chap. 5, a new accurate calculation method for characterizing adiabatic
viscous compressible flow have been provided. A polytropic evolution is assumed
to simulate the compressible flow in constant area ducts with friction. Constant
polytropic exponents have been determined through the inlet and the outlet
flow properties of the Fanno flow, and the comparisons have been made between
the results derived from the classic method and from the new polytropic method.
A numerical model, in which the polytropic index is calculated piece by piece
from the fluid properties along the Fanno flow, has been established, and the
results of the numerical model have been compared with those of the classic
Fanno flow.



Chapter 2

Benchmark of the flowmeters

2.1 Experimental setup

The experimental campaign has been conducted on the Moehwald Bosch
hydraulic bench installed at the ICE laboratory in Politecnico di Torino [44].
HDA, Mexus and EVI flowmeters are equipped on the bench. Moreover, the
energizing current time history for the injector is measured by means of a
current clamp.

A Bosch common rail system equipped with CRI 2.16 injector is employed
to conduct all the experiments in this chapter. All the experimental tests have
been performed with a fixed pump speed of 1000 rpm, corresponding to an
engine speed of 2000 rpm for the investigated common rail system. Since this
parameter does not influence the performance either of the flowmeter or of the
injection system, the conclusions can be generalized to any other engine speeds.

The bench and injection system are fed with the ISO 4113 oil, which is
commonly applied to simulate the diesel fuel in laboratories. The scheme of
the Bosch method-based device, EVI, is reported in Fig. 2.1, and the detailed
features of the tip adapter are shown in Fig. 2.2. The tested injector is installed
on the tip adapter (cf. item 1 in Fig. 2.1 and item 4 in Fig. 2.2). As the
injector is well mounted, the nozzle tip arrives at the chamber, created by the
spacer (cf. item 2 in Fig. 2.2), which is between the injector adapter (cf. item
3 in Fig. 2.2) and the fitting device (cf. item 4 in Fig. 2.2). A damper, which
is not shown in Fig. 2.2, is mounted downstream of the injector nozzle, in order
to protect the temperature and pressure transducers (cf. item 5 and item 6 in
Fig. 2.2). Two drilled holes into the measuring pipe on the fitting device are
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1) Injector-tip adapter
2) PT 100 Temperature sensor
3) Piezoelectric pressure sensor
4) Measuring tube loop
5) Filter package
6) Throttle valve
7) Pressure accumulator
8) Residual-pressure sensor
9) Residual-pressure control valve
10) Pressure gauge
11) Bursting disk
12) Tank

12）

Figure 2.1: EVI schematic.

1. EVI-adapter

2. Spacer

3. Injector-adapter

4. Fitting device

5. Temperature sensor

6. Pressure sensor

7. Tube connector

Figure 2.2: EVI device internal feature.

used to fit those two transducers, and two chambers are left in the hydraulic
measuring circuit as the sensors are installed. The adapter, with the help of a
connector (cf. item 7 in Fig. 2.2), is connected to a pipe featuring a length of
11 m. A throttle valve (cf. item 6 in Fig. 2.1) driven by a step motor, another
pressure transducer (cf. item 8 in Fig. 2.1) and a residual-pressure control
valve (cf. item 9 in Fig. 2.1), which is capable to expel the extra fuel into the
tank (cf. item 12 in Fig. 2.1), are mounted at the other extremity of the 11
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1. Decoupled clamping

2. Measuring chamber

3. Tempered stainless steel chamber

4. Pressure control valve

5. Path of ultrasound

6. Cooling channels

7. Fittings for cooling

8. Ultrasonic sensor

9. Pressure sensor

10. Filter for drainage valve

11. Drainage valve

12. HDA base with electronics

Figure 2.3: HDA schematic.

meters long pipe. As the devices are functioning, the residual fuel pressure
along the measuring pipe is kept around 40 bar.

The HDA, whose layout is shown in Fig. 2.3, features a more compact
structure. The clamping (cf. item 1 in Fig. 2.3), in which the injector is
installed, is fixed at the top of the measuring chamber (cf. item 2 in Fig. 2.3).
A pressure control valve (cf. item 4 in Fig. 2.3), an ultrasonic sensor (cf. item
8 in Fig. 2.3) and a drainage valve (cf. item 11 in Fig. 2.3) are mounted
within the chamber, inside which the pressure is controlled as well around 40
bar. Meanwhile, the cooling channels (cf. item 6 in Fig. 2.3), surrounding the
chamber, are designed to keep the chamber inside temperature at an adjustable
value (≈ 40 ℃).

2.2 Zeuch and Bosch methods

In the Zeuch method-based instrument, which is HDA (cf. Fig. 2.3), the
injected flow-rate is calculated through the equation [11]

GHDA = V
dρ

dt
= V

c2 · dp

dt
(2.1)
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where GHDA, V , ρ, c and p respectively are the mass flow-rate pertaining to
the injection in the HDA measuring chamber, the fixed volume of the chamber,
the fluid density, the sound speed and the fluid pressure captured by means
of the pressure transducer (cf. item 9 in Fig. 2.3) inside of the chamber. c in
Eq. (2.1) is evaluated by means of an ultrasonic sensor (cf. item 8 in Fig. 2.3)
each time as the injection is performed. It follows that it is able to keep the
accuracy of c with a change in the fluid temperature or even with cavitation
occurred in the chamber.

On the contrary, the Bosch method-based EVI device evaluates the injection
rate upstream of the 11 m long pipe, which starts at item 1 and ends at item 9
in Fig. 2.1. The mass flow-rate writes

GEV I = A ·ρ ·u (2.2)

where A is the pipe flow area and u is the 1D flow velocity around the pressure
transducer (cf. item 3 in Fig. 2.1). Since the flow area is fixed, and the density
is determined by knowing the temperature through item 2 in Fig. 2.1 and
the pressure through item 8 in Fig. 2.1, GEV I is a function of only u. The
tube is initially filled with pressure test oil. The injection led pressure wave
along the tube is monitored by means of item 3 in Fig. 2.1. This pressure
wave travels with a speed equal to u + c (cf. Fig. 2.4a). The velocity and
the pressure upstream the wave front are respectively u+du and p+dp, and
the corresponding values downstream of the wave front remain u and p. As a
moving reference frame is considered, the reference speed can be unified with
that of the pressure wave front. Under such circumstances, the flow velocity
leaving the wave front turns to be c−du, and the one enters the front is c. Mass
conservation and momentum balance equations are applied to the infinitesimal
volume in Fig. 2.4b, which contains the wave front, and those equations write A ·ρ · c = A · (ρ+dρ) · (c−du)

A ·ρ · c2 = A · (ρ+dρ) · (c−du)2 +A ·dp
(2.3)
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u+du, p+dp u, p

c+u

(a) Fixed frame of reference

c-du, p+dp c, p

Control volume

(b) Moving frame of reference

Figure 2.4: Pressure wave front in the measuring tube with different reference frames.

The density perturbation can be found after manipulations in the mass
conservation equation in Eq. (2.3), and it writes

dρ = ρ
du

c
(2.4)

Meanwhile, the pressure increment, obtained from the momentum balance
equation in Eq. (2.3), is

dp = 2ρcdu− c2dρ (2.5)

Combining Eq. (2.4) and (2.5) and knowing the definition of the speed of sound
(dp = c2dρ), the change in u can be expressed as

du = dp

ρc
(2.6)

Substituting an integration of Eq. (2.6) over a fixed time length into Eq. (2.2),
the mass flow-rate along the tube can be determined,

GEV I(t) = A

c

Ú t

0
dp (2.7)

The sound speed is not measured directly in this instrument, whereas it is
determined by means of a state equation as a function of the captured pressure
and the measured temperature values inside the measuring tube, which differs
from the device that applies Zeuch method. As a consequence, the inaccuracy in
the mass flow-rate resulted from the estimated sound speed can be significant.
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Therefore, an optimization of the EVI flowmeter can be an additional
installed transducer, with which the sound speed of the fluid along the pipe is
measured.

2.3 Numerical model

The hydraulic model of the EVI, whose schematic is reported in Fig. 2.5,
has been developed in MATLAB environment. The code contains 0D chamber
elements, connected by means of either 1D pipes or restrictions.

In Fig. 2.5, the injected mass flow-rate time history obtained by means
of the HDA under the same working conditions is employed as the boundary
condition at the chamber C1, which is the clearance volume delimited by the
spacer (cf. item 2 in Fig. 2.2), the injector adapter (cf. item 3 in Fig. 2.2) and
the fitting device (cf. item 4 in Fig. 2.2).

The damper is considered as a concentrated resistance R1, and a conical
1D pipes L1 is placed downstream of the damper. The measuring pipe (cf. L2

in Fig. 2.5), placed after the conical pipe, possibly introduces a time delay
between the injection events and the pressure variation detected by means of the
pressure sensor, which is located at the C4 in Fig. 2.5. In order to reduce this
time difference and to leave enough long distance to obtain a fully developed
flow (any two- or three-dimensional effect should finish at the mounting points
of the transducers along the pipe L2), both the pressure and the temperature
sensors are installed at a certain distance downstream of the conical pipe.
Among those, the temperature sensor is mounted in one chamber, modelled as
C2 in Fig. 2.5. Lastly, C3 simulates the junction that links a 1D duct to the

Figure 2.5: Schematic of the EVI hydraulic model.
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chamber C4 and the measuring pipe L2. Furthermore, combining chamber C4

and pipe L3, a Helmholtz resonator model is formed.
The duct L2 goes out of C3 and arrives at an oil tank. This piece of pipe

L2 contains a tube loop of approximately 11 m (cf. the part of the pipeline
between items 3 and 9 in Fig. 2.1), which is designed to avoid the pressure
waves, reflected at the throttle valve (cf. item 6 in Fig. 2.1), reaching the
pressure sensor during the measurement of the fuel injection.

The throttle valve and the residual pressure control system (cf. items 7-9 in
Fig. 2.1) are not modelled in Fig. 2.5, since the reflected pressure waves arrive
at C3 later than the end of the simulation. Therefore, this part is simplified
into a tank (cf. Fig. 2.5) with a constant pressure kept at 40 bar.

In the following sections, the submodels and the numerical algorithm are
respectively described.

2.3.1 1D pipe-flow model

The fluid dynamics along the pipe L1 and L2 is governed by the generalized
Euler partial differential equations of mass conservation and momentum balance
as following

∂

∂t

 ρ

ρu

+ ∂

∂x

 ρu

ρu2 +p

=
 −ρu

A · dA
dx

−4τw
D

 (2.8)

where t is the time and x is the space coordinate along the duct axis; ρ, u, p

are respectively the average cross-sectional density, velocity and pressure of
the test oil; D and A are the internal diameter and the flow area of the duct;
τw is the wall friction shear stress. The thermal dynamic process is assumed
as isothermal, and the temperature value captured by means of temperature
sensor in the EVI device is applied to the model. Thus, the energy equation
has been discarded, and the fluid state equation is reduced to ρ = ρ(p). The
fitting data on the dependence of the temperature and the density for ISO 4113
oil are available in [100].

According to the decoupling method described in [101], Eq. (2.8) can be
rearranged as

∂w

∂t
+[C]∂w

∂x
= H (2.9)
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where [C] is the diagonalized Jacobian matrix of the system, written as

[C] =
 u+ c 0

0 u− c

 (2.10)

w is the characteristic variables as following

δw =
 δw1

δw2

=
 δp+ρcδu

δp−ρcδu

 (2.11)

and H is the source term

H =
 H1

H2

=


4cτw

D
+(u− c) · c · ρu

A
· dA

dx

−4cτw

D
− (u+ c) · c · ρu

A
· dA

dx

 (2.12)

The Darcy-Weisbach equation is employed to determine the steady state
component of the wall friction expressed as

τst,w = 1
8fρ|u|u (2.13)

in which f is the friction factor and can be written as a function of the Reynolds
number (Re = Du/ν with ν representing the fluid kinematic viscosity) and of
the ratio of the pipe roughness size (ε) to D [102]

1
f

= (Re

64 )α · (1.8logRe

6.8)2(1−α)β · (2log3.7D

ε
)2(1−α)(1−β) (2.14)

where the exponents α and β are the functions of Re, D and ε, reported as
α = 1

1+(Re/2720)9

β = 1
1+[Re/(160D/ε)]2

(2.15)

Eq. (2.14) is an explicit formula to express f , and is a good approximation
of the Moody diagram at all flow regimes. A steady state friction model is thus
obtained by combining Eq. (2.13)-(2.15).

As the impulsive working and high-frequency pressure waves are present in
one hydraulic system, the unsteady friction (τun,w) should be as well considered.
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Therefore, the wall friction shear stress applied can be expressed as

τw = τst,w + τun,w (2.16)

The unsteady friction shear stress can be calculated as a time convolution
integration according to [103]

τun,w = 4ρν

D

Ú t

−∞

∂u

∂t
(λ)W (t−λ)dλ (2.17)

where W (t − λ) > 0 is a known weighting function, which has its maximum
value at λ = t and reduces monotonically as (t−λ) > 0 increases. As proposed
in [104], Eq. (2.17) can be approximated as

τun,w = 4ρν

D

10Ø
k=1

zk(t)

zk(t) = Mk[u(t)−u(t−∆t)]e− Nk
2 ∆t+

+ zk(t−∆t)e−Nk∆t+
(2.18)

In the formula ∆t is the computational mesh time step, Mk and Nk are vectors
of constant values available in [104], and t+ = 4νt/d2 is the dimensionless time.
Meanwhile, ∆t+ corresponds to the identical dimensionless value for ∆t.

2.3.2 Chamber, restriction and Helmholtz resonator

The mass conservation equation can be applied to the chambers Cj (j =1-4
in Fig. 2.5) and writes

Gin,j −Gout,j = dρj

dt
Vj (2.19)

in which Gin,j and Gout,j represent the total mass flow-rates entering and
leaving the chamber Cj . Vj and ρj respectively stand for the chamber volume
and the inside fluid density.

As a chamber is linked to a duct inlet, the chamber pressure is applied as
the stagnation pressure to this boundary node in the pipe. On the contrary, as
the pipe outlet is connected to a chamber, the pressure at the boundary node
of the duct should be equal to the chamber pressure. With respect to the pipe
L3, ∂u/∂x = 0 is applied as the incompressible flow, and the density is selected
to approximate ρ3 in chamber C3. The momentum balance equation is reduced
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to
∂u

∂t
− 1

ρ3
· ∂p

∂x
= − 4τw

ρ3D3
(2.20)

Eq. (2.20) is then multiplied by ρ3A3(A3 = πD2
3/4), and integrated over

the length l3 of the pipe L3 and dividing by the same length l3. The results
write

dGL3
dt

+ A3
l3

(p4 −p3) = −πD3τ̄w (2.21)

where GL3 is equal to Gin,4, which is the space averaged fluid mass flow-rate
along L3. Since L3 is included by the Helmholtz resonator, no significant
flow-rate can be found. Therefore, the flow is treated as pure laminar and the
average friction factor f̄ is calculated as following

f̄ = 64
R̄e

= 64νρ3A3
GL3D3

(2.22)

in which ν ≈ ν3, and the space-averaged wall shear stress along L3 is thus
modelled through Eq. (2.13) and writes

τ̄w = f̄

8ρ3A2
3

|GL3|GL3 = 32ν3
πD3

3
GL3 (2.23)

Therefore, substituting Eq. (2.23) into Eq. (2.21), the latter equation is
rewritten

l3
A3

· dGL3
dt

+ 128ν3l3
πD4

3
GL3 +(p4 −p3) = 0 (2.24)

Knowing c2 = dpj/dρj under the isothermal assumption, Eq. (2.19) can
be modified and is then combined with Eq. (2.24). The result is further
differentiated with respect to time, and a second-order ordinary differential
equation in regard to p4 is finally obtained [105].

d2p4
dt2 + 8πν3

A3
· dp4

dt
+ A3c2

V4l3
p4 = A3c2p3

V4l3
(2.25)

According to Torricelli’s formula for a flow under quasi-steady condition,
the mass flow-rate going through the damper R1 can be derived

|Gout,1| = C ·AR

ñ
2ρ1|∆p| (2.26)
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where Gout,1 and ρ1 stand for the mass flow-rate leaving the chamber C1 and
the oil density in the same chamber. C, AR and |∆p| are respectively the flow
coefficient, the flow area at the damper R1 and the modulus of the pressure
difference between the two sides of R1. Meanwhile, at each instant, the effective
flow-rate direction points to the side featuring a lower fluid pressure, and the
positive direction is from C1 to L1 (cf. Fig 2.5).

2.3.3 Numerical algorithm

Since the flow within the instrument is definitely subsonic, no shock can
be formed, and all fluid states should be continuous and fluent. Therefore, a
finite-difference upwind numerical scheme, which is not conservative, has been
employed to discretize the hyperbolic partial differential equations reported in
Eq. (2.9)-(2.12). The formula writes


wn+1

1,i = wn
1,i − ∆t

∆x
(un

i + cn
i )(wn

1,i −wn
1,i−1)+∆t ·Hn

1,i

wn+1
2,i = wn

1,i − ∆t

∆x
(un

i − cn
i )(wn

1,i+1 −wn
1,i)+∆t ·Hn

2,i

(2.27)

where wn+1
r,i represents the unknown characteristic variable (r = 1 or 2) at the

space coordinate xi and at the time instant tn+1 (the identical conventions hold
as well for other variables). As Eq. (2.11) is applied afterwards, the variables p

and u can be subsequently derived from w1 and w2.
Since no significant change of the fluid velocity occurs in the model, the

time step can be initially fixed. According to Von Neumann stability analysis
[106], the numerical scheme is stable if the Courant-Friedrichs-Lewy condition
is fulfilled [107]. Therefore, the maximum Courant number is controlled at the
values close to 0.9, and it is varied with a change in the time instant during
the simulation.

At the computational nodes where the pipe conjunctions are present, instead
of Eq. (2.27), implicit upwind one-step schemes are applied. This treatment
of the boundary conditions of the sub models guarantees a higher coupling
of Eq. (2.27) with the chamber flow equations, and the numerical oscillation
is thus reduced. In addition, the implicit scheme is solved by applying the
Newton-Raphson method at each time step.
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2.4 Results and discussion

The validation figures of the EVI model is reported in Fig. 2.6. The
comparisons between the time history of the EVI experimental pressure and of
the pressure (p4) obtained from the numerical model are present in terms of
nominal pressure (pnom) in the rail and energizing time (ET ) of the current
to the injector. Treating a reference time as t0, t− t0 is a relative time and is
shown as the abscissa of the diagrams. The vertical axis is the fluid pressure
amount differed from 4 MPa. The input HDA mass flow-rate is synchronized
with the EVI experimental data by converging their electrical current signals
along the time axis.

Generally, a satisfactory agreement between the numerical and the exper-
imental data is present in Fig. 2.6 and occurs for other working points (not
demonstrated for the reason of conciseness), although minor discrepancies can
be observed in the tail of the injection rates in Fig. 2.6c, which can be due to
the residue pressure waves triggered in previous engine cycles. Therefore, the
numerical model is capable to catch the vital characteristics of the physical
system with a desirable accuracy.
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Figure 2.6: Experimental and numerical pressure of the EVI instrument.
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Since the model produces a mass flow-rate signal that matches the experi-
mental one of the EVI at the exact position of the pressure sensor in the Bosch
setup, the assumption that the Zeuch method based flowmeter, that is, the
HDA in the present case, provides the real injected mass flow-rate is validated.
In other words, if the HDA mass flow-rate is provided as a boundary condition
to the EVI model, the EVI flow-rate at the right location of its measurement
is accurately predicted and this proves that the assigned boundary condition
effectively is the real injected flow-rate.

Meanwhile, the experimental mass flow-rates of the EVI and of the HDA
pertaining to the same working conditions of Fig. 2.6 are exhibited in Fig. 2.7.
The ordinate reported is normalized into a ratio between the effective one and
a reference one.

Some evident variation between the two curves can be observed in Fig.
2.7. The EVI flow-rates gives a time delay of around 50 µs to those of the
HDA, worsening the detection of the SOI. A slight reduction of the flow-rate
slope appears in the increasing phase of the EVI data. Moreover, although
a finite-impulse-response (FIR) filter with a cut-off frequency of 6 kHz has
been applied to the HDA signal, oscillations remain at the tops of the HDA
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Figure 2.7: HDA and EVI experimental mass flow-rates.
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Figure 2.8: The input and the output mass flow-rates and the internal pressure of
the chamber C1 (model results).

flow-rates, while EVI flow-rate time history is fluent all time long. Above all,
an abnormal tail is present at the end of each injection, which is evidently
unphysical.

In short, both the reduction of the slope and the unphysical tail can be
generalized as a “moving average effect”, which retards the dynamic response
of the EVI device. In the meantime, the time delay of the flow-rate is another
proof of this assumption.

The numerical tests reported in Figs. 2.8-2.18 are all performed under the
working condition of pnom = 800 bar and ET = 600 µs. Whereas the results
and the conclusions can be as well generalized to other conditions.

Fig. 2.8 reports the time histories of the numerical dimensionless EVI mass
flow-rates (Gin,1 and Gout,1) entering and leaving the chamber C1 (cf. Fig. 2.5),
and of the C1 inside pressure. Meanwhile, Gin,1 is also the HDA experimental
data applied as the boundary condition of this model. It can be found that
the increasing phases in both the flow-rates Gin,1 and Gout,1 at the start of the
injection virtually take place at the same time instant. Whereas, pronounced
differences between the same traces can be observed at the rest parts. In
addition, a small tail starts to appear at the ends of both p1 and Gout,1. This is
due to that Gout,1 is determined by the pressure difference between the two sides
of the restrictor R1. The pressure upstream and downstream of R1 are p1 and
pL1. Meanwhile, the pressure upstream (p1) and the downstream (pdo,R1 = pL1)
of the damper R1 are reported in Fig. 2.9. A distinct difference between the
two curves can be observed. Obviously, a delay between the flow-rate Gin,1
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Figure 2.9: pressure upstream and downstream of the damper R1 (model results).
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Figure 2.10: pdo,R1 for different installation conditions of the damper R1 (model
results).

and the pressure rise p1 in the chamber exists due to the hydraulic capacitance
of C1, and Gout,1 to some degree, keeps this delay through R1.

Fig. 2.10 exhibits the possible time history of Gout,1 if the damper R1 is
removed, and it is compared with itself when R1 is present. It can be discovered
that a slight moving average phenomenon arises with the presence of R1. It
is in line with the phenomenon associated with an additional damping source
that a smoothening and a small delay of the curve are demonstrated.

The parametric tests of the chamber inside pressures on the chamber volumes
for C1 and C2 are reported in Figs. 2.11-2.12. The changes demonstrated in
percentages are with respect to the baseline values. Generally, a reduction in
the chamber size improves the dynamic response in the inside pressure, and
vice versa, due to a slowdown effect caused by the hydraulic circuit inertia.
Uniquely, with the chamber size of C1 increased, an even more evident moving
average effect can be observed. On the other hand, the oscillation found in
p1 pertaining to the -95% case is due to the analogous phenomenon in the
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Figure 2.11: p1 for different C1 volumes (model results).
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Figure 2.12: p2 for different C2 volumes (model results).

input mass flow-rate, which is acquired by means of the HDA. As regards to
the chamber C2 (cf. Figs. 2.12), since its original volume is small, no evident
influence in p2 can be found as the volume is modified.

As far as the convergent pipe L1’s impact is concerned, similar to the
investigating method with respect to the effect of the damper R1, L1 has
been replaced by a straight pipe featuring the same diameter of L2, and the
comparison in the simulation results are reported in Fig. 2.13. No obvious
differences can be found in the comparison between the mass flow-rate (Gin,2)
pertaining to "Without Convergent Pipe" and to "With Convergent Pipe".
Whereas, the peak value of the flow-rate Gin,2 in the modified model featuring
only straight pipes is slightly smaller than the original one. This is an contrary
phenomenon with respect to the moving average effect above mentioned.

Furthermore, Fig. 2.14 indicates that the pressure wave amplitude, utilized
to evaluate the injection rate, rises as the flow area of the pipe L1 decreases.
Whereas, during the rising and reducing parts of the curves, the three curves
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Figure 2.13: Mass flow-rates upstream of chamber C2 in the presence and in the
absence of the convergent pipe (model results).
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Figure 2.14: Time histories of the pressures at different sections of the convergent
pipe L1 (model results).

basically converge. This is another proof, in line with result of Fig. 2.13, that
the convergent tube could counteract the phenomenon induced by both R1 and
R1. However, the difference, caused by the convergent tube, in the maximum
value of the pressure signal is smaller than 15%, which is negligible compared
with the pressure difference at the two sides of R1.

Fig. 2.15 demonstrates the time histories of the predicted EVI mass flow-
rate GEV I and of the mass flow-rate (Gin,3) that enters the junction C3. As
well another evident moving average effect can be observed in GEV I , since
the prediction is on the basis of the pressure pattern (p4) in C4. In short, the
Helmholtz resonator, made up of C3, L3 and C4, introduces a smoothening and
a delay between the instrument output signal and the effective flow-rate passes
by the key sensor.

In detail, in the Helmholtz resonator, the tube L3 possesses a relatively
large diameter. As a consequence, neither pronounced pressure differences nor
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high-frequency pressure oscillations can be found between the two chambers.
Meanwhile, the pressures in C3 and C4 are generally unified (cf. 2.16). Therefore,
it is the same effect as that two chambers are integrated into one volume, and
the size of the new chamber is equal to the sum of V3 and V4. In other words,
the influence of Helmholtz resonator is not observed, but a result of appreciable
inertia due to the hydraulic capacitance of the new chamber is distinct.

Fig. 2.17 reports the estimated EVI mass flow-rate GEV I , the mass flow-
rate Gout,3 that leaves the junction C3 and the mass flow-rate GL2, which is
computed 30 mm downstream of C3. No evident difference is observed between
those curves. The maximum value of GEV I is around 3% smaller than that of
the other curves due to the hydraulic inertia above elaborated. Meanwhile, a
slight delay in GL2 is observed compared to Gout,3. This can be ascribed to the
necessary time length, during which the pressure wave propagates. In short,
the estimated injection rate GEV I is capable to simulate the mass flow-rate
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Figure 2.18: Pressure waves along the tube loop downstream of the Helmholtz
resonator (model results).

along the tube L2 downstream of C3, in line with the purpose of the instrument
design.

With the help of the numerical model, the pressure time histories at different
positions along the pipe L2 downstream of the junction C3 are shown in Fig.
2.18. The reported pressure signals have subtracted the static pressure of
40 bar initially set in the instrument. As can be found in Fig. 2.18, the
pressure wave amplitude progressively reduces as the wave propagates along
the duct. Especially, when the wave approaches the location of the residual
pressure control valve (cf. item 9 in Fig. 2.1), the time delay of the wave
even approximates 8 ms, and its maximum value reduces around 20%. The



2.4 Results and discussion 31

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

t - t0 [ms]

0

1

2

3

4

5

6

7

8

9

G
/G

re
f

HDA
Baseline
-  95%
+ 200%

Figure 2.19: Time distribution of GEV I for different C1 volumes and HDA injection
rate (pnom = 800 bar, ET = 1000 µs).

reasons are respectively the pressure wave transmission time and the viscous
dissipation.

In consequence, if the pressure transducer, employed to catch the pressure
wave triggered by the injection events, is far downstream of L2, unacceptable
underestimation of the amplitude and huge delay would alter the output
injection rate. In fact, pEV I is measured at the transducer installed in C4,
which is only approximately 4 cm downstream of the injector tip. Nontheless,
a short delay of 20 µs, which should be considered when the nozzle opening
delay (NOD) of an injector is accurately estimated, remains in the evaluated
mass flow-rate.

Lastly, some results with respect to a large injection are reported in Fig.
2.19. The EVI predicted mass flow-rate (Baseline) is subjected to a delay
and a moving average effect compared to the HDA output injection rate. As
C1 volume is reduced by 95%, the EVI signal tends to approach to the HDA
evaluation. On the contrary, by enlarging the volume of C1 by 200%, the
smoothening originally occurring in the flow-rate rising part even extends to
the stabilized injection phase. Particularly, the analogous phenomenon, seemed
theoretically impossible, has been described in [19], when applying an EVI
device: as a large injection is performed, the injection rate signal increases
while the oil pressure in the high-pressure circuit reduces. Nevertheless, with
reference to the above elaborated moving average effect, it is clear that during
the stabilized injection phase the output injected mass flow-rate is smaller than
its authentic value under the condition of an enlarged C1 (+200%). In that case,
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the mass flow-rate evaluated by means of the EVI firstly gradually approaches
to the correct value, and the flow-rate reducing phase is then retarded.



Chapter 3

Injection system optimization

3.1 Experimental setup

The experimental campaign on the CR and the CF systems has been
performed at the same hydraulic test rig with the identical calibration fluid
mentioned in Sect. 2.1. The Zeuch method-based flowmeter HDA is employed
to evaluate the injected flow-rate time histories. The KMM flowmeters are em-
ployed to continuously detect the injectors recirculated flow-rates. The electric
current distributions are measured by means of a current clamp. Furthermore,
piezoresistive pressure sensors have been mounted in the CR and the CF system
to capture the pressure time history at the electro-injector inlet. Finally, the
rail pressure in the CR system is evaluated by means of the pressure transducer
of the same type, while due to the lack of installation space, the CF system
rail pressure has not been captured. All the hydraulic experiments have been
conducted at a fixed pump speed of 1000 rpm, corresponding to an engine
speed of 2000 rpm for both Sects. 3.2 and 3.3. Since the pump speed does
not alter any boundary conditions of the system, and since the pressure waves
travelling in the high-pressure circuit can be enough damped as the time of
one engine cycle passes by, the obtained conclusions can be generalized to any
other engine speeds.

The KMM device, whose layout is reported in Fig. 3.1, is a positive-
displacement type continuous flowmeter. In such a device, the fuel enters the
flowmeter after passing through a heat exchanger. A damper (cf. item 1 in
Fig. 3.1), installed at the inlet of the flowmeter, then reduces the pressure
pulsations due to the injections. In addition, the KMM consists of a hydraulic
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Figure 3.1: KMM flowmeter layout.

circuit featuring two piezometric pipes connected by means of two horizontal
branches. Within the upper branch, a small displacement volumetric pump (cf.
item 2 in Fig. 3.1), activated by means of an electric motor (cf. item 3 in Fig.
3.1), is located. Meanwhile, a floating piston is mounted at the lower branch.
This piston features a hole, through which, in the condition of equilibrium, the
light beam, given by means of the optical emitter (cf. item 5 in Fig. 3.1), is
intercepted by a receiver (cf. item 6 in Fig. 3.1). This receiver then sends
a drive signal to the motor. When fuel is discharged into the piezometric
tube upstream of the pump, the hydraulic head of this duct increases. The
floating piston thus shifts and obscures part of the light beam. In consequence,
the receiver sends a signal to the motor to activate the pump with a speed
proportional to the degree of dimming of the optical sensor. Until the pump
restores the same elevation head in the two pipes, the piston returns to the
equilibrium position, causing a decrease in the pump speed. Through the above
elaborated method, the system retains the pressure within the two piezometric
duces the same. In result, the pump displacement value and the number of
revolutions, which have been performed to balance the elevation head in the
two ducts, can be correlated to the fuel flow-rate passing through the device.
The KMM flowmeter is capable to accurately evaluate the flow-rate of a stable
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continuous flow. Whereas, it is not designed to characterize pulse-like injection
rates.

3.2 Common-Feeding system

A CR system (cf. Fig. 3.2a) and a CF system (cf. Fig. 3.2b) that adopts
the same high-pressure pump and the same injectors, produced by Nanyue
Fuel Injection Systems Co., Ltd, have been tested. In order to match the
operating condtions of a light duty commercial vehicle engine, the injector of
this type is designed to stably inject from 0.5 mg to 60 mg of fuel per engine
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Figure 3.2: The schematic of the high-pressure circuit of the CR and the CF systems.
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Figure 3.3: The high-pressure pump integrated with the accumulator.

cycle. As regards the CR system, the high-pressure pump is connected to the
common rail, whose standard volume (Vrail) is 12.9 cm3. In order to evaluate
the influence of the accumulator size in a light duty vehicle, a series of rail
prototypes with Vrail = 10 cm3, 4.7 cm3 and 2.1 cm3, manufactured by varying
the internal cylinder diameter with the same length, has been realized. In the
CF system [29], visible in Figs. 3.2b and 3.3, a chamber C with the internal
volume VC = 10 cm3 has been realized. The internal volume of the chamber
features a cross shape. Three chamber prototypes with the same internal
volume shape have been manufactured. Among those, two are equipped with
an additional gauged orifices (dor = 1.2 mm or dor = 1.6 mm). Such orifices
have been manufactured at the connection ports to the injector supplying tubes,
in order to damp the pressure waves transmitted along the high-pressure circuit.
The original common rail pressure transducer (cf. item 5 in Fig. 3.3) has
been mounted in chamber C to evaluate the internal pressure transients. By
adopting this layout, a cost reduction and an easier engine installation can be
achieved. In both the CR and the CF systems, a single cylinder double-acting
hydraulic pump is employed. Furthermore, at the high-pressure side of the
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pump, a solenoid valve (cf. item 2 in Fig. 3.3) is the only means to control
the fuel pressure of the high-pressure circuit, by expelling the excess pumped
fuel back to the tank [108]. Meanwhile, all the high-pressure connecting pipes
feature a length l = 300 mm with a diameter d = 2.7 mm.

All the tests reported in this section were evaluated for the steady state
working conditions referring to fixed pnom and ET values as averages over 100
consecutive engine cycles.

Fig. 3.4 reports the time histories of the inlet pressure (pinj,in), of the
injected mass flow-rates (Ginj) and of the energizing currents for different rail
volumes (Vrail) under two operating conditions (pnom = 1100 bar, ET = 220 µs
and pnom = 1100 bar, ET = 800 µs). Particularly, pinj,in is a key parameter that
affects the general pressure transients in the hydraulic high-pressure circuit, and
the pressure oscillation could be greater as the measuring location is closer to the
injector nozzle. Before the supply of the current signals (0 ms < t− t0 < 0.5 ms),
all the pinj,in pertaining to different Vrail values are quasi horizontal, that is,
stabilized. Thus, ignorable influences are given to the subsequent injections.
Nevertheless, minor fluctuations present in pinj,in, due to that the pressure
waves, triggered in the previous injection cycle, have been damped along the
rail-to-injector pipe, where the pressure transducer is mounted. In addition,
it is noteworthy that the pumping stroke is phased around the start of the
energizing currents of the investigated injector.inj 1.8M mg=

inj 1.8M mg=

𝑀inj = 1.8 mg

(a) pnom = 1100 bar, ET = 220 µs

inj 50.4M mg=

(b) pnom = 1100 bar, ET = 800 µs

Figure 3.4: Comparison on the Ginj and the pinj,in between the CR systems with
different rail volumes.
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As regards a small injection (Minj = 1.8 mg) reported in Fig. 3.4a, the
pinj,in and the Ginj time distribustions are analogous for all Vrail values during
the entire time length (0 ms < t−t0 < 4 ms) shown. Thus, it can be inferred that
the change in Vrail has a minor effect on the performance of small injections.

On the contrary, when a large injected quantity (Minj = 50.4 mg and cf.
Fig. 3.4b) is considered, the initial pinj,in level, circled in Fig. 3.4b, appears to
rise as the accumulator volume reduces. Such a phenomenon can accelerate the
lifting up process of the needle during the nozzle opening phase with a smaller
accumulator. Furthermore, a slightly higher instantaneous value, circled part
of Ginj in Fig. 3.4b, is present in the injected flow-rate rising phase, and in
turn the total injected quantity is altered when a fixed electrical command is
supplied. On the other hand, independently of Vrail, a depression wave arises
immediately when the nozzle starts to inject, and it travels along the hydraulic
pipeline from the injector nozzle to the common rail. During this process,
the wave arrives at the pressure sensor location where pinj,in is measured at
t − t0 ≈ 0.8 ms. As a result of the depression wave, the fuel that reaches the
nozzle from the injector feeding pipe is restricted by the passage between the
needle and the seat in the injector body. A compression pressure wave is thus
generated at t− t0 ≈ 1 ms. Meanwhile, the above mentioned depression wave
reaches the common rail and is reflected as a compression wave, propagating
towards the injector nozzle.

As mass conservation equation is applied to the common rail volume, it is
approximately obtained:

Vacc

c2 · dpacc

dt
= Gpump −Ginj −Gleak (3.1)

in which Vacc is the accumulator (common rail in this case) volume, pacc is the
mean fuel pressure inside of the accumulator, and Gpump, Ginj and Gleak are
respectively the fuel pumped, injected and leaked mass flow-rates with respect
to the high-pressure circuit. Integrating Eq. (3.1) over an engine cycle (Tinj),
the formula writes

Vacc

a2 ·
Ú t0+Tinj

t0

dpacc

dt
= Mpump −Minj −Mleak (3.2)

where t0 is a reference time instant. Since a similar amount of fuel mass
(Minj + Mleak), which is independent of Vrail, is expelled from the injector
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within one engine cycle, and since the pumped fuel amount (Mpump) is as well
approximately the identical, pinj,in curves of the reduced Vrail values initialize
with higher levels. This is purposely controlled by the ECU to converge the
rail pressure time average value to the preset nominal value. The differences
in pinj,in between varied Vrail diminish as the injection is being performed. In
fact, in Fig. 3.4b from t− t0 ≈ 1.6 ms on, the pinj,in profiles turn to be basically
overlapped. At the time instant t− t0 ≈ 2 ms, which is around the EOI, the
nozzle is closed, and a water hammer and the subsequent oscillations can be
observed in pinj,in.

With respect to another operating condition (Minj = 61.4 mg), Fig. 3.5
demonstrates the identical variables as Fig. 3.4. The performance of the
CF configuration, whose internal volume VC = 10 cm3 (without the gauged
orifices), is presented by means of the orange curves. The pinj,in initial value
pertaining to the CF system is between that of the two CR systems with
different Vrail. In turn, the rising part of the Ginj is as well between those of
the CR configurations. This phenomenon confirms that the above mentioned
characteristics are determined by the Vacc.

It can be observed from Fig. 3.5 that the amplitudes and the frequencies of
the free pressure waves that take place after the hydraulic injection events are
influenced by the Vrail. Nevertheless, even though the CF configuration features
VC = 10 cm3, the natural frequency of its pressure wave is approximately 30%
smaller than those of the CR layouts., which feature Vrail = 12.9 cm3 and

inj 61.4M mg=

Figure 3.5: Comparison on the Ginj and the pinj,in between the CR and the CF
systems.
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Figure 3.6: Comparison on the Minj between the CR (Vrail = 12.9 cm3 and 2.1 cm3)
and the CF (without gauged orifices) systems.

Vrail = 2.1 cm3. Such a phenomenon is probably ascribed to the change in the
accumulator shape.

The injector characteristics of the CR and the CF systems are reported
in Fig. 3.6. The results pertain to the CR systems featuring Vrail of two
extreme values and the CF system without the gauged orifices. The CR system
with the minimum Vrail features the maximum slope upon the Minj − ET

curve and the greatest difference in Minj between the two CR systems is
approximately 5.5 mg. The CF system characteristics are analogous to those
of the standard CR (Vrail = 12.9 cm3) system, since the CF system features a
similar accumulator size (VC = 10 cm3). Therefore, it is reasonable to confirm
that the characteristics slope reduces as the size of the accumulator increases
and is virtually independent of the accumulator shape. In addition, this trend
is as well in line with the change in the pinj,in initial value as the accumulator
volume is modified (cf. Fig. 3.4b).

The static leakage measures the fuel amount discharged from one injector
to the recirculation pipe as the pilot valve is closed over one engine cycle
and under steady state. The measurement is carried out by maintaining the
high-pressure circuit of the system at a preset pnom value while no injection
is being performed. Fig. 3.7a reports the static leakages per engine cycle
for the CR systems. When the pnom > 1200 bar, it can be observed that an
evident trend, in which the leakage reduces as the Vrail decreases. Generally,
the stationary volumetric flow-rate following the Hagen-Pouseille expression
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(a) Static leakage (b) Injector inlet temperature

Figure 3.7: Comparison on the Mst,leak and the Tinj,in between the CR systems with
varied Vrail.

can be applied to analyze static leakages. One thus writes

Qleak = K
p̄

µ̄
(3.3)

in which K stands for a geometrical coefficient determined by the pilot valve
layout and by the other possible passages. µ̄ is the mean oil dynamic viscosity,
which is a function of the average values of the p and the T in the injector,
namely, p̄ and T̄ . The variable p̄ retains generally identical in different Vrail as
the pnom is fixed by the ECU, while the Tinj,in, captured at the injector inlet
on the feeding pipe and shown in Fig. 3.7b, demonstrates an analogous trend
with respect to Vrail as that of Mst,leak. Since µ̄ is sensitive to the variable T̄ ,
the differences in the static leakage could be ascribed to a thermal influence.

The dynamic leakage, calculated by subtracting the static leakage from
the total leakage in one engine cycle, provides the leaked fuel quantity going
through the pilot valve as the solenoid in the injector is being energized. Such
quantities are demonstrated in Fig. 3.8. As ET rises, since the pilot valve
opening time length increases, it is pronounced that the dynamic leakage
augments. Moreover, higher the pnom, greater the Mdyn,leak, while no evident
trend in Mdyn,leak can be found with respect to Vrail.

As regards all possible operating conditions of the CR systems over 100
consecutive engine cycles, the coefficients of variation in the injected mass,
measured by means of the HDA, are reported in Fig. 3.9. An injection pattern,
which can be applied to a production engine, should possess a cycle-to-cycle
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Figure 3.8: Comparison on the Mdyn,leak between the CR systems with varied Vrail.

ET [µs]

pnom [bar]

(a) Vrail = 12.9 cm3

ET [µs]

pnom [bar]

(b) Vrail = 2.1 cm3

Figure 3.9: Comparison on the σ between the CR systems with different Vrail.

variation smaller than 10% [29]. All the tested operating points fulfill such
criterion, except a few under pnom = 250 bar and small ET in Fig. 3.9b. Higher
coefficients of variation take place at either small pnom or reduced ET values.
Meanwhile, the σ decreases sharply as the ET rises. On the other hand, it is
obvious that as the Vrail reduces, the cycle-to-cycle dispersion worsens in the
operating zone of Fig. 3.9. The data of the CR system with Vrail = 10 cm3

and 4.7 cm3 follow the identical trend, while are not presented for the sake of
conciseness.
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Figure 3.10: Definitions of NOD and NCD.
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Figure 3.11: NOD of the CR systems with different Vrail.

The nozzle opening delay (NOD), defined as the time interval between the
start of the energizing current and the effective hydraulic SOI, is reported in
Fig. 3.10. The smaller the NOD, the better the injector dynamic response.
The NOD pertaining to the CR systems with Vrail = 12.9 cm3 and 2.1 cm3 are
respectively reported in Figs. 3.11a and 3.11b. For each layout, the data under
the working condtions of one pnom value have been fitted by means of a straight
line. While in fact, it is merely a slight change between the original data and
the fitted ones. As a whole, the NOD augments as the pnom diminishes, since
the higher pressure leads to a greater dynamic leakage flow-rate through the
pilot valve, and the smaller time length is needed to empty the control chamber
[109].

The nozzle closure delay (NCD), which evaluates the time interval needed
by the needle to close the nozzle as soon as the electric current, has been shut
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Figure 3.12: NCD of the CR systems with different Vrail.

down, is exhibited in Fig. 3.12. Similarly, this variable is not influenced by the
Vrail. NCD rises as ET increases, and the NCD − ET curves under greater
pnom values feature greater slopes. If ET is enough long to allow the needle
reaching the upper stroke end, the NCD remains constant as the ET further
augments [109]. Since higher pnom provides a faster dynamic response, the
maximum NCD occurs at reduced pnom values.

Fig. 3.13 demonstrates the same variables as Fig. 3.4 for pilot-main
injections. With respect to each Vrail, the ET s of both the pilot and the main
injections have been determined to achieve the identical injected volumes when
DT is fixed at 3000 µs, where the pressure waves triggered by the pilot injection
do not strongly affect the consecutive main injection. Since the energizing
currents pertaining to different Vrail are analogous, only one current time
distribution is reported. The instantaneous pressure signals are similar between
different Vrail. Thus, the hydraulic events are affected by the pressure dynamics
in an analogous way.

As the injections are about to start, the pinj,in for all Vrail values are
generally horizontal. A depression wave is triggered by the pilot injection,
and immediately a compression wave follows as above explained. Since pilot
injection lasts for quite short time length, as soon as the needle returns to
its seat, the water hammer is formed, and the induced pressure wave as well
transmits along the rail-to-injector pipe. The amplitude of this wave observed
at the injector inlet can be up to 200 bar with a frequency of 1 kHz. As reported
in Fig. 3.13a, the main injection starts when a depression wave arrives at the
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(a) pnom = 1000 bar, Vpil = 2 mm3,
Vmain = 50 mm3 and DT = 400 µs

(b) pnom = 1000 bar, Vpil = 2 mm3,
Vmain = 50 mm3 and DT = 800 µs

Figure 3.13: Comparison on the Ginj and the pinj,in between the CR systems with
different Vrail for pilot-main injections.

Injection fusion

18.56% =σmax=18.56%

Figure 3.14: Comparison on the Vinj between the CR systems for pilot-main injections
(pnom = 1000 bar).

nozzle. While in Fig. 3.13b, with the supplied ET s respectively the identical
as those in Fig. 3.13a for different Vrail, the main injection is in phase with a
compression wave.

The needle lift pertaining to the main injection is possibly significantly
influenced by the pressure internal oil pressure, and the effective injection
duration is thus modified [110]. In fact, the injection duration reported in Fig.
3.13b are longer than those in 3.13a. Consequently, the injected quantities in
Fig. 3.13b are generally greater. Such a phenomenon can as well be observed
in Fig. 3.14, in which the Vinj of the pilot (lower curves) and the main (upper
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curves) injections with respect to DT in the range between 100 µs and 2000 µs
are reported. When DT is below a specific injection fusion threshold (IFT ),
the two injections merge, and the flowmeter is only capable to measure a unique
injection event. Therefore, sharp increases in the main injected quantities are
present below certain DT s, while no corresponding pilot injection values are
reported.

As the values of DT are greater than the IFT , the pilot injected volumes
(Vinj,pil) are generally the same, while the variation in the main injected volumes
(Vinj,main) can be expressed as

σ =
-----Vmain (DT )− V̄main

V̄main

----- (3.4)

in which Vmain(DT ) stands for the main injected volume under a specific DT ,
and V̄main is the mean main injected volume acquired over the entire DT

range. As is shown in Fig. 3.14, the σ reaches up to approximately 20% as DT

provides small values. In addition, the Vinj,main − DT curves fluctuate with
an identical frequency as that of the free pressure waves reported in Fig. 3.13.
This confirms that the Vinj,main is affected by the pressure waves induced by
the pilot injections and propagating along the rail-to-injector pipe.

Fig. 3.15 exhibits the Vinj,main − DT curves for the CF systems. The
identical operating conditions have been implemented as those in Fig. 3.14. It

Figure 3.15: Comparison on the Vinj fluctuations with DT between the CF systems
for pilot-main injections (pnom = 1000bar).



3.3 Injector setup 47

can be inferred that as the gauged orifices are installed at the pump delivery
port in the CF system, the pressure waves in the high-pressure circuit are
probably damped passively. Consequently, the amplitude of the oscillation in
Vinj,main is mitigated. As can be observed in Fig. 3.15, the fluctuation is more
attenuated with a smaller dor. Moreover, the tests, which have been carried out
in a previous study, shows that the passive wave damping method, by means
of gauged orifices, can reduce the injected volume up to 8% [110]. In result,
the maximum injected flow-rate can be limited when the orifices are mounted
in the CF system.

3.3 Injector setup

Two series of state-of-the-art injection systems, featuring respectively CRI
2.18 and CRI 2.20 solenoid injectors, have been tested. The pump applied to
these two systems are identical, in order to compare their performance within
the short DT range. In fact, the hydraulic layouts design of these two types of
injectors feature vital differences.

3.3.1 Closely-coupled multiple injections

Fig. 3.16a schematically presents the injection regimes that can take place
in double injections as the DT (cf. Fig 3.16b) is varied. Fig. 3.16b reports
the patterns of the current I (dashed curve) and of the injected mass flow-
rates Ginj (continuous curve) in pilot-main and main-after injections. In Fig.
3.16a, the solid curve marked with 1 refers to main-after injections, while the
dashed-dotted curve marked with 2 stands for pilot-main injections. Outside
the range of DTmax < DT < DTcr, the solid curve is as well in force for pilot-
main injections, whereas it is noteworthy that in fact, the DTcr is different
for diversified working conditions no matter they are pilot-main or main-after
injections. If the DT is long enough, that is, in the field of the conventional
DT for production engines (DT > DTcr), fluctuations occur in the overall
injected mass (Mcum), due to the oscillation of the second injected mass. The
reason is that the pressure waves, triggered by the needle closure of the first
injection, propagate forward and backward through the high-pressure circuit of
the system and induce a modification of the effective injection time length of
the second injection [109].
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1
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Mcum

DTmax DTsat DTcr DTIFT

(a) Schematic of the Mcum −DT curve

(b) Schematic of double injections

Ginj Ginj

(c) Schematic of boot injections

Figure 3.16: Double injections realized by means of solenoid injectors.

The schematic of Mcum −DT curves present an evident rising trend as the
DT reduces into DT < DTcr. The vital cause of such an anomalous increase in
Mcum is that the interference between the injector internal hydraulic dynamics
and the mechanical transients, triggered by the first shot, affecting the second
injection [35]. In fact, if the first injection is closely-coupled to the second
one (DT < DTcr), the fuel pressure in the injector control chamber has not
been restored when the energizing current pertaining to the second shot is
switched on. The NOD of the second shot thus reduces compared with that
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occurs in the range of DT > DTcr. Meanwhile, a higher maximum needle lift
can be reached as DT < DTcr, if the needle valve of the injector is ballistic.
Therefore, either Mmain of the pilot-main injection or Mafter of the main-after
injection augments as DT reduces within the range of DTmax < DT < DTcr.
Such interference between the two injections culminates with injection fusion,
which unites the two injected flow-rate time distributions. Since NCD generally
exists to close the nozzle after the end of the electric current, even though the
electrical commands pertaining to the two injections are separated, the needle
cannot finish the stroke to reach its seat when the second upstroke phase starts.

The minimum electric DT value, with which two consecutive injection rate
time histories remain distinct, is referred to as injection fusion threshold (IFT )
[35]. In this study, three practical criteria have been applied to identify the
IFT in Sect. 3.3.2. Digital rate-shaping techniques, referring to DT values
slightly greater than the IFT , perform hydraulic shots within the range of
closely-coupled injections. While injection fusion strategies (DT < IFT ), can
be adopted to realize continuous rate-shaping patterns (cf. Fig. 3.16c) by
means of solenoid injectors. These injection patterns provide the possibilities
that solenoid injectors are capable to achieve boot injections of the direct
acting piezoelectric injectors. In addition, the initial injection rate level of the
boot-like injections can be adjusted by modifying the ET of the first injection.

The primary difference between the solid curve marked with 1 and the
dashed-dotted curve marked with 2 in Fig. 3.16a is a saturation like condition,
which takes place in the main-after injection curve but disappears in the pilot-
main injection one. This condition provides a minor variation in Mcum as DT

reduces from DTsat to DTmax. Within this DT range, the needle seat passage
flow-area basically exceeds that pertaining to the nozzle holes, due to the high
needle lift. Therefore, any modifications in the DT value merely give minor
changes in Mcum [35].

3.3.2 IFT determination criteria

The original IFT determination criterion was developed on the flow-rate
results obtained by means of Bosch method based flowmeters [109], such as
the EVI device. The pilot-main injection (pnom = 1250 bar, ETpil = 270 µs,
ETmain = 530 µs) and the main-after injection (pnom = 750 bar, ETmain =
670 µs, ETafter = 310 µs) flow-rate time histories with different DT s, captured
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Figure 3.17: Injection flow-rates under different DT s captured by EVI.

by the EVI device, are shown in Figs. 3.17a and 3.17b, respectively. Due to
the working principle of Bosch method-based flowmeters, every single injection
flow-rate time history ends with a tail, which has not any physical meaning
[13]. IFT cannot therefore be easily determined by evaluating whether the
flow-rate time histories that pertain to two consecutive injection events are
merged. An approximate method can be used: the latter part of the flow-rate
curve pertaining to the first shot and the initial part of the flow-rate curve
pertaining to the second shot are approximated with straight lines (cf. dashed
lines in Figs. 3.17a and 3.17b). IFT is determined when the intersection
point between these straight lines occurs at a virtually nil flow-rate value. For
the considered working conditions, the IFT occurs at DT = 160 µs for the
pilot-main injections (cf. Fig. 3.17a) and at DT = 620 µs for the main-after
injections (cf. Fig. 3.17b).

By using Zeuch method-based flowmeters, such as HDA and Mexus [11],
the injections do not show any anomalous tail after the nozzle closure event.
Furthermore, Zeuch method-based flowmeters can as well provide a measure-
ment of the injected mass. Three newly developed criteria are here proposed
for identifying IFT in Zeuch method-based flowmeters.

The first method relies on the injected mass. If two injections are merged,
the total injected mass is correctly measured, whereas the injected masses
pertaining to each shot cannot be accurate. With reference to the same
nominal pressure and ET values shown in Fig. 3.17, Figs. 3.18a and 3.18b
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Figure 3.18: Injected masses under different DT s (IFT1 determination).

report the pilot and the after injection mass values, respectively, as measured by
HDA. Fig. 3.18a shows that the measured pilot injected mass at DT = 100 µs
presents a greater value than the nominal one, while it is smaller than the sum
of the pilot and main quantities: this abnormality means that injection fusion
happens at this working point with a certain percentage of probability and the
corresponding DT is marked as IFT1.

A similar method can be adapted to main-after injections in Fig. 3.18b.
However, the difference compared to Fig. 3.18a, in which the pilot injected mass
keeps constant in the absence of fusion, is that, as already mentioned, when
DT reduces below DTcr, the after injection mass should gradually augment.
This occurs up to DT = 560 µs in Fig. 3.18b, whereas, for lower DT values
than this threshold, the HDA estimated after injection mass results to reduce
abruptly, thus highlighting that a part of the after injection is computed in the
main injected mass, consistently with a fusion phenomenon occurrence. As a
result, DT ≈ 560 µs is regarded as the IFT1.

The second method for determination of IFT is based on the flow-rate
curves shown in Figs. 3.19a and 3.19b (the working conditions are the same
as in Fig. 3.17), which are acquired by means of Mexus. The injection fusion
threshold is here defined as the greatest DT for which no flow-rate value
between the two electric current time histories is equal or below zero. Therefore,
the pilot-main injection IFT (marked as IFT2) occurs at DT = 110 µs, while
the main-after injection IFT2 is at DT = 560 µs. The IFT2 of pilot-main
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Figure 3.19: Injection flow-rates under different DT s (IFT2 determination).

(a) Pilot-main injections (IFT2)
1: pnom = 500 bar, ETpil = 340 µs;
2: pnom = 750 bar, ETpil = 310 µs;
3: pnom = 1000 bar, ETpil = 290 µs;
4: pnom = 1250 bar, ETpil = 270 µs;
5: pnom = 1500 bar, ETpil = 250 µs

(b) Main-after injections (IFT2)
1: pnom = 500 bar, ETmain = 830 µs;
2: pnom = 750 bar, ETmain = 670 µs;
3: pnom = 800 bar, ETmain = 600 µs;
4: pnom = 1000 bar, ETmain = 560 µs;
5: pnom = 1250 bar, ETmain = 530 µs;
6: pnom = 1500 bar, ETmain = 480 µs

Figure 3.20: The IFT s based on the 2nd criterion.

and main-after injections are shown in Figs. 3.20a and 3.20b, respectively, for
different working conditions. However, due to the pressure transients in the
measuring chamber of Zeuch method-based flowmeters, it is possible that the
flow-rate value between the two current time histories goes below zero even
in the presence of merged injection. As a consequence, there is the possibility
that fused injections are regarded as two distinct injection events.
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Figure 3.21: Injection flow-rates under different DT s (IFT3 determination).

For HDA, when DT is close to IFT , a flow-rate peak is observed at the
beginning of the second injection (cf. the circled areas in Figs. 3.21a and
3.21b). Such a phenomenon also occurs in the corresponding flow-rates data
acquired by means of the Mexus, (cf. Fig. 3.19), but is not detected in the
flow-rate profiles pertaining to the EVI device (cf. Fig. 3.17), which, as already
mentioned, is a Bosch method based flowmeter. The peak takes place at slightly
lower DT s than IFT2 and there is satisfactory repeatability under different
nominal pressures. A compressed wave, triggered by the closure of the needle
at the end of the former shot, is reflected at the injector inlet as a compressed
wave and is transmitted to the nozzle, thus inducing the flow-rate peak. As a
consequence, the largest DT for which this peak can be observed is treated as
the third criterion and gives rise to IFT3. In Fig. 3.21, IFT3 is 130 µs for the
pilot-main injections and is 600 µs for the main-after injections.

It can be inferred that the injection fusion threshold determined according
to the three new criteria is generally smaller than that obtained on the basis
of the EVI data. This proves that the Bosch method based flowmeters can
lead to higher possibility of inaccuracy in the estimation of IFT . Since the
IFT2 values are generally intermediate between those of IFT1 and IFT3,
the three criterions have been compared by assuming IFT2 as the reference.
With reference to pilot-main and main-after injection data reported Fig. 3.20,
quantities ∆IFT1 = IFT1 − IFT2 and ∆IFT3 = IFT3 − IFT2 are plotted in
Figs. 3.22a and 3.22b respectively. It should be noted that there is no overlap
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(a) Pilot-main injections (b) Main-after injections

Figure 3.22: Analysis of the differences between IFT1, IFT2 and IFT3.

between the bars of the graphs. Furthermore, for working conditions 1, 5 in
Fig. 3.22a and 2, 4-6 in Fig. 3.22b, IFT1 ≈ IFT2 and hence ∆IFT1 = 0.

3.3.3 Cycle-to-cycle dispersion analysis

The cycle-to-cycle dispersions in Mcum, evaluated by means of the HDA
instrument under varied DT values for the pilot-main injections (pnom =
1250 bar, ETpil = 270 µs and ETmain = 530 µs) and the main-after injections
(pnom = 750 bar, ETmain = 670 µs and ETafter = 310 µs), are reported in Figs.
3.23a and 3.23b. As regards the pilot-main injections plotted in Fig. 3.23a, the
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(b) Main-after injections
pnom = 750 bar, ETmain = 670 µs,

ETafter = 310 µs

Figure 3.23: Cycle-to-cycle dispersion in Mcum for double injections.
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IFT2 is approximately 130 µs, and with respect to the main-after injections
demonstrated in Fig. 3.23b, the IFT2 value is around 560 µs. It is distinct that
the cycle-to-cycle dispersions evidently ascend as the DT values are close to
the corresponding IFT2. Whereas, if the DT is small enough compared to this
threshold (DT ≤ DTmax in pilot-main injections or DT ≤ DTsat in main-after
injections), the cycle-to-cycle dispersions in Mcum descend and turn to be
comparable to those for the DT longer than 600 µs for pilot-main injections or
700 µs for main-after injections.

Generally, in Fig. 3.23 the DT ranges, in which the cycle-to-cycle dispersions
are relatively high, match the DT intervals of the corresponding Mcum −DT

graphs, where the Mcum rising rate by decreasing DT is great (DTmax < DT <

DTcr in Fig. 3.24a and DTsat < DT < DTcr in Fig. 3.24b). Furthermore, IFT2

generally takes place in the center of the zone where Mcum increases sharply by
reducing DT , while it can be as well close to DTmax for pilot-main injections.

Fig. 3.25 reports some of the mass flow-rates acquired by means of HDA for
25 consecutive engine cycles with respect to some typical operating points. Fig.
3.25a reports the injection rate time distribution referring to the maximum
cycle-to-cycle dispersion in Fig. 3.23a. Two distinct families of injection flow-
rate time histories can be observed, and this point as well refers to an irregular
trend of the Mcum −DT curve in the vicinity of DT = 150 µs in Fig. 3.24a.

On the basis of the dispersion data reported in Fig. 3.23, as the standard
deviation starts to increase when DT reduces, such as DT = 300 µs for pilot-
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Figure 3.24: Injected mass depending on DT for double injections.
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(a) pnom = 1250 bar, ETpil = 270 µs,
DT = 150 µs, ETmain = 530 µs
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(b) pnom = 1250 bar, ETpil = 270 µs,
DT = 200 µs, ETmain = 530 µs
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(c) pnom = 1250 bar, ETpil = 270 µs,
DT = 300 µs, ETmain = 530 µs
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(d) pnom = 750 bar, ETmain = 670 µs,
DT = 560 µs, ETafter = 310 µs
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(e) pnom = 750 bar, ETmain = 670 µs,
DT = 800 µs, ETafter = 310 µs

Figure 3.25: Cycle-to-cycle dispersion in injection rates.

main injections shown in Fig. 3.25c and DT = 560 µs for main-after injections
demonstrated in Fig. 3.25d, some variations in the injected flow-rate time
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histories can be detected. Whereas, no distinct different families of the flow-
rates can be found in those two figures. In addition, if the cycle-to-cycle
dispersions in the Mcum are enough low, such as DT = 200 µs reported in
Fig. 3.25b and DT = 800 µs exhibited in Fig. 3.25e, the injection rate time
distributions for different engine cycles are generally coincident.

All of the previously discussed proofs indicate that the increase in the cycle-
to-cycle dispersion of Mcum correlates well with the slope of the Mcum −DT

curve in the region of DTmax (or DTsat) < DT < DTcr. A great value of
the slope or the presence of the irregular variations in the same slope in Fig.
3.24 induce an augment in the cycle-to-cycle dispersion of Mcum. Such a
phenomenon significantly worsens the coefficient of variation of the indicated
mean effective pressure and turns to be the primary obstacle to fully exploit the
benefit of digital and continuous rate-shaping strategies in solenoid injectors
[99].

Therefore, if the interval of DTmax (or DTsat) < DT < DTcr can be short-
ened or shifted, there will be wider suitable and exploitable DT range, in
which low dispersions in the Mcum occur. Continuous and digital rate-shaping
techniques can be thus more efficiently applied.

3.3.4 Numerical model

The numerical tests have been conducted based on a previously developed
1D diagnostic model of a CR system, featuring a solenoid injector equipped with
a pressure-balanced pilot valve. Fig. 3.26 reports the schematic of the model in
which CRI 2.18 injector is adopted [111]. The model contains the high-pressure
circuit of the injection system with one detailed injector submodel, in which the
hydraulic, the mechanical and the electromagnetic components are simulated.
In short, the hydraulic portion of the model is a network of 0D chambers, in
which the pressure is uniform, connected by means of either calibrated orifices
or 1D pipes.

The fluid dynamics along the 1D pipes is governed by the generalized Euler
partial differential conservation equations of mass and mementum balance:

∂

∂t

 ρ

ρu

+ ∂

∂x

 ρu

ρu2 +p

=
 0

−4τw/D

 (3.5)
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Figure 3.26: Schematic of the numerical model of the CR system.

in which τw models the wall shear stress, including both a steady-state term
and a frequency dependent friction term as discussed in Sect. 2.3.1. Since no
energy equation is considered and an iso-thermal evolution is applied, the state
equations are adopted to compute the effects due to the fuel compressibility.

As regards the mechanical parts, the needle and the pilot valves are gov-
erned by Newton equilibrium ordinary differential equations. Furthermore,
the electromagnetic force (Fm) that acts on the pilot valve is expressed as a
function of the energizing current (I)

|F m| = N2I2

2µ0R2 ( 1
Σ1

+ 1
Σ2

) (3.6)

where N represents the number of injector solenoid windings, R is the reluctance
of the entire magnetic circuit, varying linearly with the lift of pilot valve [112],
µ0 stands for the magnetic constant and Σ are the cross sections of the magnetic
circuit. The first of these cross sections is delimited by the internal surface of
the recirculation passage and by the solenoid internal area, while the second is
confined by the solenoid external surface and by the anchor.

The energizing current time history supplied to injector solenoid and the
rail fuel pressure time distributions are applied to the numerical model as the
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boundary conditions. Among those, the rail presure data allows the effects of
the pressure control system and of the pump to be considered [111].

Some challenging model validation examples of the injector inlet pressure
time history and the injection rate are reported in Fig. 3.27. Moreover,
Mcum −DT curves of the same injection system for both pilot-main and main-
after injections are as well plotted in Fig. 3.28. In general, the agreement
between the numerical and the experimental data plotted in Figs. 3.27 and 3.28
confirms the reliability of the model for the simulations in multiple injections.
Particularly, the satisfactory estimation of the injector internal pressure time
history indicates a good accuracy of the hydraulic section within the model.
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(c) pnom = 1600 bar, ETmain = 440 µs,
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Figure 3.27: Injected mass flow-rates and injector inlet transients model validation
tests under different operating conditions.
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Figure 3.28: Overall injected mass model validation tests under different operating
conditions.

Moreover, the accurate prediction of the NOD, NCD and the injected flow-rate
guarantees the reliability in the calculation of IFT2.

3.3.5 Methodology applied in the parametric tests

Numerical tests have been conducted to evaluate the effects of the key
parameters of the CRI 2.18 injector layout on continuous and digital injection
rate-shaping techniques. As one parameter is modified, the injected fuel
quantity under the fixed values of ET , of DT , and of pnom generally varies. In
consequence, in order to avoid significant variation in the hydraulic effects, the
ET s of the double injection have been calibrated in the parametric tests to
maintain the mass injected per shot by fixing pnom and when DT is sufficiently
large.
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Figure 3.29: Mcum as a function of DT (pnom = 1600 bar, Mmain = 20 mg), Mafter =
2.5 mg.

Fig. 3.29 plots the Mcum as results of different methods applied for the
parametric tests. The solid curve without symbol is the numerical result of
Mcum data for a main-after injection working condition (pnom = 1600 bar,
ETmain = 440 µs, ETafter = 220 µs, Mmain = 20 mg and Mafter = 2.5 mg)
based on the original setup of the injector. In addition, both the continuous
curves with triangle and star symbols correspond to the injector layout with
one identical parameter modified. The curve with triangle symbols refers to the
same ET s as the original setup, while in the curve with star symbols, the ET s
have been tuned in order to retain the original injected mass (Mmain = 20 mg
and Mafter = 2.5 mg) under the working condition with a relatively large DT .

By taking into account that the first injection takes place at pnom = 1600 bar,
ETmain has been preliminarily adjusted in the modified injector to match the
nominal Mmain. In result, the pressure waves induced by this shot turn to
be analogous to that of the original injector working at the same pnom and
Mmain levels. A relatively large DT value (700 µs for main-after injections
tests in the present investigations) has been chosen to adjust the ETafter to
basically restore the injected quantity of the after injection pertaining to the
original injector. By applying this method, new ET s are selected respectively
for the main and the after injections, and the DT value should be progressively
modified in order to synchronize the pressure waves with those pertaining to
the same working condition performed by means of the original injector. In
results, the dashed-dotted curve with star symbols pertaining to the modified
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injector is derived. Similarly, pilot-main injection tests can as well be adjusted
by adopting the same method. Whereas ETpil should be initially selected, and
the relatively large DT value is chosen as 600 µs in this case.

It is noteworthy that the prail time distributions, captured under the
operating conditions by means of the original injector, has been applied to the
numerical model as one boundary condition as well for the modified injector.
Since the newly triggered pressure waves by adopting the above mentioned
method can reproduce the analogous phenomena from hydraulic point of view,
and the modifications in the parametrical analyses generally concern details
of the injector layout, which has minor effects on the dynamics of prail, the
original hydraulic boundary condition can be thus generalized in those cases to
couple the responses of the pump and of the pressure control system.

However, in the investigations of the delivery chamber volume (Vdc), the
prail value is assumed to be constant, since an evident change in Vdc can
significantly affect the prail trace. In this case, the ET s pertaining to the two
shots in the considered double injections have been separately adjusted in order
to reproduce the nominal injected mass by means of two purposely-designed
numerical tests on the modified injectors with the new Vdc value performing
single injections.

3.3.6 Results of the parametric tests

The parametric analyses have been conducted on the numerical model
referring to a CRI 2.18 injector (cf. Fig. 3.30). All the tests have been
performed on the DT sweeps of the working conditions reported in Tab. 3.1.
Figs. 3.31-3.39 demonstrate the Mcum − DT graphs as the injector setups,
listed in Tab. 3.1, are modified. Besides, in the legends of the plots, the IFT

(the IFT2 discussed in Sect. 3.3.2) values pertaining to each investigated values
of the modified setup variables for pilot-main injections are presented.

The first group of the tests has been conducted on the diameter of the
control piston (cf. dcp in Fig. 3.30). Figs. 3.31a and 3.31b respectively report
the DT sweeps for the pilot-main injections and for the main-after injections.
The variations in dcp investigated are up to ±4%, based on the baseline value,
since the performance of the injector is quite sensitive to this variable, and a
modification of 4% of the value can induce a significant change in the injected
flow-rate patterns. In fact, the objective of this investigation is to optimize
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Figure 3.30: Investigated solenoid injector (CRI 2.18 injector).

Table 3.1: Working condtions and the parameters analyzed

Working conditions

pilot-main pnom = 1000 bar, Mpil = 2.5 mg, Mmain = 20 mg
main-after pnom = 1600 bar, Mmain = 20 mg, Mafter = 2.5 mg

Parameters analyzed

1 diameter of the control piston (dcp)
2 external diameter of the needle (dne)
3 hole A diameter (dA)
4 hole Z diameter (dZ)
5 air gap (Lgap)
6 maximum current level (Lmax)
7 needle valve cone angle (α)
8 delivery chamber volume (Vdc)
9 control chamber volume (Vcc)

the injected flow-rate performance in the vicinity of IFT without modifying
evidently the injection rate time distributions.
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Figure 3.31: DT sweeps for different values of dcp.

As regards the pilot-main injections plotted in Fig. 3.31a, no saturation
point is observed in Mcum as DT decreases, and DTmax takes place below
100 µs. Whereas the saturation presents distinctly in the main-after injections
reported in Fig. 3.31b. As above discussed, the Mcum values have been adjusted
to be generally identical with different parameters set at DT = 600 µs in Fig.
3.31a and at DT = 700 µs in Fig. 3.31b, while Mcum vary as DT reduces.

An increase in dcp enlarges the area on which the fuel pressure in the control
chamber acts. Thus, the force that closes the needle valve turns to be amplified.
If a ballistic injector is adopted, the maximum needle lift during one hydraulic
injection tends to be lowered, and the NOD reduces. Such a decrease in the
NCD of the former injection leads to a reduction in the IFT (cf. Fig. 3.31a).
Meanwhile, as dcp is amplified, for both the pilot-main and the main-after
operating conditions, the Mcum −DT curves in Fig. 3.31 tend to move to the
left. Moreover, DTsat in Fig. 3.31b shifts for approximately 50 µs, from around
200 µs to about 150 µs, when a change of +4% is provided to dcp starting from
the baseline value. However, no distinct alteration in DTmax can be found in
the both graphs in Fig. 3.31. In addition, with the same alteration of the dcp

value, a reduction in DTcr as well as in the interval of DTsat < DT < DTcr is
thus obtained (cf. 3.31b).

The results of the parametric analyses on the external diameter of the needle
(cf. dne in Fig. 3.30), reported in Fig. 3.32, are analogous to those pertaining
to the variable dcp (cf. Fig. 3.31). Indeed, an increase in dne amplifies the
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Figure 3.32: DT sweeps in the main-after injections for different values of dne

(pnom = 1600 bar, Mmain = 20 mg, Mafter = 2.5 mg).

pressure force that opens the needle valve. In result, an enlargement in dne

is expected to exert an analogous influence as a decrease in dcp. Fig. 3.32
confirms this hypothesis in the case of main-after injection patterns. As dne

rises, the DTcr value as well as the interval of DTsat < DT < DTcr progressively
increase.

Figs. 3.33 and 3.34 respectively exhibit the numerical tests pertaining to
hole A diameter (dA) and hole Z diameter (dZ). Among those Figs. 3.33a
and 3.34a display the influence of the values of the dA and of the dZ on the
pilot-main injection performance, while Figs. 3.33b and 3.34b report the effects
of the same parameters on the DT sweeps in main-after injections.

100 200 300 400 500 600

DT [s]

0.9

1.0

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

M
cu

m
 / 

M
re

f

Baseline
+ 2%
+ 5%
+ 10%
- 2%
- 5%
- 10%

dA IFT (μs)

Baseline 150

+ 2% 155

+ 5% 155

+ 10% 165

- 2% 150

- 5% 145

- 10% 140

(a) Pilot-main injections
(pnom = 1000 bar, Mpil = 2.5 mg,

Mmain = 20 mg)

100 200 300 400 500 600 700

DT [s]

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

M
cu

m
 / 

M
re

f

Baseline
+ 2%
+ 5%
+ 10%
- 2%
- 5%
- 10%

(b) Main-after injections
(pnom = 1600 bar, Mmain = 20 mg,

Mafter = 2.5 mg)

Figure 3.33: DT sweeps for different values of dA.
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Figure 3.34: DT sweeps for different values of dZ .

When dA is enlarged, the emptying process of the control chamber turns
to be faster. As a result, NOD diminishes, and the peak needle lift becomes
higher. On the other hand, as dZ reduces, the control chamber discharging is
faster, and the refilling of the chamber after the current command becomes
slower. The latter effect in turn augments the NCD value. As is observed in
Figs. 3.33b and 3.34b, either an increment in dA (up to +10% is feasible) or
a reduction in dZ (up to -10% is feasible) enlarges the values of DTsat, DTcr

and IFT as well as the interval of (DTcr −DTsat). Moreover, the simulations
results display that the injector performance is more sensitive to dZ than to
dA.

The DT sweeps of the pilot-main and the main-after injections for the
variable of the air gap (Lgap) are demonstrated in Fig. 3.35, while the results
of the same tests on the maximum current level (Imax) provided to the solenoid
are reported in Fig. 3.36. The electromagnetic force that lifts the pilot valve
augments, when either Lgap diminishes or Imax grows. Under both situations,
the opening time lengths of both the pilot valve and the needle valve increase.
In result, the IFT is enlarged and the curves of Mcum −DT shift to the right.

As can be observed in Figs. 3.35 and 3.36, DTsat is affected by the Lgap

and the Imax to different degree and in opposite ways. A certain increment
(reduction) in Lgap has the identical effects on the DTmax, the DTsat and the
DTcr as a smaller decrease (increase) in the Imax. Furthermore, a modification
of the Imax even shifts the DTmax location in Mcum −DT curves for pilot-main
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Figure 3.35: DT sweeps for different values of Lgap.
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Figure 3.36: DT sweeps for different values of Imax.

injections. Similarly, the slopes of the same curves and the DTcr value vary
significantly. As Imax differs by 20−40%, remarkable corrections in the ET s are
required to retain the identical injected mass when DT > DTcr. Whereas the
interval of DTsat < DT < DTcr generally maintains. Moreover, the dynamics of
both the mechanical components and the hydraulic response basically remain
after the modifications of the electromagnetic parameters.

Figs. 3.31-3.36 report the effects of the parameters, which appreciably affect
the performance of the double injection DT sweeps. On the other hand, Figs.
3.37-3.39 refer only to the hydraulic variables. Fig. 3.37 is related to the needle
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(pnom = 1000 bar, Mpil = 2.5 mg,
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Figure 3.39: DT sweeps in the pilot-main injections for different values of Vcc

(pnom = 1000 bar, Mpil = 2.5 mg, Mmain = 20 mg).

valve cone angle (cf. α in Fig. 3.30); Fig. 3.38 is connected to the volume of
the delivery chamber Vdc (cf. item 8 in Fig. 3.30); Fig. 3.39 is linked to the
volume of the control chamber Vcc (cf. item 4 in Fig. 3.30).

The needle valve cone angle generally varies the flow area between the
needle and its seat (cf. 3.37). Whereas, the parametric analyses are carried
out when the ET s have been adjusted to respectively realize the same injected
mass as the baseline tests for DT > DTcr. α does not exert any evident effect
on the DT sweeps. The similar phenomena have been discovered in the same
analyses of the main-after injection, which have been omitted for the reason of
conciseness.
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Finally, no significant influence of Vdc and Vcc can be found on the DT

sweep results of the pilot-main injections (cf. Figs. 3.38 and 3.39). In short,
although Figs. 3.37-3.39 solely display the pilot-main injection results, it has
been verified that similar conclusions, which are the minor influences of α,
Vdc and Vcc on the DT sweeps, can be extended to the main-after injection
patterns.

3.3.7 Benchmark between injectors with Minirail and
without it

Two injection systems equipped with the same high-pressure pump and
the same common rail are adopted in the experimental campaign, while the
only difference between the two systems are respectively the installed CRI
2.18 (without Minirail and cf. Fig. 3.40) and CRI 2.20 (2 cm3 Minirail is
integrated with the delivery chamber and cf. Fig. 3.41) injectors. DT sweeps
on pilot-main injections have been conducted in the range of closely-coupled
injections and of injection fusion at the hydraulic test bench. The ET s have
been initially selected in order to achieve Mpil = 2.5 mg and Mmain = 20 mg
at DT = 600 µs, and then the DT has been gradually lowered.

Figure 3.40: CRI 2.18 solenoid injector.
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Figure 3.41: CRI 2.20 solenoid injector.

The overall injected mass Mcum and the percentage cycle-to-cycle dispersion
data, which have been evaluated by means of the HDA, are plotted in Figs. 3.42
and 3.43. In general, as regards both systems, when DT diminishes below DTcr,
the Mcum augments rapidly, except for the DT range, where the anomalous
reduction of Mcum takes place in the results of CRI 2.20 system (cf. the interval
of 170 µs < DT < 200 µs in Fig. 3.42). The values of IFT are similar with
respect to both the systems as displayed in Fig. 3.42. In short, IFT changes
as ETpil or pnom varies. Therefore, comparisons on IFT pertaining to different
systems are influenced by the investigated operating conditions. Moreover,
based on the parametric tests above performed, it has been elaborated that
even if the injector typology has been initially selected (such as the CRI 2.18
or the CRI 2.20), IFT can possibly differs with the mechanical, the hydraulic,
and the electromagnetic setups as well as the fuel thermal states in the injector.
In result, values of IFT under a selected operating condition can be discrepant
for an injector type, if these data pertain to two injector samples, which equip
different features of the pilot stage, of the needle or of the nozzle.

Similarly, it is as well confirmed in Fig. 3.43 that the cycle-to-cycle dispersion
achieves the maximum values around the DT ranges of the IFT for both
systems. With regards to the CRI 2.20 system, the abnormal reduction in the
Mcum within the DT range of DTmax < DT < DTcr occurs in the right vicinity
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Figure 3.42: DT sweeps in the pilot-main injections for the systems of CRI 2.18 and
of CRI 2.20.
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Figure 3.43: Cycle-to-cycle dispersions in the pilot-main injections for the systems of
CRI 2.18 and of CRI 2.20.

of the IFT (cf. Fig. 3.42) and the phenomenon can be thus ascribed to the
instability related to the injection fusions.

On the other hand, the DTcr are substantially varied for those two systems.
Particularly, the DTcr values and the intervals of DTmax < DT < DTcr are
evidently smaller in the results of the CRI 2.20 injector, and those provide a
better performance in the digital rate-shaping strategy for the injectors of this
type.

The dynamic responses of the solenoids equipped by those two injectors
under a constant voltage have been evaluated, and it has been observed that the
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results are similar. In addition, the design data of the primary electromagnetic
variables, such as Lgap, Imax and the number of injector solenoid windings,
provide analogous electromagnetic force to the pilot valves for the both injectors.
Finally, the delivery chamber (or the Minirail) size (cf. item 8 in Fig. 3.30)
merely provides a minor effect on DTcr, as explained with Fig. 3.38. Therefore,
the change in the performance of the injectors cannot be ascribed to this
parameter.

The injectors of CRI 2.18 and of CRI 2.20 have been disassembled in order
to measure the key geometrical parameters. The similar dA values are adopted
by the both injectors. Whereas, the dZ of the CRI 2.20 injector is approximately
three times of the that for the CRI 2.18. The parametric analyses have verified
that an augment in dZ can reduce all values of DTsat, DTcr and (DTcr −DTsat).

Since the Minirail is equipped by the CRI 2.20 injector, the unique mobile
mechanical element in the high-pressure circuit is the needle, linking the control
chamber and the nozzles. Meanwhile, in the CRI 2.18 injector body, two mobile
mechanical components, the needle and the control piston (cf. items 7 and 6 in
Fig. 3.30), are present. In order to compare the pressure forces that control the
nozzle opening and closure between the two injectors, an equivalent area ratio
(EAR) of the active surfaces present in the control chamber to those designed in
the delivery chamber and around the nozzle has been introduced and calculated
by experimentally measuring the dimensions. The active surfaces that in the
control chamber determine the pressure force, which tends to push down the
needle. While the pressure forces, exerted in the delivery chamber and on
the nozzles, is capable to pull up the needle. It has been evaluated that the
CRI 2.20 EAR is around half of that for CRI 2.18 injector. It can be inferred,
based on the parametric analyses above performed, that a decrease in EAR

can enlarge both DTcr and (DTcr − DTsat). Even though the influence of a
reduction in EAR mitigates the influence of an increment in dZ , the values
of DTcr, DTsat as well as (DTcr − DTsat) for main-after injections, sharply
decrease passing from the CRI 2.18 injector to the CRI 2.20 injector.

It is noteworthy that the conclusions of the measurements of the internal
features of the CRI 2.18 and the CRI 2.20 injectors are in line with the
parametric analysis conclusions. It has been as well verified that the presence
of a Minirail does not influence evidently the performance in the small DT
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injection regime, whereas the other mechanical or electromagnetic variables in
the injector are vital for the performance in the tested DT regimes.



Chapter 4

Closed-loop control strategy of
injected mass

4.1 Experimental setup

The experimental campaign has been carried out on the Moehwald Bosch
hydraulic test bench installed at the ICE laboratory of Politecnico di Torino as
explained in Sect. 2.1. Similarly, the injection rate and the injected quantity
of the injectors are evaluated by means of HDA [95]. The energizing current
supplied to the investigated injector is measured by means of a current clamp.

In Sect. 4.2, in order to capture the pressure time histories in the high-
pressure pipelines, as reported in Fig. 4.1, one piezoresistive pressure transducer
is installed along the rail-to-injector pipe of the system. Meanwhile, a PXI
(from National Instrument) is linked to the outputs of the pressure transducers
and of the test bench, for the purpose of collecting the corresponding data with
a frequency of 500 kHz.

On the other hand, in Sect. 4.3, two pressure piezoresistive transducers are
mounted along the pipe. Furthermore, the PXI is linked with the two pressure
sensors to acquire the pressure time distributions and to perform necessary
calculations. The results of the computations are then fed to a flexECU, which,
in a closed-loop, controls the energizing currents sent to the injectors and the
duty cycles of the fuel metering valve (FMV) and of the pressure control valve
(PCV) in the system.

Two state-of-the-art fuel injectors (CRI 2.18 and CRI 2.20), whose internal
dimensions have been measured in Sect. 3.3.7, are involved in the following
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Figure 4.1: The experimental layout of the injection system for testing TFA based
method.

Figure 4.2: The experimental layout of the injection system for testing physical
equation based methods.

experiments. In Sect. 4.2 and in the single injection tests within Sect. 4.3, CRI
2.20 are applied, while in the double injection tests within Sect. 4.3, CRI 2.18
are adopted. In addition, the same high-pressure pump and the same pipelines
are employed in all the tests.

All the experimental tests of this chapter have been conducted at a fixed
pump speed of 2000 rpm, corresponding to an engine speed of 2000 rpm. Since
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the pump speed does not generate any obvious effect on the CR performance,
the obtained results can be generalized to other engine speeds.

4.2 TFA based technique

4.2.1 Time-frequency analysis

The TFA is the method that investigates signals in both the time and
the frequency domains, in order to indicate the variations in the frequency
spectrum of a transient signal g(t). In this section, the focus of the work is on
the time instant identifications referring to the nozzle opening and closure time
instants. A great number of fast Fourier transforms (FFT) are conducted over
consecutive short time periods, which are overlapped, and each result of FFT
is connected to the mean instant of this short time interval. It is assumed that
stationary performance is owned by the unsteady signals over each time range.
Therefore, a local frequency spectrum is formed. A windowing of signal g(t) is
in turn obtained by multiplying the signal g(t) with a selected window function
h(t− τ), which contains well unit energy and is non-zero only over the interval
in the vicinity of time instant τ . The short time Fourier transform (STFT) is
thus found as follows

Fl (ν,τ) =
Ú +∞

−∞
f (t) ·h(t− τ)e−j2πνtdt (4.1)

Since the window function should not vary the energy, the energy density
spectrum P is derived

Pf (ν, t) = |Fl (ν, t) |2 (4.2)

Denoted as Ef , the energy of signal f is expressed as

Ef =
Ú +∞

−∞

Ú +∞

−∞
Pf (ν, t)dtdν (4.3)

The Pf can be written as a probability density function to evaluate the mean
instantaneous frequency (MIF ):

ν̄ (t) = 1s+∞
−∞ Pf (ν, t)dν

Ú +∞

−∞
ν ·P f (ν, t)dν (4.4)
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4.2.2 Injector characteristics

Evaluated by means of the HDA instrument, the average injected mass over
100 consecutive engine cycles with respect to different pnom and ET are shown
in Fig. 4.3. Two groups of data, in which the temperature of the in-tank fuel
is set as either 40 ℃ (cf. dashed lines in Fig. 4.3) or 68 ℃ (cf. continuous lines
in Fig. 4.3), are reported. Due to safety reasons, 68 ℃ refers to the maximum
value reachable with the current test rig. With respect to each pnom and Ttank

value, the Minj −ET curves are fitted by third order polynomials; Minj grows
as Ttank ascends, when pnom and ET are fixed. Particularly, as pnom = 800 bar
and ET = 800 µs are employed, the difference in Minj between the two fuel
temperatures reach a value up to 3 mg. Moreover, the variation in the fuel
temperature is often evidently greater, when the injection system is operating
on the engine, than it is being tested at the test bench with Ttank ranging from
40 ℃ to 68 ℃. On the other hand, the temperature variation significantly
affects the fuel viscosity, and thus alters the injector dynamics [113].

Fig. 4.4 reports the curves of the injected mass flow-rate (Ginj) with respect
to pnom = 1600 bar and ET = 600 µs, while the fuel temperature (Ttank) are
set as either 40 ℃ or 68 ℃. As reported, the starts of injection (SOI) take
place at the identical time instants and the injected flow-rates (Ginj) remain
unchanged till the electrical command finishes. Whereas, the Ginj referring to
the lower fuel temperature starts to decline around 0.1 ms earlier than that

Figure 4.3: Injector characteristics ET −Minj for different pnom and Ttank.
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Figure 4.4: Influences of the fuel temperature on the injected mass flow-rate.

Figure 4.5: ITL−Minj for different pnom and Ttank.

pertaining to the higher temperature. An analogous variation in the ends of
injection (EOI) between the two injections is as well observed. Since ITL can
be expressed as

ITL = EOI −SOI (4.5)

it is obvious that the ITL as well as the injected fuel mass rise as the Ttank

increases. Therefore, if the pnom is fixed and the fuel temperature ascends, the
correlation between the Minj and the ET shifts, and this conclusion is in line
with the results exhibited in Fig. 4.3.

The third order polynomial fitting of the Minj −ITL data for different pnom

are shown in Fig. 4.5. As can be observed, the correlation between the ITL

and the Minj generally remains, when Ttank changes from 40 ℃ to 68 ℃. It
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follows that ITL−Minj correlation is approximately independent of the fuel
thermal regimes. This provides a possible solution to derive Minj from the
values of the pnom and the ITL.

4.2.3 TFA sensor

Fig. 4.6 reports the Ginj , the pinj and the energizing current for the working
point of pnom = 1200 bar and ET = 600 µs. All the exhibited traces have been
dealt with the average filter over 100 consecutive engine cycles. As reported,
before the injection event, no evident residual pressure waves can be observed
in the hydraulic circuit. The pinj thus remains approximately horizontal. As
the energizing current is supplied, due to the opening of the pilot valve, a slight
decrease in pinj occurs. Immediately after the effective injection starts (SOI),
an expansive pressure wave is formed, leading to a great reduction in pinj

(marked as 1 in Fig. 4.6). the triggered rarefaction waves are reflected at the
common rail and transmit forward and backward along the rail-to-injector pipe,
inducing the oscillations in the curve of pinj − t. Although the pressure waves
are gradually damped by the wall friction along the rail-to-injector pipe and by
certain concentrated losses, the pinj fluctuation amplitude retains evident over
the injection event in Fig. 4.6. As soon as the effective injection finishes (at
EOI), the needle closure results in a water hammer, shown as a sudden rise in
pinj (marked as 2 in Fig. 4.6).

1

2

EOISOI

Figure 4.6: Ginj , pinj and the current pertaining to pnom = 1200 bar and ET = 600 µs.
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The instants of vital changes in pinj (cf. events 1 and 2 in Fig. 4.6) are
related to certain hydraulic events (SOI and EOI). Whereas, an accurate
evaluation of the exact time instant at which the reduction in pinj linked to
the SOI is not a simple task, since any pressure variation can influence the
capture of the instant. Particularly, some pressure waves propagating along the
rail-to-injector pipe can superpose with the key identification characteristics in
pinj , thus misleading the detection of the SOI.

As a useful tool, TFA can be employed to analyzing pinj signals to extract
the important information. Generally, SOI and EOI of one injection event
are concentrated within a time length of 4 ms. In order to locate those instants
by applying the TFA method and to avoid the leakage error pertaining to the
start and the end of the signal, the trace of pinj with a time length of 8 ms
have been extract as the signal in which the MIF is determined. For a purpose
of smoothening the pinj curve, a Butterworth lowpass filter has been initially
applied to the raw signal. The processed signal, namely pinj,fil, substitutes
f(t) in Eq. (4.1). The Hanning window then has been chosen as the window
function applied to Eq. (4.1):

h(n) = 0.5
3

1− cos
3

2π
n

N

44
, 0 ≤ n ≤ N (4.6)

where n is a discretized time instant within the window, and N +1 stands for
the number of the total samples contained by the signal. In the current work,
the window length has been selected as 502 µs. As the sample frequency is
chosen as 500 kHz, N is thus equal to 250. By applying those variables, the
STFT of pinj is thus derived, and the MIF can be then calculated with Eqs.
(4.2) and (4.4).

4.2.4 Results

Figs. 4.7-4.9 report the Ginj , the energizing currents and the MIF traces
pertaining to three different operating conditions of pnom and ET over a time
length of 4 ms. In those graphs, due to the leakage errors, before the start
of the electrical currents, the MIF curves take high values (above the upper
border of the graphs). The first local maximum (marked as 1 in Figs. 4.7-4.9)
is regarded as the effective start of the hydraulic injection. This time instant
occurs approximately 0.15 ms after the effective time instant at which the
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SOI EOI

Figure 4.7: Ginj , pinj and the normalized MIF (pnom = 1000 bar and ET = 800 µs).

SOI EOI

Figure 4.8: Ginj , pinj and the normalized MIF (pnom = 1700 bar and ET = 450 µs).

nozzles open and the Ginj turn to be greater than zero (cf. Figs. 4.7 and
4.8). Such a time delay is essential for the injection triggered expansive wave
propagate from the nozzle to location where the pressure transducer is mounted
[70]. Similarly, the EOI linked instant, at which the overall maximum value of
the MIF is found, takes place around 0.15 ms after the effective ending of the
injection.

The predicted injection temporal length (ITLest) and the authentic one,
namely ITL, have been in turn computed by means of Eq. (4.5) with the
corresponding experimental data. Since analogous time delays happen at both
the start and the end of ITLest with respect to ITL, ITLest and ITL are
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SOI EOI

Figure 4.9: Ginj , pinj and the normalized MIF (pnom = 600 bar and ET = 750 µs).

considered as coincident. As reported in the legends of Figs. 4.7 and 4.8, the
differences between the ITL and the ITLest are merely 1.49 µs and 5.71 µs
with both the percentage errors below 1%.

Fig. 4.9 demonstrates the same variables as those reported in Figs. 4.7 and
4.8, but for the operating point of pnom = 600 bar and ET = 750 µs. Similarly,
the estimated time instants connected to the SOI and the EOI, based on
the MIF calculation, feature a time delay of about 0.15 ms compared to the
authentic values. Whereas, on the basis of the Ginj traces, the difference
between the ITLest and the ITL is as high as 172.81 µs, which is remarkable
in the estimation work. This distortion can be ascribed to the superposition
of the common rail reflected pressure waves and the nozzle closure triggered
water hammer along the rail-to-injector pipe.

Minj − ITL curves, covering all the engine operating conditions, have been
obove fitted and plotted in Fig. 4.5. The ITLest data obtained through Figs.
4.7 and 4.8 have been collected by the correlations exhibited in Fig. 4.5, and
the estimated injected mass (Minj,est), which are respectively 30.84 mg and
16.01 mg, have been in turn derived. The comparisons between the estimated
and the HDA flowmeter evaluated genuine Minj data have been performed,
and the prediction errors are well below 0.5 mg, which is satisfactory. Whereas,
if the case reported in Fig. 4.9 is considered, the Minj,est is 15.52 mg, and an
error of 1.97 mg is found when compared to the Minj provided by means of
the HDA flowmeter.
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Figure 4.10: Accuracy of the estimated injected mass.

The estimated Minj have been determined for large numbers of steady
state operating conditions in terms of pnom and ET by means of the TFA
technique. The modulus of the error between the Minj and the Minj,est, which
is the accuracy of the estimation (|∆Minj |), has been computed and plotted
in the 3D diagram of Fig. 4.10. In this plot, the fuel temperature in the
tank Ttank has been fixed at 40 ℃. The data of Minj , as the averages of 100
consecutive engine cycles, were obtained by means of the HDA flowmeter. Since
the injector was designed to expel less than 45 mg per engine cycle, the working
conditions, which take both high values of pnom and ET , have been excluded
in the investigation.

In general, the accuracy is within 1.5 mg and below 1 mg over 80% of the
tested operating conditions. In addition, the percentage error is within 7% and
below 5% over 90% of the tested points. Meanwhile, the unsatisfactory predicted
injected mass are concentrated within certain working zones. In particular, with
respect to the operating points referring to either 500 bar ≤ pnom ≤ 600 bar
with medium ET values or 350 µs ≤ ET ≤ 450 µs with high pnom values, the
|∆Minj | can be found greater than 1.5 mg.

It is noteworthy that two parts can give the contribution to the error of
|∆Minj |. The first is the error due to the correlation. Although the fitting
technology gives a generally satisfactory error, which is below 0.5 mg, this
alteration is not ignorable with respect to state-of-the-art systems. On the
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other hand, the second contribution, which is the primary one, is the error in
the evaluation of ITL, due to the superposition of the pressure waves.

4.3 Physical equation based techniques

4.3.1 Control strategy and prototypal hardware

As the injected mass is real-time predicted, MATLAB Simulink was em-
ployed to establish the ECU software, which as well contains the standard
control module of the pnom and the ET . Starting from the system layout given
by Fig. 4.2, the schematic of the prototypal hardware is reported in Fig. 4.11.

As far as the control strategy is concerned, the rail pressure is monitored
every 5 ms by means of a Flexible ECU (from ETAS), and a processed signal,
namely pfilter(t), is generated (cf. H2 in Fig. 4.11). This signal is then
compared to the value of the set pnom, and the difference e(t) = pnom −pfilter(t)
is thus derived and turns to be the input of R2 in Fig. 4.11. Such a block
includes a PID controller, which eventually calculates the duty cycle of the
PCV or of the FMV. In other words, block R2 (cf. Fig. 4.11) reproduces
the standard closed-loop control of the fuel pressure in the common rail as a
commercial ECU.

Figure 4.11: Injection system prototypal hardware.
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The innovative part in the control strategy refers to the closed-loop of the
injected mass. Captured by means of the piezoresistive pressure transducers (cf.
Fig. 4.2) mounted on the rail-to-injector pipe, the pressure time distributions
(pup and pdown) are applied to the calculation of the injected mass (Minj). If
the nominal injected mass (Minj,ref ) is less than 5 mg, only one pressure trace,
namely pdown is needed to estimated Minj .

Under such circumstance, following Bosch method, similar to Eq. (2.7) in
Sect. 2.2, the mass flow-rate at the injector inlet is initially evaluated based on
the expression [105]:

Ginj,in = −A
Ú t

0

dpdown

c
(4.7)

where A is the internal cross-section area of the tube in which the pdown is
measured, and c is the sound speed of the fluid.

On the other hand, if the Minj,ref is greater than 5 mg or pilot-main
injections are considered, the Ginj,in is derived through the following equation,
which involves both pup and pdown [114]:

Ginj,in = A

l

Ú t

0
∆pdt− A

l
⟨∆p⟩ · t (4.8)

in which l is the pipe length between the two pressure sensors, ∆p = pup −pdown,
and ⟨∆p⟩ stands for the time average of ∆p over the entire evaluated signal
trace per engine cycle. Both Eqs. (4.7) and (4.8) are included by the block H1
in Fig. 4.11. The obtained mass flow-rate Ginj,in is then integrated over the
time length between two optimized instants, namely ti and tf , the estimated
injected mass is thus found:

Minj,in =
Ú tf

ti

Ginj,indt (4.9)

It is reported in Fig. 4.12 that in all cases, the ti corresponds to the time
instant where the energizing current starts (ti = 0), and tf refers to the instant
in the vicinity of the Ginj,in maximum occurs. Furthermore, the pressure
waves induced by the injection events can travel forward and backward along
the rail-to-injector pipe, and the negative flow-rates in Fig. 4.12 thus can be
observed. The contribution of those reverse flows has been well considered in
Eq. (4.9), and does not distort the final estimation of the injected mass.
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(a) Small single injection (pdown):
pnom = 1600 bar, ET = 220 µs,

Minj,ref = 3.5 mg.

(b) Large single injection (pup and pdown):
pnom = 1200 bar, ET = 610 µs,

Minj,ref = 40 mg.

(c) Pilot-main injection (pup and pdown): pnom = 1600 bar, ETpil = 270 µs,
ETmain = 570 µs, DT = 3000 µs.

Figure 4.12: Time histories of the mass flow-rates at the injector inlet.

As the Minj,in has been calculated, this result (Minj,in) can correlates well
with the HDA flowmeter evaluated injected mass Minj , and the correlations of
single injections and of pilot-main injections are exhibited in Fig. 4.13. With
respect to the correlation related to single injections, all tested points have
been divided into small, medium and large injected quantities, while only one
correlation has been employed for pilot-main injections.

The piecewise linear fitting lines for single injections are given in Fig. 4.13a,
while the same line for pilot-main injections is reported in Fig. 4.13b. Those
lines interpret a linear mathematical law Minj = f(Minj,in), and the application
of those correlations in Fig. 4.13 provides the possibility to estimate Minj in
real time when the system is operating.

The error, between the authentic injected mass and the injected mass target
applied to the ECU (ε = Minj,ref − Minj), is utilized as the input for a PID
controller, which is contained by means of R1 in Fig. 4.11. Meanwhile, the
R1 output refers to the modified energizing times supplied to the injector to
correct the error in the injected mass in the next engine cycle.
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(a) Single injections

(b) Pilot-main injections

Figure 4.13: Correlation between the Minj,in and the Minj .

Eqs. (4.7)-(4.9) and the correlation Minj = f(Minj,in) have been imple-
mented in a PXI (from NI) instrument (cf. Fig. 4.2), which takes the pup and
the pdown as the input data. The Minj , as the output of the PXI, is fed to the
Flexible ECU through a CAN interface cable, and the Flexible ECU thus can
adjust the ET supplied to the solenoid injectors based on the error ε.
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ETAS EHOOKS software has been employed to implement the control
strategy in the Flexible ECU. The software of the CR system can be separated
into two parts: 1) the basic software, generally offered by the supplier of the
system, provides all basic variables; 2) the application software, in which the
control strategies of pnom and ET are included. The EHOOKS combines those
two software. A single software package is then generated and uploaded to the
Flexible ECU.

4.3.2 Results for single injections

All the tests reported in this section apply the CRI 2.20 indirect acting
solenoid injector. All injected oil mass (Minj) was evaluated for the working
conditions of steady states referring to fixed pnom and Minj,ref values, by
means of the HDA flowmeter, as an average over 100 consecutive engine cycles.
Meanwhile, the prail is controlled by means of FMV. The modulus of the
error between the Minj and Minj,ref , which is |∆Minj |, is exhibited in the

(a) Standard control strategy (b) Polito control strategy

Figure 4.14: Minj performance related to different control strategies (Ttank = 40 ℃).

(a) Standard control strategy (b) Polito control strategy

Figure 4.15: Minj performance related to different control strategies (Ttank = 68 ℃).
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3D diagram (cf. Fig. 4.14) as a function of pnom and Minj,ref . Figs. 4.14a
and 4.14b respectively report the measured Minj referring to the standard
open-loop control strategy of Minj and the same quantity for the innovative
Polito closed-loop control strategy [115], under the condition of Ttank = 40 ℃.
It is noteworthy that the standard control system as well features a closed-loop
control strategy of the fuel pressure in the common rail. Furthermore, the same
performance related to Ttank = 68 ℃ are demonstrated in Fig. 4.15.

As can be observed, the accuracy of the Minj is improved in both Figs.
4.14 and 4.15 as the closed-loop strategy of injected mass is activated. The
maximum error |∆Minj | is smaller than 0.55 mg in Fig. 4.14b and is around 1
mg in Fig. 4.15b. However, the maximum error is greater than 1 mg in Fig.
4.14a and is larger than 2 mg in Fig. 4.15b for the standard case.

The injection system pertaining to the innovative closed-loop control strat-
egy possesses a quite satisfactory performance under all explored operating
conditions, and the accuracy is generally worsened as the Ttank passes from 40
℃ to 68 ℃ for all cases. In particular the |∆Minj |(≈ 1.5 − 2.2mg) evidently

(a) pnom = 1100 bar and Ttank = 40 ℃ (b) pnom = 1100 bar and Ttank = 68 ℃

(c) pnom = 1500 bar and Ttank = 40 ℃ (d) pnom = 1500 bar and Ttank = 68 ℃

Figure 4.16: Comparison of the ∆Minj performance for different pnom and Ttank

values.
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turns to be larger in the standard system, while only a small deterioration can
be found in the Polito system.

Fig. 4.16 reports some comparisons of the ∆Minj values in the two systems
under certain operating conditions included in Figs. 4.14 and 4.15. It is clear
that the Minj of the standard system for the CRI 2.20 injector takes higher
values than required as the Ttank is equal to 68 ℃, and this phenomenon
becomes dramatic when the pnom and Minj,ref take high values.

The dynmamic performance of the innovative Polito strategy for one operat-
ing condition (pnom = 1600 bar, Ttank = 68 ℃ and Minj,ref = 40 mg) is shown
in Fig. 4.17. The dashed curve refers to the estimated injected quantity per
shot as a function of time, while the thick continuous curve reports a moving
average of the dashed curve. This thick curve is evidently closer to the target
value (thin continuous line) for the Polito system (right part in Fig. 4.17)
than that for the original standard one (left part in Fig. 4.17). Meanwhile,
immediately after the activation of the closed-loop control (t ≈ 10 s), the thick
curve approaches the target line, and the error in Minj reduces sharply.

The commercial injector, applying the standard control strategy, is designed
to obtain the optimum performance at a nominal Ttank value with an injected
quantity of low to medium value. For instance, it can be 40 ℃ with Minj,ref ≤
15 mg. Under such conditions, in Figs. 4.14a, 4.15a and 4.16, the standard
open-loop strategy as well possesses satisfactory results.

The accuracy of Minj for this injector with the standard control strategy
generally worsens when the fuel at the injection nozzles increases, compared
to the working conditions, where the performance is designed as optimum.

Figure 4.17: Performance of the estimated Minj when the closed-loop strategy is
activated (pnom = 1600 bar, Ttank = 68 ℃ and Minj,ref = 40 mg).
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Meanwhile, it is clear that the temperature around the nozzles augments
with the Ttank. Moreover, the higher either pnom or Minj,ref is, the greater
the amount of fuel throttling through the injector. Similarly, a higher final
temperature of the injected fuel is thus obtained. The newly established control
strategy is sensitive to the influence of the in-nozzle fuel temperature. As
this temperature is varied, the Minj,in is in turn modified and is then read by
the ECU. In addition, the Minj,in − Minj correlation has been verified to be
independent of the fuel temperature over 18 ℃ < Ttank < 68 ℃.

The disturbance given by the in-injector fuel temperature on the injection
performance is a well-known problem for engine calibration specialists and is
responsible for the differences in the injector calibration maps applied at the
engine dynamometer cell and at the hydraulic test bench. In general, these
maps are the lookup tables stored in the ECU that provides the links between
Minj,ref , pnom and ET .

Tab. 4.1 demonstrates the evaluated injected mass at the hydraulic test
bench under the standard open-loop control strategy, while the lookup table
referring to Minj,ref = f(pnom,ET ) was calibrated at the dynamometer cell.
As the identical Ttank(= 40 ℃) value is provided, the error between the injected
quantity and its target (the first row in Tab. 4.1) augments with the value of
either pnom or Minj,ref , and can approximately reach 9.5 mg. The injection
system under such condition has been found to inject less fuel than the target.
In fact, the Minj , with respect to certain pnom and ET , rises as the in-nozzle
fuel temperature increases. In addition, the map is calibrated to obtain the
optimum performance as the engine was operating at the dynamometer cell,
where the injected fuel temperature can be significantly higher than that at
the hydraulic test bench. These data in Tab. 4.1 thus agrees better with
the working conditions in Fig. 4.16 with Ttank = 68 ℃. Whereas, the errors
|∆Minj | are greater in Tab. 4.1 than those in Fig. 4.16, since the in-nozzle fuel
temperature at the dynamometer cell is even higher than that occurs at the
maximum Ttank value set in the hydraulic test rig. Therefore, if the innovative
Polito strategy is applied to an engine, more significant benefits, in terms of
the accuracy of Minj , than those obtained in the above mentioned tests at the
hydraulic test bench are expected.

It is noteworthy that an accurate open-loop compensation of the injected
mass, as a function of the thermal regime of the engine, is quite difficult to obtain,
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Table 4.1: Injected mass measured at the hydraulic test rig with the lookup table
calibrated at the dynamometer cell.

pnom [bar] 2 mg 3 mg 6 mg 9 mg 13 mg 18 mg 28 mg 40 mg
500 1 1.9 4.3 6.5 10.3 14.5 23.6 35.5
800 0.8 1.4 4.4 6.8 9.9 13.9 23.6 34.7

1100 0.7 1.3 3.3 5.3 9.2 13 22.1 33.8
1500 0.5 1.2 2.6 3.9 6.5 11.6 20.8 32.3
1800 0.3 1 2.8 4.1 5.7 10.1 20.7 31.4

since the in-nozzle fuel temperature inside of the combustion chamber is as
well influenced by the passed speed and load history of the engine. This history
is irregularly varied with respect to time, and it is problematic to establish an
accurate open-loop strategy, on the basis of operating point and engine coolant
temperature, to compensate the variation in the injected quantity.

Fig. 4.18 exhibits the coefficient of variation of the injected mass, evaluated
over 100 consecutive engine cycles, by means of the HDA flowmeter, at fixed
operating conditions of pnom, Minj,ref and engine speed (pnom = 1100 bar or
pnom = 1500 bar with an engine speed of 2000 rpm) for both Ttank = 40 ℃ and

(a) pnom = 1100 bar and Ttank = 40 ℃ (b) pnom = 1100 bar and Ttank = 68 ℃

(c) pnom = 1500 bar and Ttank = 40 ℃ (d) pnom = 1500 bar and Ttank = 68 ℃

Figure 4.18: Coefficient of variation in the Minj for different pnom and Ttank values.
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Ttank = 68 ℃. As can be observed, in all reported cases, the Polito system,
endowed with the closed-loop control strategy of the injected mass, possesses
comparable precision as that measured in the standard system. In fact, the
stringent tolerances adopted to manufacture the CRI 2.20 injectors and the
integration of the Minirail improve significantly the stability in the injected mass.
To improve this performance is thus a challenging task. In fact, as reported in
Fig. 4.18, the dosage precision is not enhanced when the closed-loop strategy
is equipped.

Fig. 4.19 reports the test results for the dynamic response in pnom and
Minj,ref at the hydraulic rig for both Ttank = 40 ℃ and Ttank = 68 ℃. At a
constant engine speed, this system is capable to respond to a sudden change
in the engine load, realized by means of modifications in pnom and Minj,ref .
As can be observed, the Polito system achieves a better dynamic response
than the standard system. Both the systems can reach the new injected mass
state rapidly, while the Polito system is able to realize an improved accuracy.
Moreover, Fig. 4.20 proves that a similar outcome as that reported in Fig. 4.19
is obtained, if ramps in pnom and Minj,ref are provided at the hydraulic test
rig.

In short, the dynamic experiments reported in Figs. 4.19 and 4.20 emphasize
that the Polito closed-loop control strategy of the injected mass is capable to
reply to the transient injection variables with improved performance, and this
characteristic could be exploited to enhance engine performance in the emission
cycles, which features significant transient states.

(a) Ttank = 40 ℃ (b) Ttank = 68 ℃

Figure 4.19: Dynamic response to steps in pnom and Minj,ref values.
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Figure 4.20: Dynamic response to ramps in pnom and Minj,ref values.

4.3.3 Results for pilot-main injections

All the tests reported in this section apply the CRI 2.18 indirect acting
solenoid injector. Fig. 4.21 exhibits the injected mass of pilot-main injections,
as a function of DT , for fixed nominal pressure (pnom), reference pilot injec-
tion mass (Mpil,ref ) and reference main injection mass (Mmain,ref ) with the
standard open-loop control strategy. Since it is not a closed-loop control of
the injected mass, the energizing times (ETpil and ETmain) are fixed based on
the injected mass reference. It can be observed that the Minj(= Mpil +Mmain)

Figure 4.21: Pilot-main injected mass as a function of pnom and DT with the standard
system.
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rises monotonically as the DT is reduced below 400 µs. Such a phenomenon
obviously anomalously increase the injected mass, compared with the mass
target Minj,ref = Mpil,ref +Mmain,ref (dashed-dotted lines in Fig. 4.21), due to
the hydraulic interference that the pilot injection exerts on the main injection
[116]. Similarly, the analogous curve patterns, which are not reported for the
sake of conciseness, can be obtained for the CRI 2.20 injectors.

When the DT is lower than the critical dwell time, which has been elaborated
in Sect. 3.3.1, the Minj is quite sensitive to minor changes in the hydraulic

(a) pnom = 800 bar, Mpil,ref = 2 mg,
Mmain,ref = 15 mg

(b) pnom = 800 bar, Mpil,ref = 2.5 mg,
Mmain,ref = 20 mg

(c) pnom = 1200 bar, Mpil,ref = 2.5 mg,
Mmain,ref = 10 mg

(d) pnom = 1200 bar, Mpil,ref = 2 mg,
Mmain,ref = 25 mg

(e) pnom = 1600 bar, Mpil,ref = 2 mg,
Mmain,ref = 15 mg

(f) pnom = 1600 bar, Mpil,ref = 3 mg,
Mmain,ref = 25 mg

Figure 4.22: DT sweeps.
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dwell time, due to cycle-to-cycle dispertion in the needle lift time histories
of the pilot injection and of the main shot. Although the influence of this
variation can be acceptable in the injected amount of fuel at the hydraulic test
bench [35], the consequences turn to be dramatic in the coefficient of variation
of indicated mean effective pressure, as this injector is mounted on an engine.

Under the condition of Ttank = 40 ℃, large amount of tests, in which the
value of DT is swept with different fixed pnom, Mpil,ref and Mmain,ref values,
have been carried out at the hydraulic test rig. Among those, a few results in
terms of the injected mass are reported in Fig. 4.22. The investigated total
injected fuel mass Minj was evaluated by means of the HDA flowmeter, as
an average over 100 consecutive engine cycles, and the fuel pressure in the
common rail is controlled by means of FMV.

The Polito system is capable to control the accuracy of the injected mass in
the pilot-main injections within 2 mg, over the entire DT range. In particular,
the anomalous rise of the Minj within the range of DT < 400 µs disappears,
while this problem remains in all cases applying the standard system.

In short, the newly developed closed-loop control strategy of the injected
mass could be applied to the ECU of commercial CR diesel engines, in order to
improve the unstability in the indicated mean effective pressure, which occurs
within short dwell time range of the energizing current signal.



Chapter 5

Fanno flow approximated in
polytropic process

5.1 Analytical relations for polytropic flows

A polytropic process, governed by Eq. (5.1), presents a link between the
fluid pressure p and its density ρ with the help of a polytropic exponent m.

dp

p
−m

dρ

ρ
= 0 (5.1)

As long as the relation in Eq. (5.1) holds under one circumstance, when
investigating viscous flow patterns along a constant area pipe, the steady-flow
energy equation generally employed in the analysis of Fanno flow should be
discarded. Following similar approaches as the formulations of Fanno flow, Eq.
(5.1) is coupled with perfect gas state equation (Eq. (5.2)), continuity equation
(Eq. (5.3)), momentum equation (Eq. (5.4)), equation of isentropic stagnation
pressure p0 (Eq. (5.5)) and of isentropic stagnation pressure T0 (Eq. (5.6)),
the definition of isentropic Mach number Ma (Eq. (5.7)), the impulse function
(Eq. (5.8)) and the change in entropy s between points x and y (Eq. (5.9)), in
their suitable differential forms [84],

dp

p
= dρ

ρ
+ dT

T
(5.2)

dρ

ρ
+ du2

2u2 = 0 (5.3)
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−Adp− τwdAw = Gdu (5.4)

dp0
p0

= dp

p
+ γMa2

2+(γ −1)Ma2 · dMa2

Ma2 (5.5)

dT0
T0

= dT

T
+ (γ −1)Ma2

2+(γ −1)Ma2 · dMa2

Ma2 (5.6)

dMa2

Ma2 = du2

u2 − dT

T
(5.7)

dJ

J
= dp

p
+ γMa2

1+γMa2 · dMa2

Ma2 (5.8)

sy − sx = Cp · ln T0,y/T0,x

(p0,y/p0,x)
γ−1

γ

(5.9)

where T , u, A, τw, Aw, G, γ, J and Cp respectively stand for flow temperature,
flow velocity, hydraulic cross-section, shearing stress exerted on the stream
by the walls, wetted wall area on which the shearing stress τw acts, mass
flow-rate of the stream, isentropic exponent, the impulse and the heat capacity
at constant pressure.

Substituting the definitions of friction factor f and of hydraulic diameter
D, which are listed in Eqs. (5.10) and (5.11), into Eq. (5.4),

f ≡ τw

ρu2/2 (5.10)

D ≡ 4 A

dAw
dx (5.11)

After some algebraic manipulations among Eqs. (5.1)-(5.9), eight differential
variables dp/p, dρ/ρ, du/u, dT/T , dMa2/Ma2, dp0/p0, dT0/T0, dJ/J and ds

(cf. Eq. (5.12)) can be expressed as expressions combined with the term of
4fdx/D, which is treated as independent. Those differential equations are
capable to describe any viscous flow following a polytropic process, as long as
no shock is present.
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dMa2

Ma2 = − (m+1)Ma2
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(5.12)

The flow expressed in Eq. (5.12) results to be choked when Ma2 = m/γ

instead of Ma2 = 1, which holds with respect to isentropic flows. Indeed, it can
be seen in the formulations that all the logarithmic differential variables change
their signs when this Ma2 = m/γ is crossed starting from either a subsonic or
a supersonic flow. Furthermore, since the heat transfer with the pipe walls can
take place in the polytropic flow, the stagnation temperature possibly varies
along the duct. Finally, it is worthy to observe that when m = 1, Eq. (5.12)
becomes the isothermal flow formulations obtained in [84], and the consistency
is thus proved.

In order to obtain the formulas desired for practical calculations, the Mach
number Ma is then regarded as the independent variable. The formula that
links Ma and 4fdx/D in Eq. (5.12) is thus integrated over the duct length by
assuming that the flow at the outlet of the duct is choked (Ma2 = m/γ). As
the integration form of 4fL/D has been obtained, substituting this result into
other formulas in Eq. (5.12), all other equations can be as well integrated, and
the final results are expressed as
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(5.13)

in which Lmax is a possible maximum pipe length, and the variables with an
asterisk superscript stand for their corresponding values at the duct location
where the flow is choked. Eq. (5.13) exhibits the relations between the flow
properties at the pipe inlet and the corresponding ones at the duct outlet where
the flow is choked. Meanwhile, the formula at the left sides of the equations
in Eq. (5.13) turn to be algebraic functions of only the initial Mach number
along a duct. Furthermore, as elaborated for classic Fanno flow in [84], since
4fLmax/D is a function only of Ma, the length of the duct L, over which Max

is transferred into May, can be calculated in Eq. (5.14). It follows that Eq.
(5.13) can be generalized to compute the any polytropic flow with friction when
the Mach numbers at the duct inlet and outlet are known.

4f
L

D
= (4f

Lmax

D
)
Max

− (4f
Lmax

D
)
May

(5.14)

5.2 Comparison between the polytropic and
the classic Fanno flows

Following the above-mentioned analytical expressions and the classic Fanno
flow equations elaborated in [84], comparisons between polytropic flow with
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friction along a constant cross-section duct and classic Fanno flow have been
carried out.

Classic Fanno flow cases are firstly tested. With respect to subsonic flow,
the duct maximum length Lmax,F anno, the pipe diameter D as well as the
isentropic exponent γ (= 1.4) are initially set. Meanwhile, a constant friction
factor f is selected as 0.003 in all cases, since it is a reasonable value with
respect to the turbulent flows within both the supersonic and the subsonic
regimes [117]. The stagnation temperature T0 and pressure p0 are fixed at the
inlet, and an ambient pressure pout is selected at the outlet. Combining those
fixed parameters according to [84], the corresponding Mach numbers at both
extremities of the duct can be obtained. Whereas when the flow is choked at
the duct outlet, it is evident that the pressure at the pipe exit does not decrease
to the ambient value, but it reaches the value of p∗, as described in [84]. On
the other hand, in the supersonic cases, taken into consideration the state
equations, all flow properties at the pipe inlet are fixed as the inlet boundary
condition. Meanwhile, the pipe length is fixed in order to guarantee that the
duct outlet Mach number is greater than 1 in classic method and is greater
than

ñ
m/γ in polytropic method. Therefore, no shock is present. Knowing the

Mach numbers, all flow properties along the duct can be subsequently solved.
As the polytropic flow with friction is considered, a constant polytropic

exponent m is selected, by simply applying the polytropic evolution relation
reported in Eq. (5.15) to the classic Fanno flow states at the duct extremities,
in order to retain an analogous thermodynamic process along the duct.

m = ln(pin/pout)
ln(ρin/ρout)

(5.15)

Subsequently, the f , the D and the Ma at both duct ends found in the
corresponding classic Fanno flow case are applied to Eqs. (5.13) and (5.14). A
new pipe length Lpol. is obtained and in turn employed to compute all other
flow properties along the duct. Meanwhile, it is observed that the boundary
conditions originally set in the classic Fanno flow is as well automatically fit in
the polytropic case.

Figs. 5.1-5.4 present four investigated comparison cases under either super-
sonic or subsonic condition. The examined cases cover all possible continuous
flow patterns that could occur. Among those figures, since the duct length
applied to the polytropic method is modified, all pipe lengths are normalized
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into 1, and the abscissa shown in Figs. 5.1-5.4 thus becomes the quotient of
original space coordinate divided by the corresponding pipe length.

The first set of comparison in p, Ma, T , T0 and u, demonstrated in Fig. 5.1,
has been performed in the case under the conditions of p0 = 1 bar, T0 = 400 K,
pout = 0.6 bar and Lmax,F anno = 80 m. In this case, the pipe length of the
polytropic flow Lmax,pol. ≈ 80.28 m, which is quite similar to Lmax,F anno. Mean-
while, the polytropic exponent m ≈ 1.17. The Mach number (the continuous
curve with rhombus symbols and the continuous curve) pertaining to both flows
in Fig. 5.1 at the right boundary, which is the pipe outlet, are below

ñ
m/γ.

Under such circumstances, in terms of both flow patterns, the pressure at the
outlet are fixed at an identical value. Furthermore, it can be found in Fig. 5.1
that at the two pipe extremities all flow properties pertaining to those two
analytical methods coincide, and naturally the trends of the properties for those
two flows are generally analogous, except for the total temperature evolution.
However, along the duct, none of selected properties in the polytropic flow
repeats the trace pertaining to the same variable in the classic Fanno flow,
although the differences between two same properties are quite small. The
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Figure 5.1: The comparison between the polytropic and the classic flows (p0 = 1 bar,
T0 = 400 K, pout = 0.6 bar, Lmax,F anno = 80 m)
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maximum error in percentage in the polytropic flow can be found in the u (the
continuous curve with square symbols in Fig. 5.1), and the value is 0.51%.
Meanwhile, based on the curve of total temperature, it is inferred that through
the polytropic flow, the system is no longer adiabatic, but initially expels heat
and finally absorbs the same amount of heat. Nonetheless, the Fanno flow
under this condition is interpreted by means of the polytropic flow with a
satisfactory accuracy degree.

The second comparison, considering a choked subsonic flow (p0 = 1 bar,
T0 = 400 K, pout = 0.3 bar, Lmax,F anno = 40 m), is reported in Fig. 5.2. In this
test, Lmax,pol. ≈ 41.34 m and m ≈ 1.28. Compared to Fig. 5.1, the difference
between Lmax,pol. and Lmax,F anno is increased and m becomes closer to γ. In
the polytropic flow, one evident discrepancy between the polytropic flow and
the Fanno flow is that the Ma (the continuous curve with rhombus symbols in
Fig. 5.2) does not arrive at 1, since the choking condition for the polytropic
flow occurs at the Mach number

ñ
m/γ, and m, determined by means of

the polytropic process between the inlet and the outlet of the Fanno flow,
is not equal to γ. Therefore, the fluid properties at the duct outlet in the

0.8

0.7

0.6

0.5

0.4

0.9

0.8

0.7

0.6
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Figure 5.2: The comparison between the polytropic and the classic flows (p0 = 1 bar,
T0 = 400 K, pout = 0.3 bar, Lmax,F anno = 40 m)
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polytropic flow form a new balance differed from that in the Fanno flow, albeit
the polytropic processes are alike. None of the p, Ma and u in the polytropic
flow at the right boundary returns to the corresponding values in the Fanno
flow, and a maximum difference of 5.1% occurs in the p (the continuous curve
with dot symbols and the dashed-dotted curve with narrow space in Fig. 5.2)
at the 75% of the duct length. Similar to the case shown in Fig. 5.1, it can be
observed that from the inlet to the outlet that in the total temperature (the
continuous curve with cross symbols and the dashed line in Fig. 5.2) the stream
rejects heat at the beginning and subsequently some heat is added. Whereas,
the final added heat quantity cannot recover the previously lost amount, and
at the end, 0.35% of the difference in T0 remains. Furthermore, simultaneously
with the change in the T0, the temperature of the stream (the continuous line
with triangle symbols in Fig. 5.2) is firstly smaller than that in the Fanno flow
then turns to be greater.

The comparisons under supersonic conditions are reported in Fig. 5.3
(p0 = 5.57 bar, T0 = 900 K, uin = 1000 m/s, Lmax,F anno = 35 m) and Fig. 5.4
(p0 = 5.57 bar, T0 = 1000 K, uin = 1000 m/s, Lmax,F anno = 60.15 m). In Fig.
5.3 Lmax,pol. ≈ 34.7 m and m ≈ 2.72, while in Fig. 5.4, Lmax,pol. ≈ 62.3 m and
m ≈ 1.93. Combining the results obtained through Figs. 5.1 and 5.2, it is
inferred that if the Mach number approaches 1 in the Fanno flow, Lmax,pol.

tends to possess greater difference from Lmax,F anno. It is similar to Fig. 5.1
that in Fig. 5.3 all flow properties following polytropic method start and end
at the identical values as those in the Fanno flow, and in both flows, those
properties basically follow the analogous trends. What is different is that in
the supersonic case, along every two traces pertaining to the same property,
the maximum error between them is times greater. The maximum error occurs
in p (the continuous curve with dot symbols in Fig. 5.3) reaches 5.5%, and all
the errors pertaining to the other properties are above 1%.

On the other hand, similar characteristics as Fig. 5.2 is shown in Fig.
5.4, which refers to The supersonic Fanno flow with outlet Ma = 1 and its
corresponding polytropic flow. The properties in the polytropic flow cannot
come back to those in the Fanno flow at the duct outlet, even though the
polytropic process is characterized by the fluid states between the inlet and
the outlet in the Fanno flow. Moreover, greater difference between the fluid
properties pertaining to the two flows are shown in Fig. 5.4. The maximum
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polytropic and the classic flows
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(p0 = 5.57 bar, T0 = 1000 K,
uin = 1000 m/s, Lmax,F anno = 60.15 m)

difference in p (the continuous curve with dot symbols and the dashed-dotted
curve with narrow space in Fig. 5.4) even arrives at 19.5%, and the other
maximum errors are all above 5%. Under the circumstances in terms of Figs.
5.2-5.4, the polytropic flow model is not capable to well simulate the Fanno
flow.

5.3 Numerical model

In order to model Fanno flows through the polytropic method with a higher
accuracy and without modifying the length of the duct, a numerical model in
which the polytropic exponent can be varied piece by piece have been developed.

In this model, the fluid dynamics along the investigated duct is governed
by the generalized Euler partial differential equations of mass conservation
and momentum balance. The third equation, originally the energy equation,
has been replaced by a material derivative of pρ−m along the pipe since the
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polytropic process should be retained. The governing equations write


∂

∂t

 ρ

ρu

+ ∂

∂x

 ρu

ρu2 +p

 =
 0

−4τw/D


∂pρ−m

∂t
+u

∂pρ−m

∂x
= 0

(5.16)

where t is the time and x is the space coordinate along the duct axis, and m

is calculated by applying the expression in Eq. (5.15) to the fluid states of
two neighbor points along the duct obtained from classic Fanno flow relations.
Therefore, along the duct, the value of m varies piece by piece. Furthermore,
the well-known perfect gas equation is as well employed to compute the state
properties.

Since it is confirmed that all solutions, which are the flow properties, are
smooth in the tested flows, treating ρ, u and p as three independent variables,
Eq. (5.16) can be manipulated into the non-conservative formulations [101]:
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 (5.17)

The Jacobian matrix of Eq. (5.17) is further rearranged into the form of Eq.
(2.9), and the set of equations is reported as

∂w

∂t
+[C]∂w

∂x
= H (5.18)

where [C] is the diagonalized Jacobian matrix of the system as a function of u,
m, γ and cs =

√
γRT (cs is the isentropic sound speed), where R is the elasticity

constant of the perfect gas:

[C] =



u−
ó

m

γ
cs 0 0

0 u 0

0 0 u+
ó

m

γ
cs


(5.19)
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Quantity w is the vector of the characteristic variables
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and H is the vector of the source terms

H =


H1

H2
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It is noteworthy that the eigenvalues in the diagonalized Jacobian matrix is
no longer u− cs, u and u+ cs as present in the classic one-dimensional Euler
equations [101], which considers mass conservation, momentum balance and
energy conservation equations. Therefore, the polytropic method possesses
different wave propagation speeds.

A finite-difference upwind numerical scheme has been employed to discretize
Eqs. (5.18)-(5.21). It is an explicit, non-conservative one-step method of the
first-order accuracy, which is as well referred to the explicit Euler scheme. Since
the flow velocity is in line with the positive direction of the space coordinates in
all simulations, u > 0 and u + (m/γ)cs > 0 always hold. The numerical scheme
between time instants tn and tn+1 writes
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According to Von Neumann stability analysis, the scheme is stable if the
Courant-Friedrichs-Lewy condition is fulfilled. The time step length is varied
at each instant, and the maximum Courant number is fixed at 0.9. Since the
steady state properties are the investigated objects, once the change in all
state values over a time step is considered minor, the simulation is terminated.
The boundary conditions are assigned on the basis of the number of the
characteristics entering each boundary, according to the theory of hyperbolic
partial differential equations [101].

The sensitivity analyses of the numerical tests below have been conducted.
As the nodes number of a model increases, all fluid properties remain basically
unchanged.

5.4 Numerical model results

The same tested cases reported in Figs. 5.1-5.4 have been again investigated
by means of the numerical model, and the comparison between the results of
the numerical model and of the classic Fanno flow are reported in Figs. 5.5-5.6.

Fig. 5.5 demonstrates the new comparisons when the flows are under
subsonic conditions (same tested points as the results exhibited in Figs. 5.1-
5.2). In both cases shown in Figs. 5.5a and 5.5b, 201 nodes have been applied
to the numerical model. Generally, no matter if the flow is choked or not,
all selected fluid properties follow their original results of the Fanno flow.
Meanwhile, the accuracy of the polytropic model’s interpretation is of great
satisfactory: the maximum error of the properties in the model takes place in
the p curve (the continuous line with dot symbols) of Fig. 5.5b, and the value
is only 0.57%.

The corresponding polytropic exponents of Fig. 5.5 refers to the lower
diagram in Fig. 5.7. From the inlet to the outlet of the pipe, they both follow
increasing trends, and all values are in the reasonable range, which is between
1 and 1.4 (the value of γ). Moreover, the value of m pertaining to the Point 2
(the continuous curve with cross symbols) at the duct exit approximates 1.4.
Under this situation,

ñ
m/γ approaches 1. The Mach number at the pipe outlet

when the polytropic flow is choked turns to be cs, which is in line with the
right endpoint of Ma (the continuous curve with rhombus symbols) displayed
in Fig. 5.5b.



5.4 Numerical model results 109

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.85

0.8

0.75

0.7

0.6

0.65 0.6

0.76

0.72

0.68

0.64

0.56

(a) p0 = 1 bar, T0 = 400 K,
pout = 0.6 bar and Lmax,F anno = 80 m

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.8

0.7

0.6

0.5

0.4

0.9

0.8

0.7

0.6

(b) p0 = 1 bar, T0 = 400 K,
pout = 0.3 bar and Lmax,F anno = 40 m

Figure 5.5: The comparison between the numerical results and the Fanno flows under
subsonic conditions.

Fig. 5.6 reports the comparison as the flows are under supersonic conditions,
and the tested points chosen are the same as those in Figs. 5.3-5.4. The nodes
numbers selected are 234 and 402 respectively for Figs. 5.6a and 5.6b. Similar
to the comparison shown in Fig. 5.5, all selected flow properties along the duct
converge to the corresponding Fanno flow results. Among the properties, the
maximum error percentage, which is 0.65%, occurs in p (the continuous curve
with dot symbols) of Fig. 5.6b. As are demonstrated in the upper diagram in
Fig. 5.7, both the m curves follow reduction trends. Meanwhile, m of Point 4
approaches 1.4 at the right boundary, corresponding to a Mach number (the
continuous curve with rhombus symbols) of 1 at the duct exit reported in
Fig. 5.6b. This refers to a Mach number threshold, below which a shock can
be formed and a sharp transition between the supersonic and the subsonic
flow can be present. Whereas, this cannot be simulated through the selected
non-conservative numerical model.
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Figure 5.6: The comparison between the numerical results and the Fanno flows under
subsonic conditions.
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Figure 5.7: The polytropic exponent along the pipe
(Point 1: p0 = 1 bar, T0 = 400 K, pout = 0.6 bar, Lmax,F anno = 80 m;
Point 2: p0 = 1 bar, T0 = 400 K, pout = 0.3 bar, Lmax,F anno = 40 m;

Point 3: p0 = 5.57 bar, T0 = 900 K, uin = 1000 m/s, Lmax,F anno = 35 m;
Point 4: p0 = 5.57 bar, T0 = 1000 K, uin = 1000 m/s, Lmax,F anno = 60.15 m).



Chapter 6

Conclusions

The present work deals with the experimental and the numerical analysis of
diesel common rail injection systems as well as the linked flowmeters. Starting
from the current industrial instruments, no matter it is a flowmeter or an
injection system, improvements in the structure still could be carried out.
Furthermore, innovative control strategies, through which the injected mass can
be estimated and controlled, have been proposed and experimentally examined.
Finally, the viscous adiabatic flow has been interpreted by means of polytropic
flows through both analytical and numerical procedures.

In Chap. 2, the injected flow-rates pertaining to one common rail injector
has been evaluated by means of both Bosch method and Zeuch method-based
flowmeters. Based on the comparison results of the outputs of those two
flowmeters, a moving average effect and a shift of the information have been
observed in the measured flow-rates of the device that applies Bosch method.
A homemade numerical model of the EVI, which exploits Bosch method, has
been then developed, in order to examine the causes of those phenomena.

In the Bosch method-based flowmeter, the chamber-like structures are parts
of the reasons of the moving average phenomenon and can distort the high-
frequency content appearing in the injection rate. Moreover, the damper acts
as a restrictor, damping the pressure oscillations, and this is as well one cause
of the moving average phenomenon in the injection rate. In addition, it is
inferred that the convergent pipe slightly alters the pressure wave, and the thus
evaluated flow-rate can be distorted.

Design keys to improve the Bosch method-based flowmeters have been
provided. A reduction in all the hydraulic capacitances and the removal of all
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the flow restrictions are suggested. Meanwhile, the convergent pipe should be
avoided in order to remain the original shape of the effective injection rate.

In Chap. 3, an innovative Common-Feeding prototypal system has been
realized for a light-duty commercial vehicle. The reference CR system, the
reduced rail volume CR systems and the new CF system then have been
experimentally examined. Furthermore, experimental campaign on a state-of-
the-art common rail solenoid injector has been performed at the hydraulic rig.
Parametrical analyses on the injector setup have been carried out by means of
a numerical code, in order to exploit its potential for rate-shaping strategies.
Pilot-main injection performance and the measured key dimensions of CRI 2.18
injector and of CRI 2.20 injector have been tested and compared.

With respect to the single injections, as the reduced accumulator is installed,
only if the injected mass is sufficiently great, a significant pressure reduction
within the high-pressure circuit during the effective injection event occurs.
Meanwhile, the fuel pressure in the high-pressure circuit before the injection
becomes greater. Such a phenomenon compensates the pressure drop during
the injection cycle. Furthermore, the modification of the accumulator shape
induces a variation in the free pressure wave frequency within the high-pressure
circuit after the effective injection event. Whereas, this wave is not affected
by the accumulator volume size. The static leakage of the CR system varies
only at high nominal pressure values with the modified size of the accumulator,
due to thermal reasons. The cycle-to-cycle dispersion in the injected mass
rises as the CR accumulator size reduces. As regards the pilot-main injections,
when the gauged orifices are mounted at the outlet of the accumulator, the
fluctuation amplitude of the main injected mass versus DT curve declines.

Practical criteria have been proposed for determining the injection fusion
threshold in Zeuch method-based flowmeters. In the injection regimes with
small DT , the injected mass cycle-to-cycle dispersion is connected to the local
slope of the Mcum − DT curve. The greater the modulus of the slope, the
larger the dispersion is. Furthermore, modifications in the mechanical and
electromagnetic parameters of the solenoid injector are capable to vary the
injection fusion threshold as well as the range of the interval, in which the
injected mass is approximately not affected by DT . The parameters, such as
Imax, Lgap, dA, dZ , dcp and dne, are vital to influence the possibility to realize



113

rate-shaping strategies. Whereas, the hydraulic variables, which is linked to the
flow areas along the injector inlet to nozzles holes, provide ignorable influence.

The CRI 2.20 injector possesses a smaller DTcr value and a more reduced
range of DTmax < DT < DTcr than those of the CRI 2.18 injector, and those
performance prove that the former injector features a better capability in the
closely-coupled pilot-main injection regimes. This superior performance can
not be ascribed to the presence of the Minirail in the CRI 2.20 injector, but
generally to the increase of hole Z diameter.

In Chap. 4, it has been examined that the thermal regime influences the
injected quantity by varying the injection temporal length. Furthermore, by
measuring the fuel pressure time distributions along the rail-to-injector pipe,
the instantaneous mass flow-rate along that tube has been calculated in terms of
single injections and pilot-main injections. Two techniques have been proposed.

One method is realized by applying a time frequency analysis technique to
the pressure signals, in order to detect the effective injection temporal length
of one injection. The correlation between the injected mass and the injection
temporal length then translates the information into the injected fuel quantity.
The accuracy of this estimation, independent of the thermal regime, is within
2 mg for all single injection working conditions.

The other approach employs physical equations. The computing strategy
depends on the injection patterns: if a small single injection is applied, only one
pressure transducer is essential; while in other cases of injections, two pressure
signals are necessary. The passed fuel mass is obtained by integrating the in-
pipe flow-rate over the injection event. A linear correlation of Minj = f(Minj,in),
independent of the nominal pressure, the thermal regime and the engine speed,
is then employed to estimate the injected mass. Finally, a PID controller is
applied to correct the error by varying the energizing time of the single injection
or of the main injection in the double injections.

This innovative Polito technique is capable to be applied without modifica-
tion of the injector internal structure. The injection systems equipped with
state-of-the-art injectors, have been applied to test the performance of single
injections and of pilot-main injections with the new control strategy. The
experimental results of steady-state single injection tests have shown that the
accuracy of the injected mass, when the Polito closed-loop control strategy is
applied, is lowered to approximately 1 mg for the entire working range under



114 Conclusions

different thermal regimes. Whereas, it is greater than 2 mg for the standard
open-loop control strategy is employed. Evident enhancements have as well
been found in the dynamic response to steps and ramps in Minj,ref and in
pnom. As far as the pilot-main injections are concerned, the Minj accuracy with
the Polito strategy can reach the values below 2 mg over the entire operating
range. Significant enhancements in the stability of the rate-shaping regimes in
Minj −DT curves have been observed.

In Chap. 5, the analytical expressions of a compressible flow in constant-
area ducts with friction following a polytropic process have been developed.
In the computation, the energy equation has been removed while a polytropic
exponent, as a new variable, needs to be determined.

The comparisons between the flow properties calculated by means of the
polytropic method and the classic Fanno method have been carried out. In
those tests, the fluid properties at the duct inlet are analogous between the
two methods, and the fluid states in the polytropic flow can generally follow
the trends of the properties in Fanno flow. However, if the flow is choked, the
properties at the outlets between the two methods are different, since the Mach
numbers at the location, where the flows are choked, are varied. On the other
hand, it is observed that the polytropic flow is no longer adiabatic.

In order to further converge the polytropic flow with friction to Fanno flow,
a numerical model, based on the decoupling method, has been developed. As
far as the results of the numerical model is concerned, the polytropic flow
properties along the duct are generally identical to the results found through
the classical analysis regardless of the different wave propagation speeds from
the classic model. Particularly, with respect to the subsonic flow under choking
condition, the fluid properties in the polytropic flow at the duct outlet is as
well analogous to the results of Fanno flow, since the polytropic exponent
approaches the isentropic exponent at that location.
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