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Abstract— Price forecasting is a crucial element for the 
members of the electricity markets and business decision-
making to maximize their profits. The electricity prices have an 
impact on the behavior of market participants, and thus, 
predicting prices for generation companies, and consumers is 
essential for both the short-term profits in the Day-Ahead, 
Intra-Day and Ancillary markets, and the long-term benefits in 
the future planning, investment, and risk management. 
Therefore, participants in the electricity market need to 
accurately and effectively predict the price signal to manage 
market risk. In this paper, different forecasting models have 
been compared, and the most promising ones have been 
employed to forecast the short term Italian electricity market 
clearing price for achieving forecasting accuracy. In particular, 
simulations are performed for four principal regression 
methods, including Support Vector Machine, Gaussian 
Processes Regression, Regression Trees, and Multi-Layer 
Perceptron. The performance of predicted models is compared 
through several performance metrics, including MAE, RMSE, 
R, and the total number of percentage error anomalies. The 
results indicate the SVM is the best choice for forecasting the 
electricity market price on the Italian case study. 

Keywords— Electricity price prediction, Italian electricity 
market, PUN, Artificial neural network, Machine learning 

I. INTRODUCTION 
Following the restructuring of the electricity market in 

many countries, prices in a competitive market are influenced 
by market players. Price is determined by the intersection of 
the supply curve and demand curve.  

Electricity market price has huge volatility, and this 
increases the risk for market players. Therefore, forecasting 
prices for generation companies (GENCOs) and consumers 
is essential.[1]. 

Due to the importance of the electricity market price 
prediction, several approaches have been proposed so far. 
The time series model can refer to “dynamic regression and 
transfer function models” [2], “autoregressive conditional 
heteroscedasticity” [3], and “conditional variance forecasts 
using a dynamic model” [4]. Although these methods are 
taken into consideration for the sake of simplicity in 
implementation and linearity, they are not efficient in the 
nonlinear system and dramatically increase the prediction 
error.  

In the last years, several Machine Learning (ML) 
algorithms have been adopted to forecast the electricity price. 
Identifiyng patterns and trends easily, continuous 
improvement, and handling multi-variety data are the 
advantage of the ML algorithm. 

One of the most widely used methods is the Artificial 
Neural Network (ANN). The most common types of artificial 

neural networks used in the price forecasting process are the 
Multi-Layer Perceptron (MLP) [ 5], Radial Basis Function 
(RBF) [6] and Self-Organized Maps (SOM) [7]. 

Another method that is commonly adopted in the field of 
electricity market prediction is the Support Vector Machines 
(SVM) [8]-[9]. When the algorithm has been adopted for 
regression, it is called Support Vector Regression (SVR) [9].  

Moreover, in [10], tree-based techniques are applied for 
price prediction. Among the Tree-based methods, Random 
Forests (RF), Bagged Regression, and Boosted Trees are the 
most commonly used [10,11]. 

Gaussian Process Regression (GPR) is another supervised 
learning algorithm used for predicting market price and stock 
trends [12,13]. 

In this paper, twenty potential models based on the main 
machine learning algorithms described above (i.e., SVM 
including Linear, Quadratic, Coarse Gaussian and Cubic, 
GPR including Exponential, Squared Exponential, Rational 
Quadratic and Matern 52, MLP including four different 
structures, as well as Tree-based methods including bagged 
and boosted trees) are extensively investigated. Besides, three 
priority lists of diverse methods based on the performance 
metrics, MAE, R, total anomalies, are provided.  

The rest of the paper is organized as follows: Section 2 
proposed an overview of conducted methods for price 
prediction. An application of predictive methods of electricity 
price to the Italian electricity market is presented in Section 
3. The paper is concluded in Section 4.

II. CONDUCTED METHODS FOR PRICE PREDICTION

In this section, the detailed information of used 
methodologies is described. 

A. Support Vector Machine 
SVM is categorized as a supervised learning method for 

the application of Regression and classification [14]. The 
principal object of SVM is determining hyperplanes that 
maximize the margin between classes. 

FIGURE 1: MAXIMUM MARGIN OF SUPPORT VECTOR MACHINE [9] 

                     



SVM is categorized based on the type of kernel [15,16]. 

• Linear 
• Quadratic 
• Cubic 
• Gaussian (Fine, Medium and Coarse) 

B. Gaussian process regression  
GPR is a commonly used method in machine learning 

(ML) and is a joint Gaussian distribution over time. Gaussian 
Process is specialized with a mean function and 
covariance function  [12]. To explain a real 
process as a GPR, we have: 

   (1) 

where, 
 

    (2) 

 (3) 

In the regression model, considering a dataset D with N 
observations; 

( , with  and  the 
goal is to predict new  given  using  such that:  

 where  is Gaussian noise. 

In the GPR method, various types of kernel classes can be 
used. The most important types of kernel used in this article 
are described below: 

• Exponential Covariance 
• Squared Exponential Covariance 
• Rational Quadratic Covariance 
• Matern Class Covariance 

C. Tree-based Methods 
Tree-based regression is nonparametric methods that can 

be applied to models having both a large number of 
observations and a large number of variables. There are three 
types of Tree-based methods. In this article, two of the most 
popular models, including Bagging, and Boosting, are 
investigated [17]. 

• Bagging Tree 

Bagging or Bootstrap aggregation is a learning method for 
improving prediction by reducing the associated with 
forecasting. Bagging tree uses a simple averaging of results 
to achieve an overall forecast.  

• Boosting Tree 

Another method for improving the result of the prediction 
is the Boosting tree. Like bagging, boosting tree uses a 
committee-based approach and weighted average results to 
obtain the forecast. Moreover, in each step, each tree is grown 
based on the information related to previously grown trees 
[17]. 
In both bagging and boosting methods, the lowermost node 
on the tree is called Leaf or terminal node. 
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D. Multilayer perceptron 
MLP is a feed-forward neural network consisting of the 

nodes can be organized as follows: 

• Input layer 
• one or more layers as a hidden layer 
• Output layer 

Output nodes and hidden nodes are neurons that use an 
activation function, for instance, Sigmoid, hyperbolic 
tangent, and so on [18]. The MLP model uses the Levenberg-
Marquardt backpropagation (BP) algorithm for model 
training. 

  (4) 
where  is the parameter vector, is the Jacobian matrix, 
and  is the parameter [19]. 

The structure of the MLP is represented in Figure 2. 

 
FIGURE 2: MLP STRUCTURE [17] 

III. ITALIAN ELECTRICITY MARKET CASE STUDY 
In this section, an introduction about the Italian power 

market is presented (subsection A). Detail information of the 
adopted data is provided in subsection B. A descriptive 
statistics on the Italian electricity market is provided in 
subsection C. The method for determining the train and test 
set of the data, brief information of adopted performance 
metrics, and a comprehensive discussion about results are 
provided in subsections D,E, and F, respectively.  

A. Introducing the Italian Power Market 
In the Italian Power Market, the geographical market 

includes seven foreign virtual zones, six geographical zones, 
fand five poles of limited production (national virtual zones).  

In the Italian day-ahead market1 (MGP), the submission 
from market participants takes place between the ninth day 
before the day of physical delivery (opens at 8 a m) and the 
day before the day of delivery(closes at 12 p.m) [20]. In this 
study, to predict the National Single Price 2 (PUN), four 
principal prediction methods, including SVM, GPR, Tree-
based method, and MLP, are applied to the MGP. 

B. Data Classification 
The variables adopted to forecast PUN are listed in Table 

1. Data are gathered on an hourly basis, except for Natural 
Gas (NG) price, for 2015, 2016, 2017, and 2018. All the data, 
including load consumption, electricity price, and NG price, 
are taken from Gestore dei Mercati Energetici (GME) [19]. 
NG price data are daily data where the data are copied to the 
corresponding hour of the day. Each year consists of 8,760 
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