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Order Statistics-based Design of UWB Receivers
Ahmed Badawy, Member, IEEE; Tarek Elfouly, Senior Member, IEEE; Tamer Khattab, Senior Member, IEEE;

Carla Fabiana Chiasserini, Fellow, IEEE and Daniele Trinchero, Member, IEEE

Abstract—We propose a non-coherent ultra-wideband (UWB)
receiver that leverages a single-sample-per-pulse threshold ap-
proach to detect the transmitted symbol and is capable of
mitigating the impact of impulse interference. Unlike classical
detectors, the proposed receiver does not aim for the peak (1st-
order) sample, rather it selects the optimal `th-order one over the
samples of a single pulse. We derive the error probability both
under additive white Gaussian noise, for which a closed-form
expression is obtained, and under the IEEE 802.15.4a channel
model. We also conduct extensive simulations and show that
the proposed solution significantly outperforms both single peak
and energy detection UWB receivers in the presence of impulse
interference.

Index Terms—UWB, non-coherent receiver, pulse detection

I. INTRODUCTION

A well-known method for implementing non-coherent UWB
receivers is energy detection (ED) [1], [2]. The ED approach
has low implementation complexity, although its performance
is sensitive to varying background noise and interference
levels. Due to the peculiarity of UWB systems, the symbol
time is usually much larger than the duration of the transmitted
short pulse. This, in addition to the channel delay spread,
leads to a stringent requirement on the pulse duration tuning
window. Otherwise, noise-only samples are collected, yielding
a higher noise floor and, hence, a severe degradation of
the performance of ED-based UWB receivers. Other relevant
examples of non-coherent UWB receivers leveraging single
sample-based detection are single- and dual-peak receivers,
as discussed in [3]. In single sample-based UWB receivers,
the peak sample is selected from the received signal and then
compared against a threshold to decide whether a “1” or “0”
was transmitted. The performance of such receivers is close
to that of ED-based receivers.

One of the main issues in the reception of UWB signals is
impulsive interference (IN), which affects many communica-
tion scenarios such as industrial and underwater environments
(see, e.g., [4]–[6], and the references therein). To effectively
cope with IN, [5], [7]–[9] have proposed UWB receivers that
account for this phenomenon, exploiting non-linear and spar-
sity based methods. All these solutions require high processing
capabilities and perfect channel estimation at the receiver,
and yet the performance is sub-optimal [6]. Another possible
approach is to apply a simple clipping at the receiver’s analog
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front-end. However, the threshold should be set higher than
the maximum desired signal amplitude, otherwise the desired
signal will be clipped and lead to high error rates. This leaves a
large gap for IN to pass the threshold and impact the receiver,
ultimately yielding just a slight improvement in performance.
Moreover, since the UWB signal is non-uniformly distributed
within the received symbol time, existing non-linear high
processing receivers [8], [9] turn out to be sub-optimal under
IN [6].

In this paper, we propose a UWB non-coherent receiver
based on single-sample thresholding, which exhibits a signif-
icantly lower error rate than existing non-coherent receivers
in the presence of IN. Our approach is based on sorting the
received samples based on their amplitude, and on selecting
the `th-order sample to be compared against a threshold,
which minimizes the error probability. If the value of the
selected sample exceeds the threshold, a “1” is detected;
otherwise, a “0” is output. Importantly, our proposed receiver
does not require tuning to the pulse duration, rather it operates
on the entire symbol time. We analyse the performance of
the proposed receiver, first under Gaussian noise obtaining
a closed-form expression for the error probability, and the
under a fading channel. Through simulations under the IEEE
802.15.4a channel model, we also compare the performance
of our receiver versus single-peak and ED solutions and show
its superiority.

The rest of the paper is organized as follows. Sec. II intro-
duces the system model under study, while Sec. III presents the
proposed receiver design and its performance analysis aimed
at deriving an expression for the error probability. Sec. IV
discusses the numerical results and the comparison against
existing techniques. Finally, Sec. V concludes the paper.

II. SYSTEM MODEL

We consider UWB communications leveraging on-off Key-
ing (OOK) modulation, where symbols dk ∈ {0, 1} are
transmitted over a sequence of ultra-short pulses, p, each of
pulse duration Tp. The transmitted OOK UWB signal can be
written as [10]

s(t) =
∑
k

dkp(t− kTR), (1)

where TR � Tp is the symbol duration and R = 1/TR is
the symbol rate. We assume that the symbol time is much
longer than the delay spread, which leads to zero inter-symbol
interference. It is also assumed that the transmitter and the
receiver are synchronized.
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Fig. 1: Example of the impact of IN: (a): when “0” is
transmitted and (b) when “1” is transmitted.

III. RECEIVER DESIGN AND PERFORMANCE ANALYSIS

The rational behind our receiver design is as follows. Let
us first sort the samples collected in each symbol time, in
ascending order as depicted in Fig. 1 (a similar procedure
holds if they are sorted in a descending order). When sending
a “0”, the receiver collects noise-only samples and, in the
presence of IN, the last few sorted samples with highest
amplitudes are affected by the interference. It follows that
a “0” transmission would be better detected if one of the
samples (r(`)) other than the peak is selected and compared
to the pre-set threshold (λ), as it would result below threshold
with higher probability. On the contrary, when a “1” is sent,
r(`) > λ implies that all samples with index higher than `
are also above threshold, which makes the detection of the
“1” more reliable. In a nutshell, in order to to reduce the
impact of IN and, hence, improve the detection performance,
our solution selects the sample with the order (index) that
minimizes the error probability and compares this sample
against the preset threshold. More specifically, the optimal
sample order is obtained by solving the following optimization
problem:

` = arg min
i
Pe ∀i ∈ {1, 2, · · · ,K} (2)

where Pe is the error probability and K is the number of
samples collected in a symbol time.

In the following, we derive an analytical expression for
the error probability, under additive white Gaussian noise
(AWGN) and under a fading channel.

A. Performance Analysis under AWGN

We first analyse the performance of the proposed UWB
reciever under an AWGN channel, since this is the first step to-
wards further analysis under fading channel. Also, we assume
that the transmitted pulse shape is a second derivative Gaussian
pulse [11]. For the samples received within each symbol
duration, two possible hypotheses can be made, namely H0

and H1, corresponding to the source sending a“0” and a “1”,
respectively. Specifically,

H0 : ri = ni, i = 1, . . . ,K, (3)

H1 : ri =

{
si + ni, i = 1, . . . , Np

ni, i = Np + 1, . . . ,K .
(4)

In the above definitions, s is the transmitted pulse, ri is the i-
th received sample, K is the total number of samples received
within each symbol time TR, and Np is the number of samples
within a pulse duration Tp. Hence, K = TRfs and Np = Tpfs,
where fs is the sampling frequency. For the transmission of a
“0”, i.e., hypothesis H0, the received samples are noise only,
and ri follows N (0, σ2) where N (a, b) denotes the Gaussian
distribution with mean a and variance b. For the transmission
of a “1”, i.e., hypothesis H1, ri follows N (si, σ

2), for i ∈ [1 :
Np] and N (0, σ2) for i ∈ [Np + 1 : K]. IN is incorporated in
the total noise component ni according to ni = ñi+zi, where
ñi is the AWGN which follows N (0, σ2

ñ) and zi represents
the IN, which is modelled as a Bernoulli-Gaussian random
variable [7]. We have zi = biwi where wi follows N (0, σ2

w)
and bi is a Bernoulli random variable with probability mass
function

P(bi) =

{
ρ, bi = 1

0, bi = 0
i = 1, 2, . . . ,K . (5)

In the above expression, ρ is the probability of occurence of IN
within a symbol time. The probability density function (pdf)
of ni is given by [7]

fni(ni) = (1− ρ)G(ni, 0, σ
2
ñ) + ρG(ni, 0, σ

2
ñ + σ2

w), (6)

where G(.) is the Gaussian pdf. Since ni is a weighted sum
of two Gaussian-distributed random variables, ni follows a
Gaussian distribution with zero mean and variance σ2 = (1−
ρ)σ2

ñ + ρ(σ2
ñ + σ2

w), i.e., ni follows N (0, σ2).
Under hypothesis H0 and H1, and denoting with λ the

detection threshold, the probability distribution of ri is given
by:

P (ri < λ|H0) = FH0 =
1

2
+

1

2
erf

(
λ√
2σ2

)
(7)

P (ri < λ|H1) =

Fi =

{ 1
2 + 1

2 erf
(
λ−si√
2σ2

)
, i = 1, . . . , Np

1
2 + 1

2 erf
(

λ√
2σ2

)
, i = Np + 1, . . . ,K .

(8)

1) Distribution of `th-order sample: The first step per-
formed by the proposed receiver is to sort the received samples
according to r(1) ≤ r(2) ≤ · · · ≤ r(`) ≤ · · · ≤ r(K). Assuming
we use the `th-order sample r(`), under H0 the probability
distribution of r(`) is given by the distribution of the ordered
version of independent and identically distributed Gaussian
random variables [12]:

P
(
r(`) < λ|H0

)
= GH0

=

K∑
i=`

(
K

i

)
[FH0

]
i
[1− FH0

]
K−i

. (9)
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Under H1, instead, the samples are independent but not
identically distributed; hence [12],

P
(
r(`) < λ|H1

)
= GH1

=

K∑
i=`

∑
Bi

i∏
j=1

Fcj

K∏
j=i+1

[
1− Fcj

]
, (10)

where Bi is a summation that extends over all permutations
c1, · · · , cK of 1, · · · ,K at which (c1 < · · · < ci) and ci+1 <
· · · < cK . GH1 takes into consideration all K samples received
under H1. Note that, when r(`) > λ, this implies that all
K − ` + 1 samples are greater than λ, which increases the
confidence that H1 is detected. When instead r(`) < λ, K −
` + 1 samples (whose amplitude may be greater than λ) will
be ignored (see also Fig. 1), thus reducing the impact of IN.

2) Bit error probability: The error probability can be es-
timated in terms of the probability of false alarm, Pf , and
of the probability of detection, Pd. The probability of false
alarm indicates the case when the selected sample exceeds the
threshold while the transmitted bit is “0”. On the contrary, the
probability of detection indicates the case where the selected
sample exceeds the threshold when the transmitted bit is “1”.
The probability of error, Pe, can be written as

Pe = (1− Pd)× P{H1}+ Pf × P{H0}, (11)

where P{H1} and P{H0} are the probabilities of H1 and H0,
respectively. The probability of false alarm and of detection
are given, respectively, by:

Pf = P{r(`) > λ|H0} = 1−GH0
, (12)

Pd = P{r(`) > λ|H1} = 1−GH1 . (13)

In the case of a symmetric source, we have: P{H1} =
P{H0} = 1/2, then the error probability becomes:

Pe =
1

2
+

1

2
×GH1

− 1

2
×GH0

. (14)

Substituting (9) and (10) in (14) yields

Pe =
1

2
+

1

2

K∑
i=`

∑
Bi

i∏
j=1

Fcj

K∏
j=i+1

[
1− Fcj

]
− 1

2

K∑
i=`

(
K

i

)
[FH0

]
i
[1− FH0

]
K−i

. (15)

As noted in [12], (10) has ensuing complications; hence,
we use the approximated recursive method presented in [13]
to solve it for GH1

. For ` = 2, . . . ,K, we have

P
(
r(`) < λ|H1

)
= Q(`)

= Q(`−1) −
(
1−Q(1)

)
V(`), (16)

with

Q(1) = 1−
K∏
i=1

1− Fi, (17)

where Fi is calculated using (8) and

V(`) =
1

`− 1

`−1∑
i=1

(−1)i+1UiV(`−i) (18)

with V(1) = 1 and

U(`) =

K∑
i=1

(
Fi

1− Fi

)`
. (19)

Solving recursively for Q(`) and V(`), Pe can be obtained
as

Pe =
1

2
+

1

2

(
Q(`−1) −

(
1−Q(1)

)
V(`)

)
− 1

2

K∑
i=`

(
K

i

)
[FH0 ]

i
[1− FH0 ]

K−i
. (20)

B. Performance analysis under fading channel

We now extend our analysis to a scenario with fading
channel. In this case, the received signal is

r(t) = s(t) ∗ h(t) + n(t), (21)

where h is the channel impulse response (CIR) and ∗ denotes
the convolution operator. Under flat fading channel, which
is suitable for nonline-of-sight propagation between slowly
moving nodes [10], h = αδ(t), where δ(.) is the Dirac delta
function and α is the propagation path amplitude. The latter
follows a Nakagami-m distribution with pdf [10], [14]:

fNak(γ) =
1

Γ(m)

(
m

γ̄

)m
γm−1 exp

(
−mγ

γ̄

)
, (22)

where m ≥ 0.5 is the fading parameter, γ is the instanta-
neous SNR and γ̄ is the average instantaneous SNR. Pf in
(12) remains the same under Nakagam-m fading channel. To
obtain a closed-form expression for the error probability under
Nakagami-m fading channel, we first rewrite the probability
distribution under H1 in (8) in terms of the SNR, which is
given by γi =

α2s2i
σ2 . We get:

Fi(γi) =

{ 1
2 + 1

2 erf

(
λ
σ2
−γi√
2
σ2

)
, i = 1, . . . , Np

1
2 + 1

2 erf
(

λ√
2σ2

)
, i = Np + 1, . . . ,K.

(23)

The probability distribution of r(`) in (10) is rewritten using
(23), which is then substituted in (13) to obtain Pd(γi). The
probability of detection under Nakagami-m fading channel is
derived by averaging Pd(γi) over (22):

PdNak =

∫ ∞
0

Pd(γi)fNak(γi)dγi. (24)

Hence, the total error probability is given by:

PeNak =
1

2
+

1

2
×(∫ ∞

0

(
K∑
i=`

∑
Bi

i∏
j=1

Fcj (γi)

K∏
j=i+1

[
1− Fcj (γi)

])

× 1

Γ(m)

(
m

γ̄i

)m
γm−1i exp

(
−mγi

γ̄i

)
dγi

)

− 1

2

K∑
i=`

(
K

i

)
[FH0 ]

i
[1− FH0 ]

K−i
. (25)
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Considering a frequency-selective fading channel, the chan-
nel impulse response is defined as

h(t) =

M∑
m=1

αmδ(t− τm), (26)

where M is the number of multipath components (MPC),
αm = |αm|.ejθm and τm are the amplitude and time delay
of the mth path, respectively, and θm follows a uniform
distribution. As per the UWB general channel model in IEEE
802.15.4a [15], the MPCs tend to arrive in clusters with
τm = Ta + τa,m, where Ta is the delay of the ath cluster
and τa,m is inter-arrival time within a cluster. There exist
different models for τa,m, which are uniform, Poisson process
and mixed Poisson process [15]. The inter-cluster arrival time
also is modelled using a Poisson process. To find a closed-form
expression for the error probability under the channel model in
(26), one can follow the approach in [10] and average (15) over
the distribution of τm, assuming a fixed channel amplitude
αm. The resulting expression can then be averaged over the
distribution of αm, which is a cumbersome process.

C. Optimization over `

Given the above expressions for Pe, the objective function
in (2) turns out to be nonlinear with integer decision variable,
which makes the optimization problem non-convex. There
exist several methods to find the index ` minimizing Pe in
this case, however, due to the single integer dimension and
the finite set of feasible values, using exhaustive search to find
the optimal ` is not computationally expensive. In particular,
an exhaustive search to find the optimal ` can be performed
offline. Specifically, the optimal sample index can be computed
for each value of signal to noise ratio (SNR) level and saved
in a lookup table (LUT), from which it can then be retrieved
during the signal detection. We remark that such an approach
of estimating a parameter offline and save it in a LUT to be
used during deployment has been widely used in the context
of UWB system design (see, e.g., [16] where the threshold
is estimated through Monte-Carlo simulations for different
parameters including SNR, and saved in a LUT to be used
later).

IV. NUMERICAL RESULTS

In this section, we evaluate the performance of the pro-
posed receiver, and validate our analysis against simulation
results. Furthermore, we compare the performance against that
of existing solutions. To this end, we considered an UWB
system with the following parameters: pulse duration = 2 ns,
bandwidth W = 870 MHz, and fs = 16 GHz [3], [6], [17].

A. Threshold estimation

As done in [5], [18], [19], we set the threshold of our
proposed receiver based on a constant false alarm rate (CFAR).
In particular, for a fixed Pf , we solve (12) for the threshold λ.
This is very useful when using OOK modulation, since under
H0, the receiver collects noise-only samples, for which Pf
is well defined by (12), which is also not impacted by the

0 1 2 3 4 5 6 7
10-6
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Fig. 2: Pf vs β, for different values of `.

-5 0 5 10 15

SNR(dB)

10-4

10-3

10-2
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Fig. 3: Numerical vs. analytical results: Pe as a function of
the SNR, for K = 32, 64 and 128.

fading channel. We define λ = βσ, with σ being the square
root of the variance of the distribution of ri under H0, i.e.,
the standard deviation, and β is constant. We then use (12) to
plot Pf in Fig. 2, as the value of β varies, R = 10 MHz, and
for different values of `. Note that when ` = K, the receiver
reduces to the single-peak detector, for which the probability
of false alarm can be written as [3]: Pf = 1− (FH0

)K .

B. Numerical vs. analytical results

Since the derived error probability under AWGN provides
the basis for further derivation under different fading channels,
it is important to assess its validity by comparing analytical
and simulation results. Fig. 3 depicts the curves obtained using
the expression in (20), using also (17) – (19), and lever-
aging values of ` pre-computed through exhaustive search.
The error probability is plotted as a function of the SNR,
and is compared against numerical results obtained under
the aforementioned parameter settings and for a number of
samples, K, equal to 32, 64 and 128. It can be observed
that there is an excellent match between our analytical and
numerical results.

C. Simulation under the IEEE 802.15.4a channel

We now compare the performance of the proposed receiver
to the single-peak and the ED receivers, under the standardized
UWB IEEE 802.15.4a channel model (CM) [15]. We use
CM9, which corresponds to an industrial non-line of sight
harsh environment, since IN is more likely to occur in such
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Fig. 5: Bit error probability for the proposed receiver, ED, and
single peak vs. SNR, for ρ = 0.005 and INR = 20, 30 dB.

a scenario [4]. The parameters characterizing the simulated
channel can be found in [15].

We define SNR = |h|2s2
σ2
ñ

, IN to noise ratio (INR) as

INR =
σ2
w

σ2
ñ

, and signal to IN plus noise ratio (SINR) as

SINR = |h|2s2
(1−ρ)σ2

ñ+ρ(σ
2
ñ+σ

2
w)

, with ρ = NI
K . In the later, NI

represents the number of IN samples withing a symbol time.
For the proposed receiver and for single-peak detection [3],
the received samples within a symbol time are first sorted in
ascending order. Also, for our receiver, we estimate offline
(through exhaustive search) the ` values that provide the
lowest bit error probability under CM9 realizations. We save
the optimal ` in a LUT and then we compare the selected
sample to the threshold. For single-peak detection, instead,
the sample with the maximum value, i.e., ` = K, is selected
and compared to the threshold. Finally, for ED, the energy of
the collected samples within each symbol time is estimated
and then compared to the threshold.

Figures 4 and 5 present the bit error rate (BER) at R = 10
MHz for all considered receivers, when ρ = 0.01 and 0.005,
respectively. We consider both INR = 30 dB and INR =
20 dB. The proposed receiver significantly outperforms both
single-peak and ED receivers. For example, for ρ = 0.01
and BER of 10−3, our receiver requires SNR≈ 25 dB, while
single peak and ED require SNR= 31 and 34 dB, respectively.
Overall, our solution improves the dynamic range of the

receiver by an average of 5–10 dB when compared to ED and
single peak. Another way to look at these results is for a fixed
SNR: the proposed receiver can reduce the BER by orders of
magnitude compared to the considered benchmarks. At last,
the performance of all receivers improve when either ρ or
INR decreases.

V. CONCLUSION

We presented a non-coherent, threshold-based UWB re-
ceiver that leverages a single sample, namely, the `th-order
sample. We analytically derived a closed-form expression for
the bit error probability and assessed the performance of
our solution through numerical results in a IEEE 802.15.4a
scenario. The results show that, in the presence of IN, the
proposed receiver improves by multiple orders of magnitude
the detection performance of existing, non-coherent UWB
receivers.
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