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ABSTRACT

We explore the impact of different resolutions, convective closures, and microphysical parameteriza-

tions on the representation of precipitation statistics (climatology, seasonal cycle, and intense events) in

20-yr-long simulations over Europe with the regional climate Weather Research and Forecasting (WRF)

Model. The simulations are forced in the period 1979–98, using as boundary conditions the ERA-Interim

fields over the European region. Special attention is paid to the representation of precipitation in the

Alpine area. We consider spatial resolutions ranging from 0.118 to 0.0378, allowing for an explicit rep-

resentation of convection at the highest resolution. Our results show that while there is a good overall

agreement between observed and modeled precipitation patterns, the model outputs display a positive

precipitation bias, particularly in winter. The choice of the microphysics scheme is shown to significantly

affect the statistics of intense events. High resolution and explicitly resolved convection help to consid-

erably reduce precipitation biases in summer and the reproduction of precipitation statistics.

1. Introduction

Precipitation is one of the most crucial meteorological

and climatological variables affecting environmental con-

ditions and human societies. In particular, estimating the

expected impact of climate change onhydrometeorological

risk, ecosystem functioning, permafrost thawing, snow and

glacier melt, and water availability requires quantitative

and precise precipitation estimates with high spatial and

temporal resolution (Giorgi 2006; Fowler andWilby 2010).

This requirement is particularly stringent when considering

flood risk assessment in mountain or coastal basins with

moderate spatial extension (Rebora et al. 2006).

While global climate models (GCMs) are currently

reaching higher and higher resolutions, they are still

limited to scales of the order of 50–100km [as in phase 5

of the Coupled Model Intercomparison Project

(CMIP5)], thus presenting a large gap between the

scales reproduced by themodel and the scales of interest

for most of the processes involving precipitation and its

impacts (such as flood and landslides). To try to cir-

cumvent this difficulty, regional climate models (RCMs)

nested into GCMs are used to dynamically downscale

GCMs and achieve both higher resolution and a better

and more physically based representation of the small-

scale processes (Giorgi 1990, 2006; Giorgi and Mearns

1991; McGregor 1997; Castro et al. 2005). Investigations

of the limits of such methods are found in Denis et al.

(2002) and Vannitsem and Chomé (2005). While the

resolution of RCMs has increased in the course of time,

using nested RCMs still presents issues such as the
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influence of boundary conditions, the best size of the

nested domains, and the choice of adequate parame-

terizations, all of which can severely affect the simulated

precipitation output. In particular, the added value

provided by very high horizontal resolution of pre-

cipitation fields in regional climate simulations remains

unclear (Chan et al. 2014). For example, Prein et al.

(2013) showed, using the Weather Research and Fore-

casting (WRF) Model, that grid spacing of at least 6 km

was needed to faithfully reproduce the spatial pattern

and amount of precipitation in experiments over the

Colorado basin. In general, as underlined by the fifth

assessment report of the IPCC, regional modeling of

precipitation still needs strong improvements in order to

reach a robust confidence interval. Therefore, a careful

analysis of the sensitivity of the model response to dif-

ferent parameterizations such as spatial resolution, mi-

crophysics, and convective schemes is an essential step

before embarking on the use of model outputs to assess

the impact of climate change.

In this framework, Europe represents an especially

challenging region for modeling precipitation, since it is

exposed to intense synoptic perturbations from the At-

lantic and to moisture-rich inflows from the Mediterra-

nean and is characterized by complex orographic

features. Climatology of the European region is com-

plex and at least four climate subregions can be identi-

fied: humid temperate climate (western Europe), humid

cold climate (eastern Europe), Mediterranean climate,

and Alpine climate. Dynamical downscaling of climate

change scenarios have shown that wet regions will

probably be shifted northward while experiencing in-

creased magnitude and frequency of extreme pre-

cipitation events (Christensen and Christensen 2003;

Frei et al. 2006). Hence, a better understanding of the

internal variability of the models and their sensitivity to

tuning parameters and parameterizations is of main in-

terest in order to derive significant conclusions in this

region. Several efforts in regional dynamical downscal-

ing over Europe have been made in the past decades

(see, e.g., Giorgi et al. 1990; Jones et al. 1995;Wilson and

Mitchell 1987). For a general discussion on dynamical

downscaling over Europe, see Murphy (2000). More

recently, an important endeavor to achieve finer-scale

climate prediction over Europe has been performed in

the framework of the Coordinated Regional Climate

Downscaling Experiment (CORDEX; Chu et al. 2010;

Gobiet et al. 2012; Warrach-Sagi et al. 2013; Jacob

et al. 2013; Flaounas et al. 2013). An evaluation of the

European CORDEX ensemble performance is re-

ported in Kotlarski et al. (2014).

In this work, we explore the role of different micro-

physical parameterizations and convective closures for a

state-of-the-art regional climate model, the WRF

Model, applied to the European domain defined in

CORDEX and run at different spatial resolutions down

to 0.0378 (;4 km), comparing the model results with

the observed precipitation properties provided by a

number of available observational and reanalysis data-

sets. In particular, we focus our analysis on the rainfall

distribution over the greater Alpine region (GAR) as a

representative region characterized by complex topog-

raphy, where orographic lifting plays an important role

(Roe 2005; Rotunno and Houze 2007).

Monthly and daily statistics obtained from the model

for the period 1979–98 are compared with the observa-

tional data in order to determine the best configuration

for reproducing precipitation climatology, particularly

in the Alpine region and including the statistics of in-

tense precipitation occurrences, and to assess strengths

and weaknesses of the modeling approaches.

The paper is organized as follows. In section 2 we in-

troduce the numerical model, the study area, and the

observational datasets that are used to test our numerical

results. Section 3 describes the numerical experiments

performed, which differ from each other in terms of res-

olution, microphysics, and convective parameterizations.

A comparative study of different parameterizations is

then provided. Section 4 discusses the numerical results,

focusing particularly on the spatial distribution of yearly

average precipitation, the reproduction of the seasonal

cycle, and the statistics of daily precipitation. Discussion

and conclusions are reported in section 5.

2. Model, simulation domains, and observational
datasets

We use the Advanced Research version of WRF

(ARW), version 3.4.1, which is a nonhydrostatic,

compressible, and scalar-conserving state-of-the-art

atmospheric model (Skamarock et al. 2005). Recent

applications of the WRF Model as a nested RCM for

dynamical downscaling can be found in Lo et al. (2008)

and Bukovsky and Karoly (2009).

The area of study used for model integration is the

European domain defined in CORDEX (Jacob et al.

2013). This represents an area defined in an equidistant

latitude–longitude projection with rotated North Pole,

extending approximately in the range 278–728N latitude

and 228W–458E longitude (centers of the boundaries).

For the high-resolution run, we use a two-way nested

strategy defining an inner region [which we call the

inner European region (IER) in the following]. This

allows us to avoid abrupt changes in the resolution between

the forcing dataset (ERA-Interim; 0.758) and the numerical

model. Finally, we define a smaller region corresponding
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to the GAR, extending in the range 438–498N latitude and

48–198E longitude; we use this latter region to compare

model runs with observations over the Alpine region. The

various domains are reported in Fig. 1.

Model precipitation is compared with a range of ob-

servational and reanalysis datasets available for the

period 1979–98: the ERA-Interim dataset (Dee et al.

2011), the Modern-Era Retrospective Analysis for Re-

search and Applications (MERRA; Rienecker et al.

2011; Saha et al. 2010; Wang 2011), the Global Pre-

cipitation Climatology Centre (GPCC) dataset (Becker

et al. 2013), the Climatic Research Unit (CRU) dataset

(New et al. 1999, 2000), and the European daily high-

resolution gridded dataset (E-OBS; Haylock et al.

2008). For the GAR domain, we also consider the His-

torical Instrumental Climatological Surface Time Series

of the Greater Alpine Region (HISTALP) precipitation

dataset (Auer et al. 2007) and the more recent high-

resolution Alpine precipitation grid dataset (APGD)

developed by MeteoSwiss in the framework of the Eu-

ropean Reanalysis and Observations for Monitoring

(EURO4M) collaborative project (Isotta et al. 2013).

Table 1 summarizes the characteristics of these datasets.

In all cases, the datasets provide gridded precipitation

estimates that can be (even severely) affected by the

method used to generate a regular grid of precipitation

values from sparse rain gauge observations; see, for ex-

ample, Palazzi et al. (2013) for an illustration of this

problem in the Himalaya–Karakoram region. Thus, al-

thoughwe take the different griddedprecipitation datasets

as possible realizations of a ‘‘ground truth,’’ uncertainties

exist also on the observational side.

For the comparison between data and model outputs,

when the observations have much lower resolution,

unless otherwise specified the higher-resolution pre-

cipitation fields produced by the numerical simulations

are remapped to the resolution of the gridded dataset

under consideration using bilinear interpolation.

3. Numerical simulations

The WRF Model includes a wide range of possible

parameterizations. Here, we focus mainly on changes

in the microphysical and in the cumulus convection

parameterization schemes, also considering explicitly

resolved convection in a high-resolution simulation,

and aim at assessing the model performance in terms

of precipitation climatology, statistics, and extremes.

FIG. 1. The European domain defined in CORDEX (0.118; blue) and the IER (0.0378; green)
used for the high-resolution integration. TheGARused for some of the diagnostics is displayed

in purple.

TABLE 1. Acronyms and characteristics of the observational and reanalysis datasets used in this study. Abbreviations: time series (TS),

Deutscher Wetterdienst (DWD), and Zentralanstalt für Meteorologie und Geodynamik (ZAMG).

Name Version Grid Institution Data type Reference

ERA-Interim 0.758 3 0.758 ECMWF Reanalysis Dee et al. (2011)

MERRA GEOS-5.2.0 0.678 3 0.58 NASA EOS Reanalysis Rienecker et al. (2011)

GPCC 5 0.58 3 0.58 DWD Observation

E-OBS 7.0 0.258 E-OBS Observation Haylock et al. (2008)

CRU TS 3.01.01 0.58 CRU Observation Mitchell and Jones (2005)

HISTALP 0.0838 ZAMG Observation Auer et al. (2007)

EURO4M-APGD 5 km EURO4M Observation Isotta et al. (2013)
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Although obtained using a specific model, this approach

helps understanding what are the most important points

to be considered in high-resolution precipitation simu-

lations on climatic time scales.

We perform numerical experiments at different spa-

tial resolutions, varying from 0.118 to 0.0378. In the case

of the high-resolution simulation, the model is run at

0.0378 in the internal domain and at 0.118 in the external

domain, adopting a two-way nesting. In this case, the

solution in the nested domain feeds back on the coarse-

grid solution. The time step is fixed to 45 s for the coarse

grid and to 15 s for the fine grid. The boundary condi-

tions are specified by the parent grid at every coarse-grid

time step. Owing to the numerical weight of the simu-

lations, we focus on a specific 20-yr-long period, namely,

the period 1979–98. Lateral boundary conditions, sea

surface temperatures, and sea ice coverage for our ex-

periments are provided by the ERA-Interim data (Dee

et al. 2011) for the whole period 1979–98. ERA-Interim

is also used to provide initial conditions to the WRF

Model over the study domain, in particular providing an

initial estimate of the surface parameters, soil humidity,

and soil temperature (four layers).

The WRF simulations are performed as single runs

over the whole period for the medium resolutions

(0.118). For the high-resolution run (0.0378), we split the
period 1979–98 into several 3-yr-long subperiods, which

are run in parallel. The first subperiod starts on 1 Janu-

ary 1979 and ends on 1 January 1982, and the others

follow. Initial conditions, including soil moisture, are

reset at the beginning of each subperiod to ERA-

Interim fields. While this choice may have an impact

on the model dynamics at the beginning of each new

subperiod, we checked that the results presented in this

paper are verified also when statistics are based only on

years in which no initialization was performed. Conti-

nuity of the synoptic driver at the beginning of each new

subperiod is assured by the boundary conditions pro-

vided by ERA-Interim (lateral and surface). Table 2

summarizes the details of all the simulations that were

performed.

a. Convection schemes and spatial resolution

We investigate the sensitivity of the model to the con-

vection scheme by considering the Kain–Fritsch CAPE

removal time-scale closure (KF; Kain and Fritsch 1990)

and the Betts–Miller–Janjic adjustment type closure

(BMJ; Betts 1986) schemes. The KF parameterization is a

mass-flux scheme, suitable for mesoscale models and able

to handle very intense convection, designed to rearrange

mass in a column so that CAPE is consumed. However,

this parameterization may leave unrealistically deep sat-

urated layers in postconvective soundings, causing in turn

themicrophysics scheme tobe activated andoversimulating

postconvective stratiform precipitation associated with

synoptic-scale cloud systems (Gallus 1999). The BMJ

is a profile-relaxation-type scheme adjusting the sounding

toward a predetermined, postconvective reference profile

derived from climatology. The BMJ scheme is only

triggered for soundings with deep moisture profiles,

and when triggered, the scheme often consumes avail-

able humidity too quickly, leaving too little water vapor

behind for precipitation to occur later or downstream

(Jankov et al. 2005); this explains a tendency of this

convective closure toward too dry conditions, making it

the most effective scheme in not overpredicting pre-

cipitation. A comparison of these schemes was per-

formed in Wang and Seaman (1997), at resolutions

down to 12 km for precipitation events over the conti-

nental United States, and the authors found the Kain–

Fritsch scheme to be the better-performing one while

showing that KF tends to overestimate light rain events

when compared to BMJ. The Kain–Fritsch convective

parameterization has been recently used for a sensitivity

study of theWRF over the European domain inMooney

et al. (2013).

We compare the runs with parameterized convection

to a high-resolution run with explicit convection at a

resolution of 0.0378. In this case we use a two-way

nesting, running WRF at the higher resolution in the

limited inner nested IER area defined above and ex-

changing boundary conditions with theWRF simulation

running in the external European domain defined in

CORDEX at 0.118. In the external domain, the Kain–

Fritsch convective scheme is used. The finer resolution

should make the model able to resolve explicitly, albeit

crudely, convective processes (Kain et al. 2006, 2008).

Some studies have investigated these so-called gray zone

resolutions (Gerard 2007) to understand whether a

convective parameterization can work correctly on such

scales, but at the moment this is still an open question

(Yu and Lee 2010).

TABLE 2. Details and identification (ID) of the different nu-

merical experiments performed with WRF.Within the experiment

ID, convective schemes are indicated by a ‘‘k’’ for the KF scheme

and a ‘‘b’’ for theBMJ scheme.Microphysics parameterizations are

indicated by ‘‘t’’ for the Thompson scheme, ‘‘m’’ for the Morrison

scheme, and ‘‘w’’ for WSM6. The last two integers indicate the

horizontal resolution of the simulation.

Expt ID Grid Microphysics PBL/convective scheme

kt11 0.118 Thompson KF

km11 0.118 Morrison KF

kws11 0.118 WSM6 KF

bt11 0.118 Thompson BMJ

et04 0.0378 Thompson Explicit
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b. Microphysics

Weexplore the role ofmicrophysical parameterizations

by comparing three different microphysical schemes: the

WRF single-moment 6-class microphysics scheme

(WSM6;Hong andLim 2006), the Thompson et al. (2004)

microphysics closure, and the Morrison and Gettelman

(2008) scheme. These are all 6-class schemes that con-

sider vapor, rain, snow, cloud ice, cloud water, and

graupel and include the representation of mixed-phase

processes, that is, interactions of ice and water particles

such as riming.Of the threeWRF single-moment (WSM)

schemes available in WRF, WSM6 is recommended for

cloud-resolving grids (Hong and Lim 2006). The

Morrison andGettelman (2008) scheme is a two-moment

bulk microphysics scheme that, in addition to the mixing

ratios, predicts independent number concentrations for

ice, snow, rain, and graupel. The Thompson et al. (2004)

scheme is a two-moment scheme as it also predicts num-

ber concentrations for ice and rain. This scheme pro-

duces larger amounts of snow at all levels with respect to

WSM6, owing to enhanced cloud ice content in the up-

per troposphere (Otkin et al. 2006).

4. Results

a. Rainfall climatology

Tables 3 and 4 report the annual rainfall rate, averaged

over the IER and over the GAR, respectively, for the

different numerical experiments and the different ob-

servational datasets. Averages have been computed by

weighting the original model/observational grid values

(at the native resolution) by the fraction of each grid cell

falling in the selected domain and limited to land surfaces

(i.e., excluding seas and oceans). The tables also report

absolute and percentage biases separated by season and

the percentage difference between the simulations and

E-OBS climatologies in the IERdomain and between the

simulations and the HISTALP dataset in the GAR do-

main. We find that all numerical simulations produce

annual precipitation means that are significantly larger

than those indicated by gridded precipitation datasets.

The simulation using explicit convection (et04) is the only

one with only 25% average excess precipitation with re-

spect toE-OBS on the IERdomain. In theGARdomain,

the bias on climatology reduces to only 4.7% for this

TABLE 3. Averages over the IER domain, limited to land surfaces, of the average rainfall rate (mmday21) for the different observa-

tional datasets and the different WRF configurations used in the present study. The percentage differences from E-OBS are reported in

parentheses.

Run DJF MAM JJA SON Year

kt11 2.34 (34%) 2.67 (62%) 3.20 (66%) 2.50 (25%) 2.68 (46%)

km11 2.39 (37%) 2.50 (52%) 3.01 (56%) 2.50 (25%) 2.60 (42%)

kw11 2.42 (39%) 2.67 (62%) 3.15 (63%) 2.56 (28%) 2.70 (48%)

bt11 2.31 (33%) 2.46 (49%) 2.63 (36%) 2.29 (15%) 2.43 (33%)

et04 2.33 (34%) 2.28 (38%) 2.25 (17%) 2.29 (15%) 2.29 (25%)

ERA-Interim 1.80 1.93 2.33 1.99 2.01

CRU 1.71 1.71 2.12 2.00 1.89

E-OBS 1.74 1.65 1.93 2.00 1.83

GPCC 1.80 1.77 2.14 2.08 1.95

MERRA 1.74 1.75 2.09 1.86 1.86

TABLE 4. Averages over the GAR domain, limited to land surfaces, of the average rainfall rate (mmday21) for the different obser-

vational datasets and the differentWRF configurations used in the present study. The percentage differences fromHISTALP are reported

in parentheses.

Run DJF MAM JJA SON Year

kt11 2.83 (16%) 3.85 (36%) 4.56 (43%) 3.44 (4%) 3.67 (24%)

km11 2.97 (21%) 3.56 (26%) 4.37 (37%) 3.37 (2%) 3.57 (21%)

kw11 3.04 (24%) 4.00 (41%) 4.63 (46%) 3.49 (5%) 3.79 (28%)

bt11 2.99 (22%) 3.67 (30%) 3.50 (10%) 3.21 (4%) 3.34 (13%)

et04 2.76 (13%) 3.35 (18%) 3.10 (3%) 3.13 (6%) 3.09 (4.7%)

ERA-Interim 2.29 2.79 3.16 2.69 2.73

CRU 2.24 2.74 3.23 3.05 2.82

E-OBS 2.20 2.47 2.75 2.88 2.58

GPCC 2.21 2.60 3.03 2.96 2.70

MERRA 2.11 2.46 2.53 2.37 2.37

HISTALP 2.45 2.83 3.18 3.32 2.95
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simulation. For runs with parameterized convection (at

0.118), those using KF all give biases above 42% for the

IER region (above 21% in the GAR), while the run with

BMJ convective closure (bt11) gives an excess pre-

cipitation of 33% in the IER (13% in the GAR).

The spatial distribution of precipitation, averaged

over the whole period 1979–98, is shown in Figs. 2a–j.

For all model runs (Figs. 2f–j), we find positive biases

over all areas with complex topography when compared

to observational datasets (reported in Figs. 2a–e).

Common biases are an excessive rainfall rate over

Croatia and the Pyrenees (except for runs bt11 and

et04), excessive rainfall over the Alps and over north-

eastern Europe, and a positive bias (;3mmday21) over

FIG. 2. Total precipitation rate averaged over the period 1979–98 for (a)–(e) observational datasets and (f)–(j) numerical experiments

performed in this study. (k) The Taylor diagram corresponding to the various experiments and datasets; E-OBS was chosen as the

reference.
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the Carpathian Mountains. The high-resolution run

(et04) in Fig. 2j displays a slightly better performance,

reducing the excess precipitation over eastern Europe

and the Alps. In evaluating these results, one has to take

into account the uncertainties in the observational da-

tasets. For example, the quality of E-OBS is limited over

the Carpathian Mountains, the Pyrenees, and Croatia,

owing to the very limited rain gauge density in these

areas (Haylock et al. 2008).

Figure 3 shows the spatial distribution of precipitation

averaged over the whole period 1979–98 for the summer

[June–August (JJA)] season. Average precipitation

over eastern Europe is overestimated by all WRF con-

figurations for this particular season, independently on

the convective parameterization. During the summer,

runs kt11 and bt11 (Figs. 2f,i) exhibit a wet bias of

;2mmday21 over eastern Europe while the high-

resolution run et04 (Fig. 2j) is in better agreement with

FIG. 3. As in Fig. 2, but for the nested domain during JJA.
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the observed datasets. Hence, using explicit convection

during summer, when the convective component of

precipitation is dominant, helps to reproduce the pre-

cipitation patterns and to avoid spurious precipitation

from the convective closure.

Taylor diagrams are used to provide a concise view of

the model performances (see Figs. 2k, 3k). The refer-

ence dataset is E-OBS and all simulation datasets have

been upscaled to its resolution for comparison. The

distance from the origin indicates the standard deviation

of the simulation/dataset and the solid red arc represents

the standard deviation of E-OBS. The angle with the

horizontal indicates the spatial correlation between

E-OBS and the different simulations/datasets so that the

best score in this metric would be a point lying on the

intersection between the solid red arc and the horizon-

tal. For the annual climatologies, the spatial correlation

coefficients of the model runs with E-OBS are all similar

(around 0.65), comparable to those of other observa-

tional datasets with E-OBS. The model simulations all

present similar spatial variances, only slightly higher

than that of E-OBS. For comparison, other observa-

tional datasets have a significantly smaller variance

with a larger spread. In summer (JJA; Fig. 3k) themodel

runs display a larger spread in variances and correla-

tions, which are comparable with those of other obser-

vational datasets. Interestingly, in summer the run at the

highest resolution (et04) displays a variance that is

identical to that of E-OBS.

We next focus on the precipitation climatology over

the GAR subdomain during the years 1979–98, consid-

ering the differences between the simulations and

EURO4M-APGD (Auer et al. 2007) in Figs. 4a, 4c, and

4e. While run bt11 (Fig. 4c) still displays a wet bias over

the GAR domain, run et04 (Fig. 4e) shows better

agreement with EURO4M-APGD than run kt11

(Fig. 4a). In particular, excessive precipitation over the

French Alps is partially removed and a deficit of pre-

cipitation over the Ligurian Apennines is corrected to a

large extent. Summer biases over the Alps are particu-

larly sensitive to the convective closure, as shown in

Figs. 4b, 4d, and 4f. The Betts–Miller–Janjic convective

scheme (Fig. 4d) clearly improves modeling of the

rainfall rate over the GAR when compared to run kt11

(Fig. 4b). The high-resolution run et04 (Fig. 4f) presents

the highest improvement, significantly reducing the bias

over the entire Alpine range.

b. Annual cycle of precipitation

Figure 5a shows the monthly climatologies (spatial

and temporal averages) of precipitation over the Euro-

pean (IER) domain, limited to land surfaces. Figure 5b

shows the same results for the Alpine region (GAR).

For the European domain, except for the period June–

September, all WRF configurations fall outside the

range spanned by the different observational datasets

and they significantly overestimate precipitation. In

summer, only the high-resolution simulation with ex-

plicit convection at 0.0378 (et04)manages to significantly

reduce the bias and to stay within the observation

bounds. A similar behavior is found in the GAR, where

all simulations are found to be reasonably close to the

observed HISTALP precipitation from September to

November. For both domains, the BMJ convection

scheme coupled to Thompson microphysics (bt11) is the

model configuration at 0.118 providing the best agree-

ment with gridded observational data, particularly in

summer and fall.

c. Daily precipitation statistics and intense
precipitation events

Next we focus on daily precipitation statistics to gauge

the capability of the model runs to correctly reproduce

the statistics of intense precipitation events.

Figure 6 shows the map of the number of days with

rainfall rate larger than 10mm for E-OBS and for runs

kt11, km11, kw11, bt11, and et04 (Figs. 6a–f, re-

spectively). According to E-OBS, frequent heavy pre-

cipitation days are essentially localized over the Alps,

western Norway, Scotland, and Portugal. This spatial

distribution is well captured by the high-resolution run

et04. Nevertheless, heavy precipitation days tend to be

overestimated by other runs at 0.118 over the Carpathian
Mountains, the Pyrenees, and Croatia. For these areas,

E-OBS provides estimates of about 40 days yr21 with

heavy precipitation, while runs kt11, km11, kw11, and

bt11 indicate almost twice this frequency. The simula-

tion kt11 strongly overestimates the number of heavy

precipitation days over eastern Europe compared to

E-OBS, suggesting that theKF schememaybe overactive.

The distribution of the probabilities of exceedance of

precipitation thresholds for the daily rainfall rate on the

GAR domain are shown in Fig. 7, for all seasons, for the

model results and for EURO4M-APGD.

To allow a fair comparison of the model statistics with

the data [the representativeness issue discussed in

Kanamitsu and DeHaan (2011)], we also report the

distributions for EURO4M-APGD and for the high-

resolution experiment et04 aggregated at 0.118. The

curve for the observations aggregated at 0.118 is very

close to that at the original resolution (about 5km),

suggesting that the effective resolution of EURO4M-

APGD is coarser than its nominal resolution [as also

discussed in Isotta et al. (2013)]. In general, we recall

that observational datasets can also be affected by un-

certainties due to variable stationdensity andmeasurement
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uncertainties, particularly in high mountain areas, with a

possible systematic underestimation of extreme rainfall

rates (Isotta et al. 2013).

The comparison of the probabilities of exceedance for

the model outputs with those for the observations pro-

vides mixed results. The experiment using the BMJ

scheme (bt11) reports significantly lower probabilities

for extreme precipitation, particularly in summer (JJA),

showing that this scheme has difficulties in adequately

reproducing intense convective events in summer. Run

kw11 (KF and WSM6) successfully reproduces the dis-

tributions for all seasons except December–February

(DJF), when it severely overestimates the probabilities

of exceedance of intense precipitation. The runs using

the Morrison scheme (km11) compare well with obser-

vations in winter and summer but underestimate the

probability of occurrence of intense precipitation in

other seasons. A similar behavior is found for the

Thompson scheme (kt11), which in winter and summer

reproduces the probabilities of observed precipitation

up to about 150mmday21, while it underestimates the

probability of such intense events in other seasons. The

high-resolution run (et04) at its original resolution

agrees well with observations in most seasons but un-

derestimates the probabilities of intense precipitation

(at about .100mmday21) when aggregated at 0.118,
except in winter when the aggregated high-resolution

run is close to the observations.

FIG. 4. Differences in the (left) annual and (right) JJA precipitation climatology over the GAR betweenWRF and EURO4M-APGD for

(a),(b) kt11; (c),(d) bt11; and (e),(f) et04.
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Even if our simulations are only constrained by the

boundary conditions provided by ERA-Interim, these

may be enough to constrain the dynamics to the extent

that the daily model fields display significant correla-

tions with observations also at high resolution in the

internal parts of the domain. To explore this aspect, we

compute the correlation between the daily output of run

et04 and EURO4M-APGD (see Fig. 8). Interestingly,

the maximum correlation is found in winter (Fig. 8a),

spring (Fig. 8b), and fall (Fig. 8d) with correlation co-

efficients of ;0.4–0.5 on average, with particularly

strong correlation over the Alpine range, presumably

owing to the strong orographic control of precipitation

in such areas. Summer convective events, even if well

captured on average, are not in phase with those from

EURO4M-APGD, leading to low correlation co-

efficients (0.24 on average).

5. Discussion and conclusions

Obtaining a realistic, high-resolution representation

of precipitation, particularly of intense events, is a nec-

essary prerequisite to develop any reliable assessment of

the hydrometeorological risk in future climate change

scenarios.

In this work, we analyzed the skill of a high-resolution

nonhydrostatic regional climate/meteorological model,

the Weather Research and Forecast Model, in repre-

senting precipitation over Europe at spatial resolutions

0.118 and 0.0378. To this end, we tested different

FIG. 5. Monthly precipitation climatologies for 1979–98 averaged over the (a) IER and

(b) GAR.A comparison is made between all numerical simulations and the observational data.

1866 JOURNAL OF HYDROMETEOROLOGY VOLUME 16



FIG. 6. Number of days with heavy precipitation (.10mm) for the period 1979–98.
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standard configurations. In all cases, the WRF Model

tends to overestimate precipitation, both in terms of

annual average (between 25% and 46% compared to

E-OBS) and in terms of localized precipitation extremes,

particularly over the Alps. These results are in agree-

ment with Kotlarski et al. (2014), where for models in

the European CORDEX ensemble precipitation biases

in the range from 240% to 180% were found, with

average wet model biases around 30%, particularly in

theAlpine region in winter and spring. As also discussed

in that reference, a bias around 20% could be justified by

uncertainties in the observational datasets. We also find

that different gridded observational datasets are char-

acterized by different average precipitation rates, as

shown in Table 3, ranging between 1.84mmday21

(MERRA, E-OBS) and more than 2mmday21 (ERA-

Interim).

Our results show strong sensitivity to the adopted

convective scheme, microphysics parameterization, and

resolution. The WMS6 microphysics (kw11) best re-

produces the probability distribution of precipitation in

all seasons, except for winter when it overestimates ex-

treme events. However, this scheme is characterized

by a significant average bias. Strong conceptual differ-

ences exist between WSM6 and, for example, the

Thompson microphysics parameterizations. In particu-

lar, we expect WSM6 to better represent convective

events as discussed inOtkin et al. (2006). The Thompson

scheme tends to produce excessively small droplets

and a slow fall speed, implying an underestimated

rainfall rate in comparison toWSM6 (Otkin et al. 2006),

which could explain the better performance of run kw11

for JJA when the distributions are considered.

When using implicit (parameterized) convection at

0.118, the Betts–Miller–Janjic scheme provides better

results in terms of average precipitation (biases) com-

pared to the Kain–Fritsch scheme in summer, but it still

displays a strong overestimation of the rainfall rate over

eastern Europe and for regions with complex orography.

On the other hand, when the distributions of daily pre-

cipitation are considered, BMJ was found to severely

underestimate the probability of extreme precipitation

rates, particularly in summer. The high-resolution run

with explicitly resolved convection presents significantly

better performances in terms of bias, particularly over

the GAR region, and it better represents the frequency

of wet days, but it fails in reproducing the probability of

the most intense events in summer.

The ability of the high-resolution simulation in re-

ducing the bias, particularly in summer, may be linked to

the fact that the 0.118 resolution falls already close to the

gray zone, where convective processes, while not ex-

plicitly resolved by the model, are already partially

permitted. This may lead to an overrepresentation of

convective events, where these are reproduced both

explicitly and by the model parameterization, leading to

FIG. 7. Exceedance probability for 1979–98 over the GAR, for different WRF simulations and for EURO4M-

APGD, for seasons (a) DJF, (b) March–May (MAM), (c) JJA, and (d) September–November (SON). The

exceedance probability is computed as 1 minus the precipitation cdf.
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excessive triggering of convective precipitation events

(Yu and Lee 2010). The fact that the high-resolution

simulation better represents the frequency of intense

events above 10mmday21, as shown both by Figs. 6 and

7, suggests that this mechanism may also be at

work here.

The results reported here can be compared with those

of Chan et al. (2014), who found that high-resolution

simulations over the southern United Kingdom

provide a clear added value only for accumulation pe-

riods shorter than the daily time scale. This is mainly due

to the feature of intense convective events, which de-

velop within a few hours, as reported by observations

(Ray et al. 1975; Miller 1975) and numerical simulations

(Miglietta and Rotunno 2012). In interpreting these re-

sults, we have to consider that most convective closures

require the horizontal resolution to be coarser than the

size of a single convective cell and are then tuned ac-

cordingly. This is true for horizontal resolutions of

;50km, but this hypothesis may not be true when ap-

proaching;10 kmor less. Our results are in line with the

findings of Bukovsky and Karoly (2009), who found a

strong sensitivity to the convective scheme in studying

summer precipitation climatology over North America.

Rasmussen et al. (2011) investigated different model

resolutions in the Colorado headwaters region using

WRF, concluding that a horizontal resolution of 6 km or

less allows us to provide a good reproduction of solid

precipitation patterns and a good agreement with ob-

servations in winter, focusing on monthly accumulated

snowfall. Our results are consistent with this conclusion.

As shown in Fig. 8a, daily precipitation from the high-

resolution simulation et04 presents high correlation

coefficients with observations over the Alpine region in

winter, when snowfall largely contributes to pre-

cipitation. Figure 7a shows that the model cumulative

distribution functions (cdfs) for run et04—aggregated at

0.118—match the EURO4M-APGD cdfs in DJF.

Together, these results confirm the ability of the high-

resolution model to reproduce daily precipitation

patterns and intensities over complex orography in

winter. At the monthly scale, Fig. 5b shows that et04 is

the run with the lowest precipitation biases during DJF,

in agreement with Rasmussen et al. (2011).

Frei et al. (2006) compared different RCMs from the

Prediction of Regional Scenarios and Uncertainties for

Defining European Climate Change Risks and Effects

(PRUDENCE) project and their ability to predict pre-

cipitation statistics for horizontal resolutions ranging

from 0.448 to 0.58. They found that the frequency of wet

days is overestimated by most of the RCMs. In our

study, this result is confirmed for all runs at 0.118

FIG. 8. Correlation of daily precipitation rate for 1979–98 over the GAR between the high-resolution WRF run et04 and EURO4M-

APGD, for seasons (a) DJF, (b) MAM, (c) JJA, and (d) SON. The spatial averages of these correlation coefficients are 0.50 (DJF), 0.32

(MAM), 0.24 (JJA), and 0.42 (SON).
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horizontal resolution (Figs. 6b–e), while run et04

(Fig. 6f) performs significantly better. They also found

large precipitation biases over the Alpine region, rang-

ing from 223% up to 146% for DJF and ranging

from 231% up to 120% during JJA. Similarly, in the

present study (Tables 3, 4), we find biases ranging from

4% (run et04) up to 28% (run kw11).

Rajczak et al. (2013) compared the skill of various

RCMs from the ENSEMBLES project for the period

1971–98 over theAlpine region. This study also reported

an overestimation of the frequency of wet days. In

agreement with their results, we observe that WRF

overestimates heavy precipitation events, particularly in

the northern part of the GAR for all 0.118 simulations

(Fig. 6). Similar tomostmodels in ENSEMBLES, all our

simulations qualitatively capture the precipitation sea-

sonal cycle over the Alpine region (Fig. 5b).

In this work, we focused on the role played by mi-

crophysical parameterizations and convective schemes,

but we recall that other parameterizations may also

have a significant impact on the representation of pre-

cipitation in the European domain. For example,

Mooney et al. (2013) investigated WRF climatology

over Europe for the period 1990–95, forced by ERA-

Interim, at the coarser resolution of 0.448, exploring
different longwave radiation schemes, land surface

models (LSMs), microphysics schemes, and planetary

boundary layer (PBL) schemes. They found strong dif-

ferences between the precipitation modeled by WRF

and the observational datasets, and they found particu-

lar sensitivity to the parameters of the LSM during

summer, for such coarser model resolutions.

The results reported in this paper are both encour-

aging and worrisome. On the one hand, it is shown that

either increased spatial resolution or appropriate pa-

rameterization schemes can provide a better represen-

tation of observed precipitation. On the other hand, the

cost of running regional climatic simulation at such high

resolutions is extremely high, and in any case, there are

still severe discrepancies between the numerical results

and the observational datasets even at the highest res-

olution. However, even the reliability of the gridded

precipitation data is questionable, and the problem of

comparing data and simulations could become difficult

to handle. Overall, our results indicate that the best

modeling choices seem to vary depending on the chosen

metrics, suggesting that different applications may re-

quire different model setups.
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