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Abstract: Condition monitoring of gear-based mechanical systems in non-stationary operation
conditions is in general very challenging. This issue is particularly important for wind energy
technology because most of the modern wind turbines are geared and gearbox damages account for at
least the 20% of their unavailability time. In this work, a new method for the diagnosis of drive-train
bearings damages is proposed: the general idea is that vibrations are measured at the tower instead
of at the gearbox. This implies that measurements can be performed without impacting the wind
turbine operation. The test case considered in this work is a wind farm owned by the Renvico
company, featuring six wind turbines with 2 MW of rated power each. A measurement campaign
has been conducted in winter 2019 and vibration measurements have been acquired at five wind
turbines in the farm. The rationale for this choice is that, when the measurements have been acquired,
three wind turbines were healthy, one wind turbine had recently recovered from a planetary bearing
fault, and one wind turbine was undergoing a high speed shaft bearing fault. The healthy wind
turbines are selected as references and the damaged and recovered are selected as targets: vibration
measurements are processed through a multivariate Novelty Detection algorithm in the feature
space, with the objective of distinguishing the target wind turbines with respect to the reference ones.
The application of this algorithm is justified by univariate statistical tests on the selected time-domain
features and by a visual inspection of the data set via Principal Component Analysis. Finally, a novelty
index based on the Mahalanobis distance is used to detect the anomalous conditions at the damaged
wind turbine. The main result of the study is that the statistical novelty of the damaged wind turbine
data set arises clearly, and this supports that the proposed measurement and processing methods
are promising for wind turbine condition monitoring.

Keywords: wind energy; wind turbines; condition monitoring; vibration analysis; signal processing

1. Introduction

The diagnosis of gears and bearings faults of gearbox systems [1] is particularly challenging,
especially if the machine of interest is subjected to non-stationary operation conditions.

Most of the wind turbines currently operating for industrial uses have a three-stage gearbox
for transforming the rotation of the blades (order of 10 revolutions per minute) into the generator
rotational speed. There are several studies about wind turbine reliability [2,3] and down-time rates [4],
and it is estimated [5] that at least 20% of the non-availability time of a wind turbine is caused by a
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gearbox failure. Therefore, the development of effective gearbox condition monitoring techniques is a
keystone for the optimization of wind turbine availability and for the energy cost minimization.

Nevertheless, the elaboration and interpretation of drive-train vibration measurements
are complex and this matter of fact produces an under-exploitation of this kind of data in the wind
energy practitioners community. Oil particle counting [6] and operation data analysis (especially
temperatures, as, for example, in [7–11]) are widely used techniques for condition monitoring:
they are more easily interpretable, but the drawback is that they furnish a later stage and more
uncertain fault diagnosis, with respect to sub-component vibration spectra analysis. This remark
is supported quantitatively in the work [12], where large amounts of labeled wind turbine supervisory
control and data acquisition (SCADA) and vibration data have been processed, and the conclusion
is that operation data can be used for reliably diagnosing a failure approximately one month before
it occurs, while high frequency vibration data can be used to extend the accurate prediction capability
to five to six months before failure. Furthermore, using operation data analysis, the fault diagnosis can
successfully be performed through Artificial Intelligence techniques approximately 75% of the time,
while, using vibration data, this percentage rises to 100%.

On these grounds, it is particularly valuable to develop vibration measurement and analysis
techniques that can reliably spread in the wind energy industry practice, and the present study aims at
providing a contribution to this objective.

The literature about vibration analysis for wind turbine condition monitoring has been particularly
developing in the latest years: for example, in [13], data mining algorithms and statistical methods
are used for interpreting vibration measurements collected at wind turbine gearbox in the time
and frequency domains. In [14], three techniques are proposed for wind turbine gearbox condition
monitoring in the time-domain: signal correlation, extreme vibration, and Root Mean Square
(RMS) intensity. RMS and extreme values

result in being particularly meaningful damage indicators.
The work in [15] deals with condition monitoring of wind turbine drive-train bearings, and an

important challenge is successfully tackled: the separation of the faulty bearing signatures from
the masking signals, due to the other rolling elements like the gears or the shafts. This can be obtained
on the basis of the fact that the signatures due to gears and shafts are deterministic and bearing
signatures are stochastic and can be treated as cyclo-stationary [16] around their fundamental period.
In [17], a simplified nonlinear gear model is at first developed, on which a time–frequency method
is applied for a first overview; subsequently, the case of varying loads is examined through Empirical
Mode Decomposition (EMD), for decomposing the vibration signals into meaningful components
associated with specific frequency bands. The EMD is employed also in [18], where an enhanced
Empirical Wavelet Transform method is proposed and tested on open access data of wind turbine
gears and bearings: the results support that the proposed method is effective for segmenting
the frequency spectrum of the signal and for detecting the fault-related features. In [19], a critical
analysis of the synchrosqueezing transform for the representation of non-stationary signals is proposed:
for this aim, the synchrosqueezing transform is improved using iterative generalized demodulation
and the proposed method is validated using both numerically simulated and experimental vibration
signals of wind turbines planetary gearboxes. Finally, for comprehensive and recent reviews about
wind turbine drive-train condition monitoring techniques, refer to [12,20,21].

Basing on the above literature discussion, it can be fairly stated that many powerful techniques
for the analysis of wind turbine vibration signatures are based on cyclo-stationarity. The downside
is that this kind of analysis is particularly demanding as regards the data because, for example,
the angular speed must be measured at high sampling rates, and this is not guaranteed even by using
time-resolved operation data (as, for example, the ones analyzed in [22,23]): for this reason, most
of the studies deal with numerical simulations [19] and laboratory test rig measurements [24]. On the
other side, it should be noticed that industrial wind turbines are commonly equipped with commercial
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condition monitoring systems: these do not stock measurements continuously (they record when some
trigger events occur) and stock them in treated form instead of raw.

As regards the circumvention of the above limitations, one remarkable study is [25]: it resulted in
being inspiring for the purposes of the present work because it dealt with wind turbine generators’
condition monitoring through the analysis of sound and vibration measured at the tower. Empirical
Mode Decomposition (EMD) is employed for processing the measurements and the results of this
analysis are put in relation with the vibrations collected directly at the sub-component of interest.
The conclusion of [25] is that tower vibrations contain intelligible signatures of the generator bearing
damage. Other inspiring studies for the purposes of the present work are [26–28] because dealing with
the analysis of very extremely modulated real-world wind turbine gearboxes data. The study in [28]
deals with vibration data sets provided by Suzlon, and it shows that the Signal Intensity Estimator
(SIE) offers a good overall picture of time-frequency space by which a broken gear tooth could
simply be identified. Data-inspection techniques similar to the ones of this work are adopted, as, for
example, the Principal Component Analysis on a set of statistical features computed from the vibration
data. The use of Signal Intensity Estimator as a time-frequency fault indicator has been explored
and supported also in [26]: the selected test case is a bearing outer race fault at a Repower wind
turbine. The case has been selected because it has been considered very representative of scenarios
where factors such as structural noise and variation in speed and load lead to different modulation
rates of the vibration signals. The use of Signal Intensity Estimator for bearing damage detection
is discussed as well in [27], where comparisons are carried against commonly employed statistical
indicators like kurtosis and crest factor.

On these grounds, the present study is devoted to the analysis and post-processing of tower
vibrations for condition monitoring of drive-train bearings of horizontal-axis wind turbines.
A qualifying point of this work is that it is based on a particularly valuable real test-case discussion.
Measurements have been collected at a wind farm sited in Italy, owned by Renvico (a company
managing around 340 MW of wind turbines in Italy and France, www.renvicoenergy.com), featuring
six 2 MW wind turbines. Five wind turbines have been selected for this study: three reference healthy
ones and two target ones. The former target wind turbine is damaged at the high-speed shaft bearing,
the latter target wind turbine had a planetary shaft bearing damage, and the bearing of interest was
substituted some weeks before the measurement campaign was conducted. Therefore, the two target
wind turbines are a damaged and a recovered one. The non-stationary conditions to which wind
turbines are subjected are taken into account in the proposed methods by aggregating measurements
acquired simultaneously at the highest possible number of wind turbines under the assumption
they are subjected to the same wind field (which is not true, but commonly acceptable). Given
the limited number of available instrumentation (i.e., two acquisition systems), it has been assumed
acceptable also to compare nearly-simultaneous time series (i.e., collected consecutively, order of some
minutes) because the variation of the wind field on such a time scale does not affect the robustness
of the measurement processing algorithm.

If the methods proposed in this work are reliable, it should be possible to distinguish the damaged
target wind turbine with respect to the reference healthy ones, while the recovered wind turbine should
be indistinguishable with respect to the reference ones. In this work, it is shown that this is indeed
the case. In summary, the post-processing algorithm proceeds as follows: vibration measurements
are analyzed through a multivariate Novelty Detection algorithm in the feature space, whose reliability
is supported by univariate analysis of variance on the selected time-domain features and by Principal
Component Analysis. Finally, a novelty index based on the Mahalanobis distance is used to distinguish
the target from the reference wind turbines.

The results collected in this work support that the proposed measurement and post-processing
methods are reliable for effective condition monitoring of wind turbine drive-train bearings. it should
be noticed that an important point of strength of this work is the fact that measurements are collected
at the tower, without intervening in the normal operation of the wind turbines of interest. This is a

www.renvicoenergy.com
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remarkable aspect about the generalization and repeatability of the proposed methods and it deals as
well with open access ideology because it allows circumventing, with a relatively low cost, the fact
that raw vibration data from commercial condition monitoring systems are typically at the disposal of
only of wind farm manufacturers, thus excluding wind farm owners and managers and scholars.

The structure of the manuscript is the following: in Section 2, the test case, the measurements,
and the collected data sets are introduced. Section 3 is devoted to the methodology description, while
the results are collected and discussed in Section 4. Finally, conclusions are drawn in Section 5.

2. The Test-Case and the On-Site Measurements

The wind farm is comprised of six multi-MW wind turbines, and it is located in southern Italy.
The layout of the wind farm is reported in Figure 1: the lowest inter-turbine distance on site is on
the order of seven rotor diameters. The damaged wind turbine (WTG03) is indicated in red, the healthy
reference wind turbines (WTG02, WTG04, WTG05) are indicated in green, and the recovered wind
turbine (WTG06) is indicated in blue. The damage at WTG03 regards the high speed shaft bearing,
and the recovered damage at WTG06 is regarded as a planetary bearing. The damage at WTG03 has
been independently diagnosed on the basis of oil particle counting; the severity of the damage was
not high enough to request wind turbine stop (otherwise, the present analysis would not have been
possible). In order to provide a qualitative indication of the damage severity, consider that the bearing
of interest has been replaced three and a half months after the measurement campaign of this work
was conducted.

Figure 1. The layout of the wind farm. The healthy wind turbines are indicated in green, the damaged
in red, and the recovered in blue.

The measurement procedure is the following: accelerometers have been employed inside the tower
of the wind turbine, measuring the longitudinal (x-axis) and transversal (y-axis) vibrations at a
height of the order of two meters with respect to the tower base. A sketch is reported in Figure 2.
Each acquisition therefore consists of two channels, and these are sampled at 12.8 kHz for at least
2 min.

The wind turbine owner and the wind turbine manufacturer have provided in real time operation
data having a sampling time of the order of the second. These have been used to verify that the wind
turbines were undergoing reasonably similar conditions and were operating in a reasonably similar
way. It has been observed that this was the case. Despite the fact that the reliability of the method
is not considered to depend on the particular conditions on site, as long as these conditions are similar
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for all the measurement acquisitions; for completeness sake, it is reported that, during the acquisitions
of Table 1, the prevailing wind intensity and direction were respectively 7 m/s and 330◦ for all the wind
turbines. The average produced power was on the order of 30% of the rated. An interesting observation
regards the fact that the measurements employed in this study have been collected at a low-moderate
wind intensity; commercial condition monitoring techniques—instead, trigger and stock data at the
disposal only at rated power.

Figure 2. Definition of the reference frame for the longitudinal and the transversal directions.

Table 1. The time series selection.

TS Number Wind Turbine Wind Turbine Status Acquisition Time Use Generator rpm

1 WTG02 healthy 14:15 reference - calibration 1362
2 WTG04 healthy 14:55 reference - calibration 1199
3 WTG05 healthy 15:25 reference - calibration 1185
4 WTG02 healthy 14:25 reference - validation 1242
5 WTG04 healthy 15:05 reference - validation 1376
6 WTG05 healthy 15:35 reference - validation 1083
7 WTG06 repaired 13:00 target - validation 1694
8 WTG06 repaired 13:10 target - validation 1584
9 WTG06 repaired 13:20 target - validation 1537

10 WTG03 damaged 13:00 target - validation 1585
11 WTG03 damaged 13:10 target - validation 1468
12 WTG03 damaged 13:20 target - validation 1579
13 WTG03 damaged 14:15 target - validation 1338
14 WTG03 damaged 14:25 target - validation 1399
15 WTG03 damaged 14:55 target - validation 1333
16 WTG03 damaged 15:05 target - validation 1365
17 WTG03 damaged 15:25 target - validation 1274
18 WTG03 damaged 15:35 target - validation 1207

The vibration time series have been organized as indicated in Table 1, with a progressive
numbering of the time series. The time series have been labeled for future reference in the following
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methods and analysis. The results reported in the following refer to this particular time series
arrangement, but it should be noticed that crosschecks have been performed by interchanging
TS1–6 and by selecting an arbitrary subset of TS1–6 for the training and the substance, as expected,
is unchanged. The rationale for these crosschecks is supporting the fact that the proposed method
does not highlight as novelty wind turbines undergoing slightly different operation conditions
(because the wind field has varied in time and-or space), but it highlights, as shall be shown in
Sections 3 and 4, the statistical novelty of faulty wind turbines.

It is important to notice that acquisitions have been performed within 3 h, but there are always
two contemporary acquisitions (one at reference wind turbines and one at the targets), so that the risk
that operational or environmental effects could be confounded for damage is reduced.

3. Methods

Due to the complexity of the windmills structures and of the possible acquisition disturbances
in the measurement chain, the on-site accelerometric measurements are usually very noisy. In this
particular case, many acquisitions show unphysical trends that must be removed. Nevertheless,
additional anomalies could be found, which are induced by the natural variability of the wind.
Changes in wind direction or intensity affect the work condition of the machine, which is usually
adapted to the condition by rotating the whole nacelle upwind (i.e., with the rotor facing the wind)
and by controlling the pitch angle of the blades so as to obtain the maximum generated power without
exceeding the maximum rotational speed.

According to these considerations, before the feature extraction step, a data pre-processing
needs to be implemented to clean the acquisitions so as to remove confounding influences that could
be detrimental for the diagnostics via anomaly detection. The data pre-processing proposed in this
work is described in Sections 3.1–3.3, and consists of three steps:

1. a pre-treatment of the single accelerometric tracks to remove the unphysical trends;
2. the extraction of the selected features;
3. a multivariate cleaning to recognize and remove from the analysis the chunks of the signal where

the machine is in adaptation to a change of the work condition.

Finally, in Section 3.4, the statistical data processing, implemented to analyze the dataset
and performing the damage detection, is described. The investigation is divided in three sub-analyses:

1. At first, the goodness of the selected features and of the pre-processing is assessed univariately.
This is performed as a univariate test of hypothesis exploiting the ANOVA to investigate
the damage detection ability of the single features extracted from the two different channels.

2. Then, in order to visualize the multivariate dataset, a PCA is performed.
3. Finally, an unsupervised damage detection implemented in terms of multivariate Novelty

Detection is used to detect the damaged windmill that stands out from the other machines.

A scheme of the work flow is reported in Figure 3.

Figure 3. Block diagram of the data analysis procedure.
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3.1. Univariate Data Pre-Processing

The available acceleration signals feature acquisition anomalies, probably due to the strong
electromagnetic fields that can interest the area around the windmills. In particular, non-physical
trends appear in the measured accelerations. To overcome this issue, a data cleaning is proposed
in this paper to pre-process the data before any further analysis: in Figures 4 and 5, the raw and
post-processed data are shown.
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Figure 4. A sample time series of the raw and processed signal.
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Figure 5. Zoom on a sample time series of the raw and processed signal.

In signal processing, it is very common to deal with trends by considering them as
the low-frequency content of the signal, which can be then divided into a long-term contribution
(i.e., the trend), and a short-term (high frequency) contribution. Hence, a trend can be highlighted
by low-pass filtering the original signal to remove the high-frequency fluctuations. Many kinds
of digital low-pass filters are present in the literature, as well as plenty of filter design criteria.
Nevertheless, the simplest yet causal (i.e., which uses only past values to compute the present
output, and is then suitable for online implementation) digital filter is without any doubt the moving
average filter, which is also the optimal filter for reducing random noise while retaining a sharp
step response [29]. The moving average filter (sometimes defined as “boxcar filter” because
of the rectangular shape of its corresponding weighting window) can be defined through its impulse
response (Equation (1)):

h[n] =

{
1
M , 0 ≤ n < M

0, n < 0∨ n ≥ M
(1)
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and applied via convolution (Equation (2)) on the raw signal s[n]:

s f [n] = s[n] · h[n] =
∞

∑
m=−∞

s[m]h[n−m]. (2)

An approximate half power cut-off frequency of such a filter can be found starting from
the frequency response of an M point moving average filter (Equations (3) and Figure 6):

|H(ω)| = 1
M

∣∣∣∣∣∣
sin
(

ωM
2

)
sin
(

ω
2
)
∣∣∣∣∣∣ = 1

M

∣∣∣∣∣∣
sin
(

πM f
fs

)
sin
(

π f
fs

)
∣∣∣∣∣∣ , (3)

where fs is the sampling frequency of the signal.
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Figure 6. Example of frequency response of a moving average filter.

With M = 11, a cut-off of roughly fco = 0.254 fs
2π ' 500Hz is obtained, which proved to be

appropriate for the case under analysis.
The so estimated trend has been removed from the raw data by subtraction, and this can

be appreciated by comparing the upper subplots in Figures 4 and 5, respectively, for the whole
signal and for a sample chunk of it. Furthermore, some abnormal spikes can still be found in
the residual signal. In order to compensate also for this effect, a Hampel filter is used. The Hampel filter
is an online two-step procedure meant to identify univariate outliers in a short window of the signal
(i.e., local outliers) and substitute such samples with more plausible values. To ensure robustness,
the local outliers are not identified through the usual 3σ rule (i.e., a value which is farther than three
times the standard deviation σ from the mean value µ is considered an outlier at a confidence of 99.7%),
but using the median and the median absolute deviation MAD [30,31]. If a sample from the windowed
signal sw (i.e., a chunk of the signal in the ±MM samples range) falls out of the confidence interval of

|sw −median(sw)| ≤ 3 · 1.4826MAD (4)

it is considered an outlier and is removed and substituted with the median value median(sw). In this
work, a window of MM = ±22 samples was used, as this window size proved to lead to good results
in all the acquisitions. The result of this outlier removal on a sample signal (previously de-trended)
is depicted in the lower subplots of Figures 4 and 5.
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3.2. Features Extraction

The information regarding the state of health of the wind turbine must be extracted from
the vibration data. The first step is selecting meaningful damage-distinguishing characteristics
(commonly called features) for extracting information on the damage. The feature selection is a critical
point: in fact, the ideal feature is sensitive to incipient damage but is not influenced by environmental
or operational variability. For a geared machine operating in non-stationary conditions, as a wind
turbine is, spectral lines are particularly sensitive to damages: as argued in Section 1, the main
points as regards spectrum analysis are enhancing the signal-to-noise ratio and taking into account
non-stationary conditions. Furthermore, for geared systems, it is necessary to know the geometry
of the gearbox in order to identify the gear-mesh frequencies. For these reasons, it is not a priori
guaranteed that all the necessary information is available for an effective spectral analysis for a case
study as the one in the present work; furthermore, in any case, it is likely that considerable human
supervision is needed in the feature extraction process. Some techniques for damage detection based
on lower-level features, on the contrary, can avoid human supervision and can outperform the spectral
features in terms of repeatability and reliability. This approach will be employed in the following:
it is based on the idea that the modification in the probability distribution of the measured acceleration
y is due to a malfunctioning. The acceleration y is a discrete variable because it is measured with a given
sampling frequency. For this reason, in the following, it is labeled as y(k) and its standard deviation
is labeled as σy.

On the grounds of the above reasoning, for this work, the following features have been selected:

• Root Mean Square: it represents not only the width of the probability density function of y, but also
the average power of a stationary process, and it is a robust measure of the acceleration level.
It is defined as

RMS =
√

E [y(k)2] (5)

• Skewness: it is a measure of the symmetry of a probability distribution. it is defined as

SKEW = E

[(
y(k)
σy

)3
]

(6)

• Kurtosis: it is a measure of tailedness of the probability distribution and therefore it quantifies
the importance of the tail extremity and is sensitive to outliers. It is defined as

KURT = E

[(
y(k)
σy

)4
]

(7)

• Peak: it is defined as
PEAK = max(abs(y(k)) (8)

• Crest factor: it is defined as the ratio between peak value and root mean square. it is employed
for anomaly detection because of its responsiveness to impulse.

CREST =
PEAK
RMS

(9)

The above definitions are under the assumption that the acceleration signal y has vanishing mean.
To guarantee the reliability of the method, many measurement points are necessary [32,33].

The above features have therefore been extracted on independent (no overlap) chunks of the original
signals: each acquisition is divided in 100 sub-parts which the five features are computed. Doing this,
one obtains a features matrix X where the number of columns is n = 10 and it is given by the product
of the number of channels (2) times the number of computed features (5); the number of rows
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is d = 1800 and it corresponds to number of chunks extracted from the 18 acquisitions of Table 1
placed consecutively.

3.3. Multivariate Data Cleaning

The stochastic variability of the wind strongly affects the work condition of the machine, which
adapts to wind direction and intensity, inducing anomalies in the acquired signal. Such anomalies
are often so important that can be easily noticed by eye; nevertheless, in order to automate the analysis,
a routine is here proposed for removing the data-points in the 10-dimensional (d = 10) feature
space (five features, two channels), which are multivariate outliers with respect to the sample
of 100 observations corresponding to the particular acquisition (each channel was divided in
100 independent chunks on which the five features were computed).

In multivariate statistics, the detection of outliers is usually tackled using a 3σ equivalent rule,
which in the multidimensional space translates into a 99,7% tolerance ellipsoid rule. This can be easily
implemented through the Mahalanobis distance, which corresponds to the standardized distance of a
point from the centroid (X̄) of the ellipsoid defined by the covariance matrix S = 1

N (X − X̄) (X − X̄)
T

the Mahalanobis distance MD is defined as (Equation (10)):

MD =
√
(X − X̄) S−1 (X − X̄), (10)

so that, if the estimates X̄ and S can be confused with the true values and X is assumed normal,
the simple confidence interval based on the chi-squared (χ2) critical value holds (Equation 11):

MD <
√

χ2
d;0.997. (11)

Similarly to what happens in the univariate case, if the number of samples is not high enough
to ensure reliable estimates, or if outliers are present distorting such estimates, the assumption of a χ2

distribution for the MD does not hold anymore. Nevertheless, this can be fixed if a robust estimation
of X̄ and S is performed. A simple but effective method for getting robust estimates of X̄ and S
is thorough the Minimum Covariance Determinant (MCD) [34]. Briefly, MCD is an iterative procedure
to select the h observations out of N (where N/2 < h ≤ N) whose classical covariance matrix has
the lowest possible determinant. The ratio h/N is called Outlier Fraction, and is the only parameter
affecting the algorithm, which will be used in this work in its Fast implementation. Using such a routine,
a Robust Mahalanobis distance RD can be obtained so that the confidence interval in Equation (12):

RD =
√
(X − X̄MCD) S−1

MCD (X − X̄MCD) <
√

χ2
d;0.997 (12)

can be used to test for outliers. In this work, this method is used to remove the multivariate outliers
independently from each of the 100 sample subsets corresponding to the different acquisitions, so as
to clean out the data associated with machine adaptation to wind. Using an outlier fraction of 10%,
1520 samples are left, starting from the original 1800 observations.

3.4. Statistical Analysis

3.4.1. Hypothesis Test

A statistical hypothesis test is a method of statistical inference for comparing two statistical
samples, or a sample against a model. A hypothesis is proposed for the statistical relationship
among the two, and this is compared to an alternative suggesting no relationship. The comparison
is considered statistically significant if the relationship is estimated as an extremely unlikely realization
of the null hypothesis according to a threshold probability. The p-value is the probability that, assuming
the null hypothesis H0, the statistical summary is more extreme than the actual observed results.
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Hence, if the obtained p-value is less than or equal to a selected significance level α, the null hypothesis
is rejected. A typical value of α is 0.05 (5%).

The ANOVA (univariate Analysis of Variance) is a statistical method to test, basing on the variance
analysis, the null hypothesis H0 that all the considered groups populations come from the same
distribution: in other words, the null hypothesis corresponds to the fact that no significant difference
is detectable among the groups. The null hypothesis will be accepted or rejected according to a
statistical summary F̂ which, under the assumptions of independence, normality and homoscedasticity
of the original data, follows a Fisher distribution:

F̂ =

σ2
bg

G−1
σ2

wg
N−G

' F(G− 1, N − G), (13)

where

σ2
bg =

G

∑
j=1

nj

N
(
ȳ− µj

)2 , (14)

σ2
wg =

1
N

G

∑
j=1

nj

∑
i=1

(
ȳij − µj

)2 , (15)

with G being the number of groups of size nj, N being the global number of samples with overall
average ȳ, σ2

bg being the variance between the groups, σ2
wg being the variance within the groups

(basically the average of the variance computed in each group) [35]. The null hypothesis H0 will
be accepted with a confidence level 1 − α if the summary F̂ is less extreme than a critical value
Fα(G − 1, N − G). The corresponding p-value is computed: it represents the the probability that
the summary is more extreme than the observed F̂, assuming that H0 is true. If the p-value is less than
α (a typical threshold selection is 5%), H0 is rejected. These concepts are sketched in Figure 7.

Figure 7. F(G − 1, N − G) distribution, with highlighted the 5% critical value and the concept
of p-value.

For this analysis, the data sets are divided into two groups: the former one contains
the healthy samples (TS1–TS9), and the latter one includes the features extracted from the time
series of the damaged wind turbine (TS10–18).

The assumption of normality can be considered verified with enough confidence. The same does
not hold for the homoscedasticity (equal variance in the different groups), but the ANOVA method
is robust to these kinds of possible violations, and therefore the reliability of the results of this study
is not affected. In the test case of this study, where only two groups are used, the ANOVA reduces to a
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Student’s t-test. The ANOVA is a univariate method and therefore it will repeated for each channel
and feature combination (10 times): this in particular can give meaningful indications about the most
powerful statistical indicators for damage detection.

3.4.2. Principal Component Analysis

The Principal Component Analysis (PCA) is a technique widely used in multivariate statistics [36],
in particular for visualizing multi-dimensional data sets characterized by remarkable collinearity.
In fact, the PCA is a space rotation to convert a set of correlated quantities into orthogonal variables
called principal components: the first principal component explains the largest variance of the data set
and each succeeding component explains the largest variance under the constraint of orthogonality
with the preceding ones.

Let Xn,p be the matrix of observations: p is the number of columns, given in this study
by the product of the number of channels times the number of features; n is the number of rows,
i.e., the number of independent chunks of which the data set of interest is constituted. The principal
component transformation can easily be expressed in terms of the singular value decomposition.
Therefore, let

X = U∆V T (16)

be the singular value decomposition of X. This means that the columns of U and V are orthonormal
sets of vectors denoting the left and right singular vectors of X and ∆ is a diagonal matrix, whose
elements are the singular values of X. This allows for eigen-decompose XXT as:

XXT = VΛVT , (17)

where Λ = diag
(
λ1, . . . , λp

)
and λ1 ≥ · · · ≥ λp ≥ 0.

XVi is the i-th principal component and Vi is the i-th loading corresponding to the i-th principal
value λi. The usefulness of the principal component analysis is that the decomposition in Equation (17)
indicates a sort of regularization scheme: namely, the matrix W can be truncated including a desired
number of principal components.

The Principal Component Analysis is employed in this study as for qualitative visualization
of the data set by a more explanatory point of view, resulting from the space transform.

3.4.3. Novelty Index

In statistics, the anomaly identification can be performed point by point, studying how discordant
each sample is with respect to the data set. A data point is commonly defined “outlier” when
it can be considered statistically inconsistent with the others: a typical method for identifying
outliers is detecting what measurements have a discrepancy with respect to the data set average
that is higher than three data set standard deviations (the so-called 3σ rule). The judgment on data
discordance with respect to a distribution can be performed also by analyzing an appropriately
defined metric (i.e., a distance) of the data point of interest with respect to the data distribution:
this provides a Novelty Index (NI) on which a threshold can be defined [37] for qualifying what
points are statistically anomalous. The Mahalanobis distance is the optimal candidate for evaluating
discordance in a multi-dimensional space because it is non-dimensional and scale-invariant, and takes
into account the correlations of the data set. The Mahalanobis distance between one measurement z
(possibly multi-dimensional) and the X distribution, whose covariance matrix is S, is given by

MD =
√
(z− X̄) S−1 (z− X̄). (18)

The Mahalanobis distance can be interpreted as a Euclidean distance in the feature space subjected
to principal component transformation and standardization. In this study, the threshold for novelty
detection is generated through several repeated Monte Carlo (MC) simulations of a 10-dimensional
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Gaussian distribution. Drawing 240 observations (equal to the numerousness of the healthy reference
set) and computing the NIs, the maximum value could be used to generate a robust threshold—
for example, taking the 99th percentile of the maxima distribution [37].

The computation of the Mahalanobis Novelty Indices trained on healthy, normal condition data
was selected for its intrinsic ability of compensating for linear and quasilinear confounding influences
(i.e., environmental or operational variability) and for its robustness to noise [32,38]. In fact, training
the algorithm corresponds to fitting a statistical model to the reference data (i.e., healthy, normal
condition data): if the training data set covers the whole range of normal variability, any outlier can
be then attributed to a non-normal condition.

For the purposes of this work, the reference X distribution is selected as the statistical features
matrix extracted from the calibration data set of Table 1 (TS1–3). The target z is selected as the statistical
features matrix extracted from the target data set of interest in Table 1. For example, computing
the Mahalanobis distance, according to Equation (10), for each feature’s observation in TS4–18, will
be possible to appreciate the different statistical novelty of the target (healthy, damaged, and repaired)
wind turbines with respect to the reference healthy ones.

4. Results

As explained in detail in Sections 3.1–3.3, the raw accelerometric signal has been pre-processed
to remove the non-physical trends; subsequently, it has been divided in 100 chunks on which features
(i.e., statistics of the signal) have been computed and, finally, the overall dataset of 1800 observations
of 10 features each (five for the x-accelerations and five for the y-accelerations) has been cleaned
of the anomalous observations referred to the machine adaptation to the changes in the work condition
(i.e., mainly wind direction and speed). Finally, 1520 observations have been left, almost fairly divided
into a healthy group of 756 points (from TS 1 to 9, considering also the repaired turbine as healthy)
and a damaged group of 754 points (from TS 10 to 18).

The extracted features are shown in Figure 8 for the clean data set. The features extracted from
the time series of the damaged wind turbines are placed in the subfigures on the right of the black
dash-dot lines. From Figure 8, therefore, a powerful bird’s eye view is obtained based on the fact that
the damaged wind turbines are distinguishable with respect to the healthy wind turbines.
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Figure 8. The statistical features computed on the cleaned data set. The different acquisitions
are separated by the black dotted lines and ordered according to their corresponding TS number
(Table 1). The healthy calibration data are separated from the healthy validation data, from the repaired
validation data and from the damaged validation data by the black dash-dot lines.
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Once the final data set is set up, the ANOVA is performed to test if diagnostic information
is present in the different features: that is, if significant differences can be found between the healthy
turbines observations (TS 1 to 9) and the damaged turbines observations (TS 10 to 18). As described in
Section 3.4, the ANOVA outputs p-values corresponding to the probability that the null-hypothesis
(i.e., no difference between the groups) is true. When the p-value is lower than 0.05, then the differences
between the healthy and the damaged observations prove to be high enough to be detected, so that
an effective diagnostic can be accomplished. Considering the cleaned data set, the resulting p-values
are reported in Table 2.

As it can be easily seen, all the features prove to be clearly good for detecting the damage,
except the Crest Factor of the accelerations from y-direction channel.

Table 2. The ANOVA p-values considering two groups: Healthy (TS1 to 9) vs Damaged (TS10 to 18).

Channel RMS Skewness Kurtosis Crest Factor Peak

1 (X-dir) 0 0.28 1.4× 10−14 8.2× 10−7 0
2 (Y-dir) 0 9.4× 10−7 1.9× 10−35 0.59 0

The multivariate data set has then been visualized via PCA. The cleaned data set, rotated to match
the principal directions, is reported in Figure 9: for readability of the Figure, it has been selected
to report two-dimensional plots including up to the fourth principal component. It can be noticed that
the dispersion of the damaged cloud (in red) is much larger, so that the red observations (in particular
on the P2–P3 and P3–P4 planes) result in being more scattered and distinguishable.
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Figure 9. The data set projected on principal planes computed via PCA.

Computing the MD of all the observations from the centroid of the healthy reference distribution,
the Novelty Indices shown in Figure 10 were obtained. The Monte Carlo threshold is drawn in red.
According to such a threshold, the performance of the MD-NI damage detection is reported in Table 3
in terms of false and missed alarms. From the table, it is possible to understand that the algorithm
is very good in discerning damaged from healthy acquisitions. it should be noticed that the repaired
turbine data seems to show some differences with respect to the original healthy data. Using the same
healthy reference for the repaired WTG06, then, could be not optimal.

The results in Figure 10 can be interpreted in light of the information reported in Table 1, in order
to support the fact that the method is capable of correctly highlighting the faulty signatures. The
acquisitions have been performed in couples: for each acquisition at a given time at the damaged wind
turbine, there is a contemporary acquisition at a healthy wind turbine. TS4, 5, and 6 are contemporary
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to, respectively, TS14, 16, and 18. The NI for each of TS4, 5, and 6 is coherently below the statistical
threshold and the NI for each of the contemporary TS14, 16, and 18 is coherently well above
the statistical threshold. This supports that the method is robust to detect as novelty the fault and not
the different response of the wind turbines due to the wind field difference in space along the wind
farm. Furthermore, consider two TS couples: (TS1, TS13) and (TS4, TS14). The first of each couple is a
TS from a healthy wind turbine (WTG02) and the second is from the damaged wind turbine (WTG03);
the two time series of each couple are acquired simultaneously. The operation conditions measured at
the two wind turbines of the first TS pair are remarkably similar: the difference in generator speed
average is less than 1.7%. For the second TS pair, the difference in generator speed average is more
than 10%. From Figure 10, the statistical difference between TS1 and TS13 is indistinguishable with
respect to the difference between TS4 and TS14. This supports that the novelty detection between
the TS of WTG03 and the TS of the healthy wind turbines is indeed due to the damage and not due
to slightly different operation conditions.
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Novelty Detection

Figure 10. The Novelty Indices computed via Mahalanobis Distance. The MC threshold is visualized
in red. The different acquisitions are separated by the black dotted lines and ordered according to their
corresponding TS number. The healthy calibration data are separated from the healthy validation data,
from the repaired validation data and from the damaged validation data by the black dash-dot lines.

Table 3. The MD-NI damage detection performance: False Alarms (FA) and Missed Alarms (MA).

FA-Reference (TS1–3) FA-Validation (TS4–6) FA-Repaired (TS7–9) MA-Damaged (TS10–18)

Alarms 0.4% 7.8% 28.5% 0.1%

5. Conclusions

A novel approach for damage detection at the drive-train subcomponents of wind turbine
gearboxes has been proposed in this paper. The general idea is to measure the vibrations at the tower
instead that at the gearbox, usually located in the nacelle in a hardly accessible area. This translates
into simpler and less expensive acquisitions, whose reliability and effectiveness for damage detection
is investigated in this work through a test case discussion.

The case study considered in this work deals with a high-speed shaft bearing damage at a wind
turbine sited in Italy, owned and managed by the Renvico wind farm. The study consisted in on-site
measurements and data post-processing.
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The rationale for the measurements acquisition is exploiting the fact that wind turbines
are typically grouped in clusters of nearby wind turbines, which, at a given time, should be subjected
to reasonably similar solicitations: the expectation is that, if a wind turbine is damaged, it should
have such a different response that it should be possible to distinguish it statistically with respect
to healthy reference wind turbines, and the novelty identification should be possible also analyzing
measurements collected at the tower.

For this study, therefore, tower accelerations have been measured at the target damaged wind
turbine, at three healthy reference wind turbines and at a recently repaired wind turbine. This latter
wind turbine has been included as a further contribution to the discussion because it is interesting
to ask if it is distinguishable with respect to the healthy wind turbines.

In order to test the appropriateness of the measurements, a statistical analysis has been conducted
on the post-processed and cleaned acceleration signals from which common time domain features such
as RMS, Skewness, Kurtosis, Crest factor and Peak value have been extracted. The analysis started
with the ANOVA, to test if a difference was detectable among the healthy and the damaged turbines
acquisitions feature-wise (i.e., univariately). Then, the PCA was performed to visualize the data
set projected on the first principal planes. Both techniques proved the detectability of the damage
using the selected features extracted from the pre-processed tower acceleration measurements. Finally,
the Mahalanobis Distance Novelty Detection showed optimal results in damage detection, given
the low number of missed and false alarms. Another interesting result is that the repaired turbine
resulted in being non-comparable to the healthy wind turbines because of an augmented value
of false alarms.

In general, the algorithm proved to be an excellent damage detection routine, considering
the quickness, the simplicity and the full independence from human interaction, which makes
it suitable for real time implementations. This definitely motivates further research, also in light
of the fact that the measurement procedure does not request altering the normal operation of the wind
turbine and does not involve industrial plants security issues. This could foster the integration
of vibration monitoring in the maintenance regimes of wind turbines, ensuring to the wind farms
of the future higher reliability and minimal down times.

Another important development of this research is empowering the experimental techniques,
in order to have reliable and high-frequency rotor angular speed measurements: this direction
is currently being explored through video-tachometer [39] because it preserves the zero-impact
philosophy of the approach. The availability of this kind of information, as well as of the gearbox
geometry, is decisive for obtaining a precise identification of the damage location. Another line
of further research regards the identification of the transfer functions of the machines: this development
and the improvement of the experimental techniques would allow a more sophisticated signal
processing and fault analysis, evolving with respect to the black box method of the present work.
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Abbreviations

List of the abbreviations employed in the analysis.

Acronym Meaning
ANOVA Univariate Analysis of Variance
CREST Crest Factor
E Expectation value
FA False alarms
KURT Kurtosis
MA Missing alarms
MAD Median absolute deviation
MC Monte Carlo
MD Mahalanobis Distance
NI Novelty Index
PCA Principal Component Analysis
PEAK Peak
RD Robust Mahalanobis Distance
RMS Root Mean Square
SKEW Skewness
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