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ABSTRACT Pupil detection plays a key role in eye and gaze video-based tracking algorithms. Various
algorithms have been proposed through the years in order to improve the performances or the robustness
in real-world scenarios. However, the development of an algorithm which excels in both execution time
and pupil detection precision is still an open challenge. This paper presents a novel, feature-based eye-
tracking algorithm for pupil detection. Morphological operators are used to remove corneal reflections
and to reduce noise in the pupil area prior to the pupil detection step: this solution allows to significantly
reduce the computational overhead without lowering the tracking precision. Moreover, a shape validation
step is performed after the elliptical fitting and, if the elliptical shape is not detected properly, a set of
additional steps is performed to improve the pupil estimation. The proposed solution, Pupil Detection
after Isolation and Fitting (PDIF), has been compared with other state-of-the-art tracking algorithms that
use morphological operations such as ElSe (Ellipse Selection) and ExCuSe (Exclusive Curve Selector)
to evaluate both speed and robustness; the proposed algorithm has been tested over numerous datasets
offering different pupil detection challenges. Obtained results show how PDIF provides comparable tracking
precision at a significantly lower computational cost compared to ElSe and ExCuSe.

INDEX TERMS Pupil detection, eye detection, eye tracking, gaze tracking, image processing, image
analysis, human computer interaction.

I. INTRODUCTION
Eye tracking is the process of measuring the position and
movements of the eye: it is a research domain that has
been investigated for more than a century because its appli-
cation can provide significant benefits to human-computer
interfaces. Monitoring what the user is looking at can help
to achieve a better comprehension of human cognition and
intention, enhancing various researches in a plethora of
different areas, such as medicine, psychology, marketing,
advertising, applications control, autonomous cars and many
others.

Information provided by an eye tracker can be used for
two different type of interfaces, active and passive. Active
interfaces allow users to interact through the use of eye
movements [1], e.g. typing on a virtual keyboard by staring
at the chosen key [2]. This kind of interfaces is particularly
useful for people with disabilities or in situations that do not
allow users to interact through more traditional interfaces
such as tangible or vocal ones. Passive interfaces follow
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the user’s eyes movements in order to automatically adapt
themselves to the user behavior. An example available in
virtual reality environments consists in providing the max-
imum level of details only for objects in the user field of
view [3], [4].

Eye tracking technologies can be classified into three
categories [5]: eye-attached tracking, optical tracking and
electric potential measurement. The first approach uses the
movement of an object attached to the eye (e.g., a special
contact lens) to measure the eye position. The optical tracking
is based on computer vision algorithms, which compute the
eye position from an image of the subject (either captured
in the infrared or in the visible light spectrum). Finally,
the electric potential measurement is based on electrodes
positioned around the eyes. The most widely used techniques
are currently based on head-mounted optical trackers, mostly
due to the advances in the miniaturization of wearable eye-
trackers.Moreover, wearable optical trackers are less invasive
respect to eye-attached or electric potential ones, and they
provide a better accuracy compared to remote video-based
eye-tracking. Currently, the market offers a wide plethora
of eye trackers ranging from 99 to 40000 Euros [6]–[8]:
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the state of the art of hardware technologies, combined
with the constant improvements of visual analysis algorithms
and the spread of mobile and head-mounted devices allow
researchers to increase the number of real-world scenarios,
overcoming the previous limitations related to studies con-
ducted only in laboratory conditions.

Various algorithms have been proposed through the years
in order to improve the performances and the robustness
of eye-tracking. However, the development of an algorithm
which excels in both execution time and pupil detection preci-
sion is still an open challenge. We propose a novel algorithm
for eye-tracking named Pupil Detection after Isolation and
Fitting (PDIF). The aim of this research is to provide an algo-
rithm which is as reliable as state-of-the-art morphological-
based algorithms whereas providing better performances in
terms of speed.

The proposed algorithm is inspired by the Starburst [9]
algorithm, a morphological operator-based pupil tracker,
well-known for its tracking speed; however, only the ray trac-
ing pupil contour detection and the Ransac elliptical fitting
steps have been preserved from the original algorithm. The
remaining steps have been enhanced by the new proposed
techniques to increase the tracking robustness. Moreover,
through a set of additional operations aimed to guarantee the
correct aspect ratio of the detected pupil, PDIF greatly boosts
the tracking precision with respect to Starburst, without intro-
ducing noticeable computational overheads. Morphological
operators are used to remove corneal reflections and to reduce
noise in the pupil area prior to the pupil detection step:
this solution allows to significantly reduce the computational
overhead without lowering the tracking precision. Moreover,
a shape validation step is performed after the elliptical fitting:
if the elliptical shape is not detected properly, the algorithm
tries to correct the estimation either by repeating the pupil
detection step or by using the data from previous frames
to improve the pupil estimation. These operations allow the
proposed algorithm to significantly improve the tracking per-
formances and make it comparable with state-of-the-art pupil
trackers.

Since algorithms such as the Else (Ellipse Selection)
algorithm [10] and the ExCuSe (Exclusive Curve Selec-
tor) algorithm [11] have been recently proposed in order
to improve the Starburst’s tracking performance, PDIF has
been compared with both the original Starburst and those
novel algorithms, which also use morphological operations.
The algorithms have been tested considering two different
datasets: the ElSe/ExCuSe collection and the Casia collec-
tion. Obtained results show how PDIF provides comparable
tracking errors at a significantly lower computational cost
than ElSe and ExCuSe.

The rest of the paper is organised as follows: the state of
the art has been described in detail in Section II. The design
and the architecture of the proposed algorithm are presented
in Section III. The validation of the PDIF algorithm and its
comparison with other solutions are described in Section IV.
Conclusions are provided in Section V.

II. STATE OF THE ART
Eye-tracking algorithms are usually classified as feature-
based or model-based [12]. Feature-based algorithms identify
features that describe the shape and position of the eye.
These algorithms commonly rely on one or more criteria
(e.g., thresholds) to establish if a given feature is present or
not; by means of the threshold values encoded as parameters,
the user can ‘‘tune’’ the tracking process. Different features
can be chosen depending on the images’ spectrum: for exam-
ple, intensity gradients allow algorithms to detect the pupil
contour in infrared spectrum images [13] or the limbus in
visible spectrum images [14], [15].

On the other hand, model-based algorithms find the best
fitting model that is coherent with the image, such as best-
fitting circle [16] or ellipse [17] for the limbus and pupil con-
tour. The model-based approach can provide a more precise
estimate of the pupil center than the feature-based approach;
it requires to search for a complex parameter space and the
search step can return wrong points instead of the real center
of the pupil. Hence, a significant cost in terms of computa-
tional power might be required to improve the robustness of
model-based algorithms.

Hybrid solutions try to overcome the drawbacks of the
above mentioned approaches by maintaining the computa-
tional cost of feature-based algorithms and the precision of
model-based techniques.

In more recent years, with the improvement of machine
learning technologies and algorithms, learning-based solu-
tions have been proposed for image-based pupil detec-
tion [18], [19]. However, this approach is not comparable
with traditional feature-based or model-based solutions due
to its intrinsic limitations [20]. Firstly, it requires a training
step which is computational and time-consuming. Moreover,
since statistics have a high impact on the learning phase,
the system has to be trained with a dataset which contains
a large variety of distinct challenges in order to obtain a gen-
eralized solution. However, since there are limited databases
with eye related key points including the eye center anno-
tations, artificial datasets may be necessary to successfully
train the system [21]. Overall, if compared with edge selec-
tion and ellipse fitting solutions, these methods are gener-
ally less accurate, and the runtime is usually comparable
to Else and ExCuSe, whereas the average detection rate is
improved. Finally, some of these solutions work on images
of the whole head/upper body, thus, they suffer from bad
environments’ illumination conditions, and they provide only
an approximated pupil center position (and eventually the eye
corners).

The Starburst algorithm proposed by Li et al. [9] is con-
sidered a valuable solution respect to more recent algorithms
in terms of speed. This algorithm sends out rays in multiple
directions, then areas with sharp intensity changes along
these rays are used as possible pupil border features. The
mean position is computed and this step is repeated until
convergence. Then, an ellipse is fitted to these features using
a RANSAC-based ellipse fitting.
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Świrski et al. [22] proposed a robust eye tracking
algorithm for highly off-axis images, based on an initial
approximation of the pupil position through Haar-like fea-
tures and a refinement step with a modified RANSAC
fitting. Other approaches use histogram-based threshold cal-
culation on bright-pupil [23], identify the corneal reflec-
tion on IR images using histograms and thresholds-based
techniques [24], [25], or rely on symmetric mass center
thresholding [26], [27].

The SET algorithm uses a similar approach [28], firstly
extracting pupil pixels based on a luminance threshold, then
extracting the shape of the thresholded area, and finally com-
paring it with a sine curve. Valenti et al. proposed an algo-
rithm based on isophotes’ curvature estimation and selection
of the maximum isocenter as pupil center [29].

Even if many algorithms allow to successfully perform
eye tracking under laboratory condition [9], [22]–[27], [30],
several studies reported the difficulties arising in eye-tracking
applications in natural environments [31]–[35].

Schnipke and Todd [31] summarized a variety of factors
that could negatively affect the pupil detection:
• changing illumination conditions, often caused by the
subject motion and/or rotation;

• intersection of eyelashes, glasses or contact lenses with
the image of the pupil;

• reflections on the pupil due to glasses or contact lenses;
• motion blur;
• the off-axial position of eye camera in head-mounted eye
trackers.

Overall, real-world scenario studies regularly report low pupil
detection rates and the data collected in such studies have to
be manually post-processed [33], [36], [37]. This solution is
both laborious and time-consuming and it is also not feasible
for real-time applications.

Inmore recent years, other algorithms have been developed
to address robustness in both indoor and outdoor environ-
ments such as the ElSe (Ellipse Selection) algorithm [10] and
the ExCuSe (Exclusive Curve Selector) algorithm [11]. The
main purpose of these researches was to provide robust pupil
detection in a wide selection of real-world scenario, whereas
previous pupil detection algorithms have been proven reliable
almost only in laboratory’s tests.

The Exclusive Curve Selector (ExCuSe) was proposed by
Fuhl et al. [10] in 2015 for real-world eye-tracking appli-
cations; this algorithm is based on oriented histograms cal-
culated with the Angular Integral Projection Function [38],
used to determine if the image contains reflections. In such a
case, the edge image is filtered and the best curve is selected.
Otherwise, ellipse estimation is used to refine the coarse pupil
center estimation, similarly to Starburst.

The Ellipse Selector (ElSe) algorithm was proposed [11]
in 2016: this algorithm, based on edge filtering, ellipse
evaluation, and pupil validation, was evaluated through eye-
tracking experiments in natural scenarios, proving high detec-
tion rates, robustness and fast execution times respect to
previous algorithms.

Recently, other researches tried to provide better solutions
respect to ElSe and ExCuse but introducing limitations or
assumptions that are reasonable only for specific purpose
solutions. Abbasi and Khosravi proposed a robust filter-based
detection algorithm [39], however, it is highly dependent
on the eye conditions, making it difficult to ‘‘tune’’ the
parameters controlling the algorithm performance.Moreover,
the technique presented in [39] suffers from weak illumina-
tions, reflections and occlusions. Topal et al. [40] proposed
an adaptive algorithm for precise pupil boundary detection
but the tests were performed on a self-made dataset, which
does not provide the same number of frames and challenges of
traditional benchmarks, such as the ExCuSe/ElSe collection.

Even if these algorithms have been proven to be very
reliable and robust, they are quite slower compared to the
Starburst algorithm. Since eye-tracking algorithms are usu-
ally adopted for real-time applications, it would be valuable
to have an algorithm which proves to be both fast as Starburst
and reliable as Else or ExCuSe.

The tests presented in this paper prove that the PDIF can
estimate the pupil center faster than ExCuSe and Else and
with a comparable accuracy; thus, the proposed algorithm can
be a valuable instrument to reduce execution times without
lowering the robustness.

III. THE PROPOSED ALGORITHM
The PDIF algorithm has been designed and developed after
an accurate analysis of the problems and limitations of con-
current algorithms based on morphological operators. Since
Starburst provides the best performances among the other
algorithms, it was considered a reasonable starting point for
the proposed research. Thus, we analyzed the algorithm try-
ing to understand the reasons for its lack of robustness.

A. STARBURST ANALYSIS
Starburst is an eye-tracking algorithm able to detect the pupil
contour in infrared (IR) spectrum images framed by a head-
mounted tracker. Respect to remote trackers, head-mounted
ones provide an image limited to the eye area, with a higher
or lower resolution depending on the camera quality. More-
over, IR trackers provide a uniform illumination of the eye,
which eliminates uncontrolled specular reflections. Even if
the algorithm could be adapted for bright-pupil techniques,
it has been designed for dark pupil approaches: this means
that the eye is illuminated with an off-axis source making
the pupil the darkest region in the image. Starburst was first
developed in 2005 and it became well-know due to its low
computational times and its considerable precision respect to
other algorithms of that time such as the Active ShapeModels
algorithm [41]. However, Starburst is strongly dependent on
the size and the quality of the eye images to be processed.
Moreover, the algorithm often fails when frames represent
sudden pupil movements. Starburst performs well when light
conditions are steady and pupil movements are not sudden.
Otherwise, the tracking might fail and wrong parts of the eye
can be identified as the pupil.
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In order to design a solution to these problems, it is neces-
sary to understand which steps of the Starburst algorithm are
critical. The first one is the corneal reflections detection and
removal. Using the dark-pupil technique, corneal reflections
correspond to the brightest regions in the eye image. Starburst
makes use of an adaptive thresholding mechanism to detect
glints: only values greater than a given threshold are recog-
nized as corneal reflections. The ratio between the area of the
largest glint candidate and the other areas is used to identify
false corneal reflections. The threshold providing the highest
ratio is selected to this end. Then, it is assumed that the
intensity profile of a corneal reflection follows a symmetric
bivariate Gaussian distribution. Starburst’s authors claim to
be able to detect up to 98% of corneal reflection extents.
However, this method leads to a binary mask that allows to
precisely remove the glints in a set of successive frames only
if light conditions do not change and shadows do not appear
in the frame. Otherwise, the glint detection could be prob-
lematic and this will affect the final pupil contour detection.
Thus, to provide a robust algorithm, it would be necessary
to improve the glint detection in those critical conditions
(sudden movements and/or light changes).

Noise can also affect the image, reducing the efficacy of the
successive steps of the algorithm and leading to errors. Thus,
the second major improvement to obtain a robust algorithm
would be to remove all the noise from the image. Noise con-
sists of unusual bright or dark pixels on the image that would
mislead the algorithm. The noise can be caused by different
elements such as eyelashes, shadows, optical lenses, glasses
and lights. To reduce the noise, several algorithms make use
of a morphological erosion followed by a kernel expansion to
properly remove the glints [42]. However, this technique does
not remove the other kinds of noise. Moreover, if the frame
is very bright, the light zones on the pupil are enlarged by
this operation, creating holes in the image. These holes will
increase the chances of errors in the subsequent steps of the
algorithm. To avoid this problem, other algorithms combine
a kernel dilatation step with a small structuring element and
an erosion step with another kernel, bigger than the previous
one, as depicted by Rystrom et al. [43].
Finally, by analysing the results produced by Starburst,

it can be noticed how some wrong detections are related
to elongated ellipse shapes. Thus, a third step to enhance
the pupil contour recognition would require to improve the
elliptical fitting to avoid wrong shapes detected as valid.

B. NOVEL APPROACH
The flow chart of the proposed algorithm, compared to the
steps performed by Starburst, is shown in Fig. 1.

The first step is aimed at reducing the noise in the frame:
Starburst was originally developed and tested with a low-cost
head-mounted eye tracker that produces noisy images both
in terms of shot noise and line noise; the algorithm reduces
this kind of noise by applying a 5x5 Gaussian filter with
a standard deviation of 2 pixels and a normalization factor
applied line by line to shift the mean intensity of the line

to the running average derived from previous frames. Since
the PDIF algorithm has been tested on frames collections
providing high quality images, we propose instead to aver-
age each frame by an equalized version of the frame itself.
Equalizing the frame allows PDIF to overall improve the
image, rebalancing the darkest and lightest areas of the frame.
However, this operation can be harmful if performed on an
image already providing a good overall contrast since it could
alter some pixels, possibly leading the algorithm to errors in
the following steps. Thus, instead of a simple equalization,
PDIF computes the average between the original frame and
its equalized version. This technique is particularly useful
for low contrast images obtained by IR cameras because
it improves them without introducing noise in already well
contrasted ones.

The second step is aimed at removing corneal’s reflections
due to the IR illuminator. For this step, PDIF applies a mor-
phological closing with a 7x7 elliptical kernel. The choice
for the kernel dimension has been based upon the values
adopted in similar algorithms which performs morphological
operations, such as the one proposed in [44], and the medium
glint dimension computed on the collections adopted in the
evaluation phase. These are reasonable assumptions since
we are working on images provided by a head-mounted IR
tracker, thus, the distance between the IR illuminator and the
eye should be almost steady, as well as the glint dimension.
This step the algorithm is more efficient than Starburst’s one
in removing glints since it provides good results even with
images with shadows or changing light conditions, which
have been stated as problematic for Starburst.

The third step of the PDIF algorithm consists of morpho-
logical operations aimed at improving the image in order to
strengthen the pupil contour detection step. The purpose of
this step is to emphasize the pupil area respect to other parts of
the eye that could interfere in the recognition process, such as
shadow cast by the eyelids. A dilation operation is performed
by a 7x7 elliptic kernel, followed by an erosion operation with
a slightly larger kernel (12x12). This allows PDIF to detect
the region of the pupil with a better precision than Starburst;
on the other hand, the size of the pupil after the application
of morphological operators is slightly larger than the original
one. It is important to notice that at the end of this step the
frame used by PDIF for the pupil contour detection is quite
different respect to the original one, whereas in Starburst such
differences are less noticeable, as shown in Fig. 2. However,
as it will be shown in Section IV, this frame’s difference does
not affect the tracking performance.

Moving forward, the PDIF algorithm performs the same
operations as Starburst for the pupil contour detection step.
Since the pupil contour usually occupies only a little area of
the image and it is not necessary to consider all the pupil
contour points to properly estimate the pupil contour, edge
detection applied to the entire image or to a region of inter-
est nearby the estimated pupil location is avoided. Instead,
the pupil contour is computed by casting a limited number of
rays from the center of the pupil, which is estimated manually
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FIGURE 1. Flow chart comparison of the PDIF and Starburst algorithms.

for the first frame, whereas the previous detected center is
used for the following frames. Moreover, the detection of
edges along a limited number of rays extending from the
initial set of features toward the starting point is used to
improve the robustness against inaccuracy of the starting

point. A selectable number of rays is radially traced from
the center and the gradient variation is analyzed along each
ray (only positive derivatives are considered). The compu-
tational time is exponentially dependent on the ray number.
For each frame analyzed by the PDIF algorithm, the ellipse is
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FIGURE 2. Pupil detection performed by the Starburst algorithm (first
line) versus pupil detection performed by the PDIF algorithm (second
line).

computed tracing 45 rays with a threshold value (the deriva-
tives 1 along a ray) of 16, which has been proved through
preliminary tests on the datasets to be an average good value.
The gradient analysis allows to identify a set of edge points
along a side of the pupil contour. The edge points are used as
starting points to generate a set of rays in the opposite way;
this allows to find corresponding edge points on the opposite
side of the pupil contour. At least 5 edge points have to be
detected in order to draw an ellipse representing the pupil
contour; otherwise, the process cannot converge and it is not
possible to detect the pupil contour.

Afterwards, the ellipse fitting step takes place: firstly,
the Random Sample Consensus (RANSAC) paradigm for
model fitting is applied, as in Starburst. Then, in order to
improve the ellipse fitting phase, a set of additional steps
is performed to check the shape and the dimension of the
ellipse. First of all, it is necessary to identify if the given
ellipse is elongated or not. This is done evaluating two factors:
the ratio between the semi-minor axis and semi-major axis of
the ellipse and the ellipse dimension variation over the time.
For each dataset in the collection used to test the algorithm,
one frame for each type of eyeball rotation respect to the
camera have been selected. For each one of these frames,
the semi-axises ratio has been computed to evaluate its trend
and to define a reference value to discriminate between
reasonable ellipses and wrong ones. Likewise, the average
ellipse dimension has been computed. As a result, the semi-
axises ratio should be higher than 0.4, whereas the ellipse
dimension should not be bigger than three times its average
size or smaller than one-third of its average size. Otherwise,
the ellipse would be too much stretched and will not properly
fit the pupil. Thus, if one of these conditions is not met,
the pupil contour detection step is repeated, using a threshold
value of 25; this value has been tuned through tests on the
adopted collections and it should be enough to increase the
recognition or even totally overcome tracking errors while
minimizing the execution time. After this second ellipse fit-
ting step, if the ellipse is still identified as elongated, the pupil
center is approximated using the previous frame center. This
is done for amaximumof three frames due to the average time
span of eyes’ saccades (20-50ms) and fixations (250-300ms).
Thus, if the previous frame center has been already used three

FIGURE 3. Pupil detection performed by the PDIF algorithm.

times, the current center estimation is still considered more
accurate than the previous center. Fig. 3 shows six examples
of pupil detection performed by the PDIF algorithm.

IV. ALGORITHM VALIDATION
A. PRELIMINARY TESTS
Several tests have been carried out to verify the behavior
of the PDIF algorithm compared to the original Starburst
algorithm. The proposed algorithm consists of two categories
of parameters, ‘‘fixed’ and ‘‘flexible’’. ‘‘Fixed’’ parameters
allow the algorithm to work properly and lead to very low
performances if set to wrong values. ‘‘Flexible’’ parameters
address variable condition in the source images and should be
manually set by the user to further minimize the errors and to
enhance the algorithm performances.

The scope of these tests was to identify which parameters
pertain to each category and which values should be used
as default in order to obtain performances comparable to
the original Starburst algorithm. Two datasets of eye images
from the ExCuSe and ElSe collection have been selected for
these tests, dataset XII and dataset XXIII. These datasets
have been chosen because they provide many challenges to
be addressed: the first one consists of western eye images
which suffer from bad illumination. The second one consists
of indoor eastern eye images, with noise produced by eyelids
and eyelashes covering the pupil or casting shadows over it.

Taking into account the tests results and the information
provided by the state of the art analysis, it was possible to
define a set of default values that minimize both the error rate
computed on the total collection of images and the average
error rate computed for each dataset. In particular, the used
default parameters are: dilation kernel 7x7, erosion kernel
12x12, scattered rays 45, derivative 1 along the rays 16
(then 25), ellipse aspect ratio grater than 0.4, ellipse fitting
dimension bigger than three times the average ellipse size and
smaller than one-third of the average ellipse size.

B. PERFORMANCE EVALUATION
The performances of the PDIF algorithm have been evaluated
with publicly available datasets populated by infrared images.
Tests have been carried out on the collection provided by the
authors of the ExCuSe and ElSe algorithms, which consist of
images of a single eye with a low resolution (384x288 pixels).

VOLUME 8, 2020 30831



F. Manuri et al.: PDIF

The CASIA collection, made available from the Chinese
Academy of Sciences Institute of Automation, has also been
used for testing the PDIF algorithm: this collection consists of
two distinct datasets, each containing 239 images of a single
eye, one for the right eye and the other one for the left eye.
This collection consist of high definition’s images that have
been obtained using a set of IR illuminators displaced on a
circular perimeter. Both collections consist only of images
representing the ocular area instead of the whole face because
all the algorithms involved in the tests belong to the head
mounted, eye-tracking category, and they have been designed
to work best with this type of images. These collections
allowed to test the PDIF algorithm in many conditions, since
each dataset contains different challenges in terms of light
condition, camera position respect to eyes, eyes typology,
presence of reflections or other negative conditions.

C. METRICS
Different metrics have been taken into account to assess the
PDIF performances. First, the algorithm’s performance in
term of execution times (in milliseconds) for each frame has
been evaluated: this is considerably important since one of
the main goal of the proposed algorithm is to be feasible
for a real-time application usage. Thus, we expect the exe-
cution time to be comparable to the Starburst algorithm, and
overall considerably faster than the other considered trackers.
Secondly, since the PDIF algorithm wants to overcome the
precision limitations of the Starburst algorithm, it should
prove to be more robust in challenging conditions. Thus,
the following metrics have been considered to properly eval-
uate its precision and robustness: first, the detection rate
for different pixel errors based on the Euclidean distance
between the hand-labeled ground-truth and the pupil center;
the curve representing this metric should ideally converge
towards a step function. Moreover, the average distance in
pixel between the real pupil center and the estimated one has
been considered: to obtain a robust eye-tracking, the system
should provide a low average distance. The percentage of
errors in the pupil center estimation greater than 30 pixels
was also considered, since this value could be considered
as a meaningful threshold (for the frames’ resolution of the
considered datasets) between almost accurate detections and
completely wrong ones. Another important metric that was
computed is the standard deviation from the real center: this
value is relevant since it provides a statistical evaluation of
the algorithm, representing the dispersion or variability of the
obtained results. Finally, for the PDIF algorithm, the number
of right and wrong approximations of the pupil center when
performing a second ellipse computation and the number of
right and wrong approximations when referring to the pre-
vious pupil center estimation were also computed. Overall,
the Starburst algorithm has been chosen as a reference, even if
more recent algorithms perform better in terms of precision.
The different metrics have been computed as delta percent-
age (either positive or negative) respect to the Starburst’s
values.

D. TESTS
In order to compare the performances of the PDIF algorithm
with state-of-the-art solutions, three other algorithms have
been tested processing the same datasets: the Starburst [9]
algorithm was used without any changes in the parameter
settings and the starting location was set to the center of the
image. The ExCuSe [10] and ElSe [11] algorithms were used
with the parameter settings provided by the authors. In order
to provide a fair comparison, the PDIF algorithm was used
with the default parameters (PDIF Default, see Section IV-A)
to all datasets. However, the algorithm has been designed
to be customizable in terms of contrast and kernel size for
the morphological operations through a simple graphic user
interface (GUI). In order to evaluate the bounds of the pro-
posed algorithms, each dataset has been tested customizing
the PDIF parameters to maximize the performances (PDIF
Optimal). The results will show that even if some metrics
benefit from this tuning, PDIF Defaults still performs better
in others, thus proving that the default version is a meaningful
solution respect to its competitors.

E. EXCUSE/ELSE COLLECTION
This collection comprehends twenty-four different datasets
that have been proposed by the ExCuSe/ElSe algorithms’
authors for pupil detection performance testing. This collec-
tion has been made freely accessible by the research group
of the Eberhard Karls Universität Tübingen, which proposed
the two algorithms. Each dataset counts a variable number
of images and poses different challenges. The first group
consists of fifteen datasets that were recorded with a head-
mounted camera during an on-road driving experiment [36].
The second one counts eight datasets which provide images
from a search task in a supermarket and were not recorded
for pupil detection studies [35]. The last one consists of two
datasets that were obtained from indoor experiments with
Asian subjects and provides challenges related to eyelids and
eyelashes covering the pupil or casting shadows over it and
reflection on eyeglasses.

Overall, we computed a total of 5 metrics for each of the
24 dataset; since most of them share the same challenges,
we decided to report the test results only for a subset which
meaningfully represents the performances (and limitations)
of the proposed algorithm respect to the others. The chosen
datasets are representative of the whole collection both in
term of challenges and obtained results. For the first group,
whosemain challenges consist of bad illumination and reflec-
tions, test results for dataset number II and IV are reported.
For the second one, which provided a more heterogeneous
set of challenges, comprehending pupil at image border, bad
illumination, eyelashes and shifted contact lenses, test results
for dataset number X, XII, XIII, XIV, XV and XVII are
reported. For the last group, whose main challenges consist of
eastern eyes, shadows cast by eyelids and eyelashes or pupil
covered by eyelids or eyelashes, test results for dataset XXIII
are reported.
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TABLE 1. Column Starburst shows the average execution time for each
dataset in milliseconds. Columns PDIF, Excuse and ElSe show the average
execution time for each dataset both in milliseconds and in percentage
delta from Starburst’s values.

TABLE 2. Average distance between the real pupil center and the
estimated one, in pixel for Starburst and in percentage delta from the
Starburst’s value for the other algorithms.

Table 1 shows the average execution time for each
dataset in milliseconds for the Starburst algorithm. For PDIF,
ExCuSe and Else, the average execution time for each dataset
both in milliseconds and in percentage delta from the Star-
burst’s values is reported. The last line shows the average
over the whole group of datasets. As expected, the Starburst
algorithm is the fastest one. However, the PDIF always per-
forms better than ExCuSe and Else. On average, the PDIF
is only 52,76% slower than Starburst, whereas the proposed
algorithm performs numerous extra steps to improve the pupil
detection precision. Moreover, the test results shows that for
some challenges the PDIF execution time is almost compa-
rable to Starburst. Overall, these results prove that the PDIF
algorithm can be valuable in real-time scenarios in terms of
execution times.

Table 2 shows the average distance between the real pupil
center and the estimated one, in pixel for Starburst and in
percentage delta from the Starburst’s value for the other
algorithms. The last line shows the average over the whole
group of datasets. Overall, the PDIF algorithm provides the
most significant improvement respect to the other algorithms,

TABLE 3. Percentage of errors in the pupil center estimation greater than
30 pixels.

TABLE 4. Standard deviation for the errors in the pupil center estimation
in pixels for Starburst and the percentage delta from the Starburst’s value
for the other algorithms.

with an average distance more than 70% lower than Starburst
on average. In the worst case scenario, the average distance
reduction is comparable to that of ExCuSe (dataset X). It is
relevant to observe that PDIF (Optimal) obtains better result
than PDIF (Default) most of the time, but depending on
the dataset’s challenges it can even perform slightly worse.
These results prove that tuning the parameters can improve
the values for some metrics at the expense of reducing the
performances of others.

Table 3 shows the percentage of errors in the pupil cen-
ter estimation greater than 30 pixels (i.e., when the pupil
is not recognized). The last line shows the average over
the whole group of datasets. Overall, the PDIF (Default)
obtains an average value slightly lower than ExCuSe and
ElSe. However, it can even outmatch the other algorithms
depending on the dataset challenges (datasets IV, XII and
XXIII). As expected, the PDIF (Optimal) outmatches the
other algorithms most of the time, otherwise obtaining values
comparable to ExCuSe and ElSe.

Table 4 shows the standard deviation for the errors in the
pupil center estimation in pixels for Starburst and the percent-
age delta from the Starburst’s value for the other algorithms.
The last line shows the average over the whole group of
datasets. Except for dataset II, the PDIF (Default) always
outmatches ExCuSe and Else, performing on average better
than Starburst by 86,42% and the PDIF (Optimal) obtains the
best overall averages, with values considerably lower than the
other algorithms. Since standard deviation is strictly related
to the average distance between the real pupil center and the
estimated one, it is relevant to observe that PDIF (Optimal)
can obtain better result than PDIF (Default) sometimes, but
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TABLE 5. Number of right and wrong approximations of the pupil center
when performing a second ellipse computation and number of right and
wrong approximations when referring to the previous pupil center
estimation.

depending on the dataset’s challenges it can perform even
worse.

Fig. 4 shows the charts representing the detection rate pre-
cision in term of pixel errors. Each chart refers to a different
dataset of the ExCuSe/ElSe Collection. The algorithms are
represented with different colors. Since the curve represent-
ing this ratio should ideally converge towards a step function,
a good algorithm should both rapidly rise and be able to
reach a high value. PDIF obtains the worst result in dataset
XIV, performing as Starburst. It achieves better results in
dataset II and X, performing better than Starburst but worse
than ExCuSe and ElSe. In dataset XIII and XVII, PDIF
performs slightly worse than ElSe and ExCuSe, whereas its
performance is comparable to these two algorithms for the
dataset XV. Finally, it performs as well or even better than
ExCuSe and ElSe in dataset IV, XIV and XXIII (in this last
case performing as well as PDIF Optimal). PDIF (Optimal)
instead usually obtains results comparable to ExCuSe and
ElSe (datasets II, X, XII, XIII and XV) whereas it can even
outperform them in some cases (datasets IV, XIV and XVII).

Finally, table 5 shows the number of right and wrong
approximations when a second ellipse is computed and the
number of right and wrong approximations when referring
to the previous pupil center estimation. Since these steps are
peculiar of the PDIF algorithm, it is not possible to compare
them with the other algorithms. However, a relevant outcome
is that when a second pupil contour detection step is required,
the final approximation is often correct (76,42% of the times).
Moreover, when the algorithm needs to rely on the pupil
center estimated for a previous center, 65,80% of the times
it leads to a right approximation.

F. CASIA COLLECTION
The Casia collection provides images at a higher definition
than the previous one andwith a resolution of 320x280 pixels.
The eyes are framed from 239 different subjects and the
collection contain 2664 frames, half for the left eye and half
for the right one. Since this collection was created using IR
illuminators, it represents a valuable benchmark to evaluate
if the proposed algorithm can effectively avoid the problems
related to the glints created by the illuminators over the pupil.

TABLE 6. Column Starburst shows the average execution time for each
dataset in milliseconds. Columns PDIF, Excuse and ElSe show the average
execution time for each dataset both in milliseconds and in percentage
delta from Starburst’s values.

TABLE 7. Average distance between the real pupil center and the
estimated one, in pixel for Starburst and in percentage delta from the
Starburst’s value for the other algorithms. Percentage of errors in the
pupil center estimation greater than 30 pixels. Standard deviation for the
errors in the pupil center estimation in pixels for Starburst and the
percentage delta from the Starburst’s value for the other algorithms.

As for the previous collection, Starburst is the fastest
algorithm. However, as depicted in Table 6, PDIF is only
19,44% slower than Starburst on average and is faster than
ExCuSe and ElSe.

The detection rate precision of the PDIF (Default) algo-
rithm in term of pixel errors (Fig. 5) is far better than Starburst
and it is comparable to the other trackers. PDIF (Optimal)
always performs better than the other algorithms.

The low values of both the average error in term of pupil
center estimation and the standard deviation prove that the
PDIF algorithm is well-designed for this kind of collection
(Table 7). Moreover, PDIF outmatches the other algorithms
also in terms of center estimation error greater than 30 pixels.
Finally, the algorithm never required to perform an additional
processing through a second ellipse estimation or a compari-
son with the previous frame pupil center.

G. RESULTS ANALYSIS
Starburst is a popular and robust eye-tracking algorithm but
its limitations when light conditions are not steady and/or
pupil movements are sudden between successive frames pro-
vided the opportunity to propose a novel, feature-based eye-
tracking algorithm. More recent algorithms (ExCuSe, ElSe)
overcome Starburst’s precision limitations but introduce a
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FIGURE 4. Charts representing the precision in term of pixel errors. Each chart refers to a different dataset of the ExCuSe/ElSe
Collection. The algorithms are represented with different colours.

computational delay that makes them unsuitable for real-time
applications.

The PDIF algorithm introduces a set of operations which
greatly boost its precision compared to Starburst, proving to

be not only reliable but also considerably fast. PDIF results to
be suitable for real-time applications, as it is, on the average,
faster than ElSe and ExCuSe in terms of execution times.
Considering the robustness of the proposed algorithm, in the
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FIGURE 5. Charts representing the detection rate precision in term of pixel errors. Each chart refers to a different dataset of the
ExCuSe/ElSe Collection. The algorithms are represented with different colours. The left chart refers to the Casia Left database,
the right one to the Casia Right database. The algorithms are represented with different colours.

first collection used for the tests, the ElSe and ExCuSe algo-
rithms proved to be valuable competitors due to their high
precision and low average distance error, performing overall
slightly better than PDIF. However, the errors committed by
the PDIF are minor, whereas those committed by ElSe or
ExCuSe are substantial: this leads to an average error and a
standard deviation that rewards PDIF. When considering the
CASIA dataset, the proposed algorithm is almost equivalent
to ExCuSe and Else.

V. CONCLUSION
This paper presents a novel, feature-based eye-tracking algo-
rithm, which tries to provide good performances in real-world
scenario both in terms of execution speed and robustness.
Morphological operators are used to remove corneal reflec-
tions and reduce noise in the frame prior to the pupil detection
step, allowing the proposed algorithm to significantly reduce
the computational overhead without lowering the tracking
precision. Moreover, a shape validation step is performed
after the elliptical fitting, thus, even if the elliptical shape is
not detected properly, the tracking algorithm tries to correct
the estimation. The proposed solution, Pupil Detection after
Isolation and Fitting (PDIF), has been compared with other
tracking algorithms that use morphological operations such
as ElSe and ExCuSe, to evaluate both speed and robust-
ness. Obtained results show how PDIF provides compara-
ble tracking errors at a significantly lower computational
cost.

In the future, we would like to test the performances of
the proposed algorithm with trackers which provide images
of the whole head, e.g. not wearable trackers. In such cases,
the frames of the ocular area should present a higher level
of noise and a lower contrast respect to head-mounted track-
ers. However, since the morphological steps used in the
PDIF algorithm specifically address this type of problems,
we expect it to perform well. Another possible development
may involve machine learning approaches to automatically
tune the contrast and kernel size parameters: this could
improve the PDIF performances such as for the PDIF Opti-
mal, without requiring the user to manually tune the param-
eters. Moreover, it would be interesting to further improve
the elliptical shape validation step trying to predict the pupil

shape depending on the previous frames and on the pupil
position respect to the eye (e.g. if the pupil moves toward one
side, we would expect it to get an elongated shape).
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