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Abstract— GNSS Reflectometry (GNSS-R) is a consolidated 

remote sensing technique that exploits the back-scattered GNSS 

signals to retrieve information about the Earth surface. By the 

use of GNSS-R sensors onboard UAVs, this tool can bring 

significant advantages in agriculture, especially for the detection 

of the presence of water/moisure in specific rural areas. 

However, to perform this detection, GNSS-R needs a priori 

calibration of a threshold on the received reflected power in 

order to distinguish the presence/no prence of water.  This is a 

limitation for the adoption of this approach at large scale. The 

work presented in this paper aims at overcoming such a 

limitation, proposing a novel approach based on artificial 

intelligence for the automatic water detection on the Earth 

surface, avoiding a priori, empirical, thresholding. 
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I. INTRODUCTION  

Active and passive microwave remote-sensing 
techniques are important sources of data for 
agriculture [1][2], complementing the optical 
remote sensing techniques which are however 
strongly affected by weather conditions and the 
diurnal cycles [3]. Among the passive microwave 
techniques lies the GNSS-Reflectometry (GNSS-
R) which is a technique based on bistatic radar 
observations that makes opportunistic use of the 
signals broadcast by Global Navigation Satellite 
Systems (GNSS) [4].  

GNSS-R was originally developed for 
oceanographic studies [5], but sooner proved to be 
a valuable tool for a variety of land surface 
applications [6][7] including agriculture, where 
GNSS-R has been used for vegetation detection [8], 
soil moisture sensing [9][10], vegetation 
characteristics monitoring [11], vegetation 
development conditions monitoring [9], and 

vegetation biomass sensing [10]. In these studies, 
both air and space borne GNSS-R sensors were 
utilized, providing moderate resolutions in the 
former and global coverage in the latter.  Recently, 
the use of GNSS-R sensors on-board UAVs has 
been proved as a feasible [12] and valuable tool for 
many applications [13][14] including agriculture 
[15].  

On the other hand, machine learning [16] is the 
systematic study of intelligent algorithms and 
systems that improve their knowledge or 
performance by experience. In its general concept, 
machine learning process refers to the ability of 
solving a task, processing right features describing 
the domain of interest, according to a model.  

The use of machine learning is becoming 
popular for many GNSS applications, such as 
scintillation [17][18][19] and multipath detection 
[20] and it is also sustained by the increasing 
volume of available data collected at remote sites 
through low cost GNSS software receivers [21]. 

 The main elements of machine learning are: 

 domain, the problem to be solved; 

 features, the description of the objects of the 
domain; 

 task, the abstract representation of the 
problem which reflects in the mapping 
between the input and the output; 

 model, the output of the machine learning 
when the training set is fed to the algorithms. 



 

 

Machine learning offers a large number of 
algorithms, to build models from a given dataset of 
input observations, and to make predictions and 
decision expressed as output. These algorithms are 
mainly grouped under three big families:  

 supervised learning as shown in Fig. 1, 
where input data (training set) has a known 
label or result;  

 unsupervised learning as shown in Fig. 2, 
where input data is not labelled and does not 
have a known result;  

 semi-supervised learning, where input data 
is a mixture of labelled and unlabelled 
examples.  

 

 

Fig. 1 Flow diagram of the machine learning process (supervised 

learning) 

 

Fig. 2 Flow diagram of the machine learning process 

(unsupervised learning) 

 

In this paper, we are presenting the use of GNSS-
R sensors on-board UAVs as a tool for detecting 
water in agriculture fields. The objective is to 
investigate the possibility of providing reliable 
detection of water presence, derived from a low-
cost GNSS-R sensor on-board small UAVs. The 
water detection is based on an unsupervised 
machine learning technique that is capable of 
detecting water without any prior knowledge of the 
sensor used. This eliminates the need for calibrating 
the measurements and thus setting detection 
thresholds. The unlabelled nature of the involved 
datasets, leads us to consider only techniques based 
on an unsupervised learning process, since they do 

not need to have a ground truth to perform the 
classification task.  

In particular, we focused on a specific type of 
clustering algorithm, the K-means, which will be 
introduced in the section III. 

II. DATA COLLECTION AND PROCESSING 

The data utilized in this paper were collected by 
a custom made low cost GNSS-R sensor. The 
sensor was mounted onboard a small UAV and 
collected data related to water content in fields. The 
collected data was processed using GNSS signals 
processing techniques and a metric for the reflected 
power was extracted. This metric was fed into an 
unsupervised machine-learning algorithm, which 
automatically detected the presence of water (or 
absence). In this section, the experimental setup for 
data collection is detailed. Then the post-processing 
procedure is described.  

A. Experimental system setup 

The custom GNSS-R sensor described in [22] was 

originally designed to be mounted onboard a 

piloted aircraft. It was modified as described in 

[14] to be mounted onboard a small UAV. The 

modified sensor complies with the low power 

consumption and low weight constraints of a small 

UAV.  

The original sensor receives GNSS signals using 

three antennas. The first antenna receives the direct 

left hand circular polarized (RHCP) GNSS signals. 

This signal is important because it is processed to 

determine the position of the UAV. The other two 

antennas capture the back-scattered LHCP and 

right hand circular polarized (RHCP) GNSS 

signals. These reflected signals allow monitoring 

the parameters of earth surface. Fig. 3 shows the 

basic architecture of the GNSS-R sensor.  

In the modified sensor flown onboard the UAV, 

only the direct RHCP and the reflected LHCP 

signals were recorded. Fig. 4 shows the UAV with 

the sensor mounted onboard. 

 

 

Fig. 3 Basic architecture of a GNSS-reflectometer 

 



 

 

 

 

Fig. 4 UAV equipped with on-board GNSS-R sensor 

B. Post-processing methodology 

The full details of the post processing 
methodology can be found in [14]. Samples of the 
LHCP reflected signal were processed by 
evaluating the cross ambiguity function CAF over 
a reduced search space. The reflected power metric 
chosen is the peak-to-noise floor seperation 
𝛼𝑚𝑒𝑎𝑛defined as: 

𝛼𝑚𝑒𝑎𝑛 =
𝑅𝑝

𝑀𝑐
  [𝑑𝐵] 

Where Rp is the correlation peak and Mc is the 

mean value of the correlation noise. When αmeanis 
close to zero, it means that the surface did not back-
scatter LHCP power. The higher αmean, the higher 
the reflected power. 

C. The dataset 

The data used for this experiment represent 30 

minutes of reflected GNSS signals from 13 

satellites measured with a 20Hz rate. Together, 

they form approximately half a million 

observations. The data were collected during a 

flight over the Avigliana’s lake area (North-west of 

Italy). Fig. 5 reports the reflected signals of one of 

these satellites. The x-axis is the time of data 

collection from the beginning of the flight. The y-

axis is the peak-to-noise floor separation in dBs. It 

can be noticed that, for parts of the flight, the 

reflected signal power was around zero dB (800-

1100 [s]), which indicate that no significant power 

was back-scattered by the ground surface. For 

other parts of the flight, the reflected signal was 

very strong (170-220 [s]) which are typical 

reflections from water. While on other parts, the 

reflected power was in between (500-570 [s]). The 

objective of using the machine-learning algorithm 

is to find the threshold for water detection 

automatically without prior knowledge of the 

sensor used. 

III. K-MEANS UNSUPERVISED LEARNING 

The K-means algorithm [16] automatically 
identifies and forms clusters of similar data 
samples, iterating between partitioning the data 
using the nearest-centroid decision rule, and 
recalculating the centroids from a partition.  

It is called K-means because it finds K unique 
clusters, and the centre of each cluster is the mean 
of the values in that cluster. In K-means, the K 
centroids are randomly assigned to a point. Next, 
each point in the dataset is assigned to a cluster. 
This assignment is done by finding the closest 
centroid and assigning the point to a cluster. After 
this step, the centroids are all updated by taking the 
mean value of all the samples in that cluster. 

More formally, the algorithm consists in the 
iteration of these two steps: 

1. each data is assigned to its nearer centroid, 
based on the squared Eulcidean distance; if 
ci is the collection of centroids in the set Ci 
then each data point x is assigned to a cluster 
based on 

arg min
𝑐𝑖∈𝐶

𝑑𝑖𝑠𝑡(𝑐𝑖, 𝑥)2 

where dist(•) is the standard Euclidean 
distance.  

Fig. 5 peak-to-noise floor seperation for one of the satellites in the data set 



 

 

2. Let the set of data point assignment for each 
ith cluster centroid be Si. Now the centroids 
are recomputed taking the mean of all data 
points assigned to the centroid’s cluster. 

𝑐𝑖 =  
1

|𝑆𝑖|
∑ 𝑥𝑖

𝑥𝑖 ∈ 𝑆𝑖

 

 

The algorithm iterates between the two steps 
until no more data points change clusters, the sum 
of the distances is minimized, or the maximum 
number of iterations is reached. The algorithm is 
guaranteed to converge to a local optimum.  

A. Model Evaluation Metrics 

In the cluster-predict methodology, we can 
evaluate how well the model performs based on 
how the different K clusters are selected and 
assigned to our data. To this aim, we use metrics 
that are consolidated in the literature [16], as 
described in the following. 

1) Elbow method and Sum of Squared Error 
One well-known limitation of K-Means is that K 

the number of clusters has to be a priori declared. 
The value chosen for K can significantly affect the 
performance of the model. The goal is to define K 
such that the total intra-cluster variation or total 
within-cluster sum of square errors is minimized. 
One method to select the optimal K is the Elbow 
method: it is based on the computation of the Sum 
of Squared Errors (SSE) between data samples and 
their assigned clusters’ centroids and gives an 
indication of what is the right number of cluster to 
reach good performances in our specific 
classification problem.  

 

2) Silhouette Analysis 
Another metric that can provide clear indication 

about  the quality of the clustering is the Silhouette 
Analysis. This tool can be used to determine the 
degree of separation between samples in the 
clusters by determining a coefficient that can take 
values in the interval [-1, 1]: 

 If the value it is equal to 0, the sample is very 
close to the neighbouring clusters;  

 if it is 1, the sample is far away from the 
neighbouring clusters;  

 if it is -1, the sample is assigned to the wrong 
clusters.  

In order to have a good clustering, this 
coefficients should be as larger as possible and 
close to 1 for all the samples belonging to a cluster. 

IV. VI. RESULTS 

In this section, the water detection experiment 

based on GNSS-R and unsupervised machine 

learning technique is described. A quantitative and 

qualitative analysis of the results is provided, 

comparing the performances of the proposed 

approach with the traditional one based on the 

manual threshold setting. 

A. Experimental Results  

In order to assess the K-means performance 
different types of analysis have been performed.   

In this paper, in order to demonstrate the validity 
of the proposed method only the results for the 
analysis of a single-satellite (PRN1), are presented 
and assessed..  

1) Clustering Performance Evaluation  
For GPS PRN1, Fig. 6 shows the results of the 
Elbow computation. It can be noticed that the SSE 
value does not decrease significantly when the 
number of cluster is above 3. This means that K=3 
is the optimal number of clusters to classify data in 
water, not-water and weak-reflection clusters. 
Increasing the value to K=4 or K=5 will not 
significantly improve the performance but it would 
help to identify different degrees of humidity in the 
soil, which is outside the scope of this paper. Fig. 7 
shows the result of the silhouette analysis for PRN1. 
It can be seen that the data samples 𝛼𝑚𝑒𝑎𝑛have been 
split over K=3 identified clusters and the silhouette 
coefficient is, for the majority of the samples, 
higher than 0.8, that is an evidence of good 
clustering. In fact, it means that the samples are 
much closer, on average, to the other members of 
their cluster than to the members of neighbouring 
clusters. 

 

Fig. 6 Elbow method to determine the optimal K of K-means 



 

 

 
Fig. 7 Silhouette values for clustering of Reflective Powers for 

PRN1 

2) Water Detection Analysis 
Fig. 8 reports the time series of 𝛼𝑚𝑒𝑎𝑛 (in blue) 

for the satellite with PRN1 and the class assigned 
by the K-means algorithm to each 𝛼𝑚𝑒𝑎𝑛 value (in 
red). On the right axis, the cluster assigned for each 
of these points is shown, depicting  (green lines) the 
threshold values separating the three clusters at 
1.533 and 6.27 dB as decided by the machine-
learning algorithm. In particular, the latter value 
corresponds to the value for detecting water 
presence, which is close to the 6dB value used by 
the author in [14], decided by the machine learning 
algorithm without any calibration or prior 
knowledge about the sensor. The same result can be 
visually appreciated in and Fig. 10 where the 
empirical classification and the ML classifications 
are respectively shown. Different colours are 
associated to different classes of reflected power 
(and thus different surfaces types). As it can be 
noticed in Fig. 9 and Fig. 10, the yellow segments 
in the middle of the figure identify the presence of 
two big surfaces of water which are accurately 
detected by the ML automatic detection. It can be 
noticed the capability of the proposed approach to 
identify the presence of the two lakes together with 
the small portion of land separating them. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 Earth surface water detection using the empirical threshold 

 

 

Fig. 10 Earth surface water detection by the ML approach 

 

V. CONCLUSIONS 

In this paper we presented a method based on a 
machine learning clustering algorithm for the 
automatic detection of water presence in GNSS-R 
data. We showed how the unsupervised algorithm 
is able to clusterize the data of the surface reflected 
power, without the a priori knowledge of the 
threshold.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Quantitative comparison between traditional thresholding and machine learning classification 
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