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Abstract—Smart Systems represent a broad class of intelligent,

miniaturized devices incorporating functionality like sensing,
actuation, and control. In order to support these functions they
must include sophisticated and heterogeneous componentjch
as sensors and actuators, multiple power sources and storag
devices, digital signal processing, and wireless connedtiy.

consumption, thermal behavior, or reliability. The chage is
therefore that of monitoring the evolution over time of athe
extra-functionalproperties, of which power, temperature, and
reliability are three relevant examples [33].

Modeling and monitoring of these properties in the various

The high degree of heterogeneity typical of smart systems a domains in isolation is not a new problem. Power and thermal
a heavy impact on their design: the challenges are not in fact analysis, for instance, has been studied since a couple of
restricted to their functionality, but are also related to a number decades in digital and analog systems. How to manage the

of extra-functional properties, including power consumpfon, mplex_interaction f th ] i in heter n
temperature and aging. Current simulation- or model-based compie eractions 0 €se properties eterogeneous

design approaches do not target a smart system as a whole,Smart systems, however, is still an open problem. Moreover,

but rather single domains (digital, analog, power devicesetc.)
or properties. This paper tries to overcome this limitation by
proposing a framework for the concurrent simulation of both
functionality and such extra-functional properties. The latter are
modeled as different information flows, managed by dedicaté
“virtual buses” and formalized through the adoption of IP-
XACT. SystemC, through the support of physical and continuais
time modeling provided by its Analog and Mixed Signal (AMS)
extension, is used to implement both functional and extra-
functional models.

Experimental results show the efficiency, accuracy and modar-
ity of the proposed approach on an example case study, in whic
substantial speedups with respect to standard model-baseatesign
tools go along with a very high degree of accuracy< 10~°%).
Furthermore, the case study highlights that the proposed fame-
work allows to easily capture at run time the mutual impact of
properties, e.g., in case of power and temperature.

Index Terms—SystemC, System on chip, Simulation, Modeling,
Power modeling and estimation, Extra-functional simulaton.

|. INTRODUCTION

these quantities are inter-dependent in complex ways. Powe
consumption affects thermal and aging patterns, while &amp
ature affects power consumption (in particular, static @oim
digital logic) and it is an essential parameter in any rélitgb

or aging model. On top of everything, the functional operati

of the system¢.g, the duty cycle) affects all other properties.
Accurately tracking the mutual influence among extra-
functional properties must be doé runtime unfortunately,

no current design methodology can simultaneously master
all extra-functional aspects of a smart system. State of the
art approaches either simulate specific properties indepen
dently with ad hoc simulators [9], adopt time-consuming co-
simulation approaches [6], [33], or support only subsethef
typical smart systems domains [13], [16]. These approaches
are generally not very friendly for “functional” designersed

to specify systems using HDLs like SystemC or SystemVer-
ilog and that have little familiarity with the various exira
functional properties. Furthermore, the setup of co-satioih
environments requires expertise and deep knowledge diall t

Smart electronic systems include heterogeneous commondpyelved tools. _ _ _
such as digital, analog/RF devices, sensors/actuatos, g€ goal of this work is to fill such a gap by reducing
energy generation/storage devices; even the very simnlatPOth functionality and extra-functional properties a sin-

of their functionalityrepresents already a significant challeng

since these diverse components imply different time scaiels
accuracies, and interactions among very different donf2ipns

gle modeling and simulation framework The proposed

approach envisions anulti-layer, bus-centric framework.
Multi-layer because it is structured hierarchically, with each

[4]. However, the assessment of functionality is not theyonPTOPerty corresponding to a simulation layer, and each com-
dimension to be considered at validation time. Since theB@Nent implemented as a set of property-specific models.
systems combine heterogeneous domains, other metrics nftig-centricin that each property is simulated by adopting a

be considered to ensure their correct operations, suchvesrp

oSpecific “virtual bus”, which conveys and elaborates prgper

specific information, used to derive property-specific istat
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common structure, easing synchronization and information

exchange. These two features, coupled with the adoption of a
conventional HDL as specification language and simulation

backbone, ease the adoption of the proposed approach by
functional designers, by providing them with an enhanced

support to the traditional functional design flow. The résgl



framework is composed of a number of property-specifio prove temporal properties of the implemented system. To
models per component, managed by property-specific busehieve this result, functionality modeling relies on Méir
and bus managers, in charge of aggregating information gid], that provides a range of Models of Computation (MoCs),
of applying control policies. differing in how time and data are managed. Communication
The following are the specific contributions of this work: between different MoCs relies on adapters, which introduce
e Construction of anovel multi-layer simulation infras- @ Significant communication overhead, and on synchronous

tructure that allows one to model a range of functional anBVents, thus not allowing asynchronous interactions. kg

extra-functional properties simultaneously a@nda single MOCs are designed for describing HW-SW systems; thus,

simulator instance they fail at supporting extra-functional propertiesg, in

case of electrical network models or of power components

(e.g., batteries). Finally, the adoption of custom langsaand

) . o formalisms restricts the reuse of existing IPs, and it nexgui

¢ Adoption of standard functional description languages 4 deep knowledge of the semantics of the various MoCs.
namely, SystemC [18], [19] and IP-XACT [20], to easerhe heterogeneous rich compondghtRC) approach proposes
formalization and automation of the proposed frameworlg; separately simulate different system properties by tgp

e Formalization ofproperty-specific features in terms of native tools [9], [22]. Mutual influence of properties is the

e Adoption ofbuses as central componentfr reproducing
property-specific information flows;

signals, semantics and information flows; modeled by using traces produced by one simulation as input

Such an approach does not envision a common simulation
Sramework or a standard interaction between properties. Fu

o . thermore, the result is a sequential adoption of tools, ikhat
The application of our approach to an |ndustry-strengthrsm%xtremely limited in its ability to capture the runtime dynias

system case-study demonstrates its effectiveness wWiteees of the system and the mutual influence of properties [33].

to model-based design tools in modeling the various prop&fhis work builds upon the methodology presented in [43],
ties, both in terms of accuracy (average errors on the ordgiere the power bus is used both as a voltage reference and
of 107%%) and of simulation time (speedups of at least ong reproduce energy flows. However, [43] restricts modeling
order of magnitude). _ _ to the power domain. In this work we extend the basic bus-
The paper is organized as follows. Section Il reviews stéte- centric idea by formalizing the guidelines for modeling and
the-art solutions targeting the design of smart systen®i®e concurrently simulating generic extra-functional praijes:

[l outlines the proposed approach. Sections IV-VI detad t

languages adopted for framework implementation, and th¢ A | AvERED VISION FORSMART SYSTEM SIMULATION

code generation flow. Finally, Section VIl applies the oller
approach to the industrial smart system case-study.

e Automation of code generation to enhance and ease th
adoption of the proposed approach.

aTwo are the distinctive features of the proposed methogolog

Layered approach: The reconciliation of both functional and

1. RELATED WORK extra-functional aspects ta single simulation infrastructure
Various solutions have been proposed to address the sionulafNd 1anguages achieved by structuring the simulated system
challenges posed by smart systems heterogeneity according to different views, calleldyers each one relative
Co-simulatioradopts dedicated simulators and custom modéf} "€ Specific property (Figure 1). This approach allows-han
for each heterogeneous aspect of the system [2], [4]. TH4NY information related to each property independerly.
results in a high complexity and in a significant overhead dfs® Same time, the proposed approach allows to simultahyeous
to the management of different simulataesy, to synchronize Simulate multiple layersn a single simulator instance.e., a
simulation time and event queues. To overcome these limif&in9!€ run. This allows reproducing the mutual interaction
tions, many frameworks have been proposed to standardfgBON9 layers while keeping the overhead low thanks to this

the integration of tools [6], [33], through either unified isp Unified approach. , ,
[6] or libraries [33]. Even if this simplifies the construnti Such a layered paradigm is coupled to the selection of a eniqu

of the co-simulation environment, the designer is requtred functional language for all Iayers_; this eagies the aduptt_ib _
have a detailed knowledge not only of the modeled domaiie propo_sed frameyyork by functional d.e.5|.gners because (_')
and tools, but also of the underlying integration frameworIIOWS using a familiar language, and (ii) it does not reguir
Furthermore, the adoption of a centralized solver impose*4€€P knowledge about the physics behind the properties, or
unique time management approach, thus constraining beth gbout the property-specific tools and languages.
synchronization points and the semantics of the involvetsto Bus-centric modular architecture: Each layer is constrained
Equation-based approachesuch as Modelica [13], are effec-to a single underlying “architecture”, whose central elate
tive for the physical part, but they are not suitable for mimgde is the layer-specific bus Similarly to what happens with
the “cyber” part €.g, the software executed by a core) anfunctional simulation, each bus carries information beme
the mutual influence of cyber and physical aspects. componentsiftra-layer communication

Platform-based design approaches.g, Metronomy [16], Animportant reason for adopting a bus-centric architectar
focus on the interaction of controllers with the environmerll layers is to enforce the legacy with the architectureduse



A. Application to Extra-Functional Properties
ppicatl . ’ .
Reliability Each layer is characterized by four main characteristios, c
Reliability BUS <___,@ layer responding to columns of Table I:
M e . -
i Layer-Specific Signals:These are the main property-specific

A A A e e signals that are tracked by the simulation engine in eac#rlay

(Figure 1). Power behavior is determined by simulatingagt

ITemperat“re and current signals; temperature is the defining charatiteri
ayer

Temperature BUS i<-—: of the temperature layer, while the reliability layer tradke

| — = failure rate of system components.
IZ“Z”Z . : Inter-Layer Signals: These signals are used to exchange
ilcalc2 ... cn i information between layers. Since all layers are simulated
- | | | Power single simulation run, each layer will react to changes os¢h
; P°“‘2’:;aBL§+ =i {  layer inter-layer signals instantaneously. This solution pdesi a
’ g | clear advantage with respect to the HRC approach, where
K i properties are simulated sequentially and the mutual infee

between properties is modeled through explicit traces [9].

- E F t. I
] unctiona . . .
@; Figure 1 exposes these inter-relations among layers: tivempo
'

Functional B layer N n : :
u"fwt'ona US+ et layer requires “workload” information from the functional
anager Layer-

_____ N specific layer (.9, duty cycle, switching activity); the temperature
data layer requires both workload and power information, while
Layer-specific signals Layer-specific data flow at the same time temperature information is fed back to the
Inter-layer signals [ nter-layer time converters power layer to estimate static power. Finally, the reliapil

layer is affected by information produced by all other layer

Figure 1. Layered Framework for Extra-Functional Prop&imulation.
g Y Pt Role of Bus and Manager: The role of the bus and of

the manager determines th@mulation semanticof each
by functional simulation (thé=unctional Layerin Figure 1), layer. For instance, in the temperature layer, the senmmntic
for which (i) the bus-based structure reflects the logicgher corresponds to a circuit-level simulation equivalent oé th
nization among the blocks by mimicking the actual physic#ihermal network [36], while at reliability layer the semiastis
interconnection, and (ii) whose simulation results aredusg an aggregation function to determine overall failure racerf
all other layers to evaluate other properties, as shownen tiocal values [23]. The role of the manager is related to (1)
figure. As any bus-based structure, the proposed bus-cenpdssible “protocols” governing the interconnection amémeg
architecture is highly scalable, as adding a componentyat &gpmponents (as in functional simulation, where the bus is a
layer simply requires sticking to the required interface. physical componentimplementing specified rutesg, arbitra-

It is worth emphasizing that the layer-specific buses do ntgn)’gizgéﬁ%poasilglﬁ p:rzlghisbtgs;g%\;e;rgmg Sc)ésrfgirgﬁ]‘?
necessary reflect the actual physical buses; they actualty ¢ 9, 9 P '

the information flow relative to the given property, that id-ayer-Specific Data/Information: These data refer to addi-
not per se determined by the topology and the physid#nal information essential for the simulation but nototwed
connections. with the simulation semantics. As an example, when sim-

ulating temperature we need to know both the floorplan of

Eigure 1 abstractly represents the system as the. ?ntercon fie components (to determine heat exchange) and the three-
tion of component$C,, ..., C,) through layer-specific buses'dimensional geometrical structure of the system.
Each component is associated with a model in each layer,

representing the property-specific evolution of the congmbn . . .
P 9 Property-sp B. Handling Different Time Scales

Ea(_:h bus is mteg_rated by a Iaye_r-_specmus manager as a matter of fact, each layer evolves according to its own
which aggregates information specific to each compone.mne constant’, representing a realistic rate of updatehef

Fo determine information flow and overall prope,rty'SpeCi,ﬁEorresponding property. We call this quantity theoperty-
information. Thus‘,‘ the bu_s S'l,JppOI’tS not only the m,formm'ospecific time scaleFor instance, while functional simulation
flow but also its “arbitration” and managememtg. in the

o L could be accurate to the clock cycle or to a transaction (for
form of property-specific control policies. Transaction-Level Modeling), temperature updates adegrd
Depending on the actual extra-functional properties nextielto time scales in the order the tens of milliseconds. Sinmgat
and simulated, layers exchange information representtieig t each property with the most appropriate time scale is not
mutual influence. This work focuses on three major extrdone just to track as much realistically as possible the true
functional propertiespower, temperature, and reliability, nature of that property, but also to avoid excessively firsrg
which are traditionally considered as the most relevansoneomputations and to speed up simulation. Generally spgakin
for electronic systems [33]. It is obviously possible toemd the scale of simulation tends to increase from the functiona
the framework to support any desired property. level upwards.



LAYER-SPECIFICMAPPING OFCONCEPTS ONTOEXTRA-FUNCTIONAL PROPERTIES

Table |

2o

Property Layer-Specific Inter-Layer Role of Bus & Manager Layer-Specific
Signals Signals Data/Information
POWER \oltage (V) Workload The bus models the energy paths among |[tl&wvironmental data that determi
Current (1) (functional layer)| components (guaranteeing energy conservatjoifije behavior of power component
Temperature and it provides a reference voltage. The mandgerg, irradiance or vibration. Thesge
(temperature monitors the energy flow and it is augmentedata are provided either as parame-
layer) with policies €.g, use the battery or a powerters or as traces.
sources to provide energy to the loads).
TEMPERATURE| Temperature | Power The bus is in charge of conveying all technofl) Geometrical data i.e., floor-
(T) (power layer) logical and power information to the bus manplan; width, height and thickness o¢f
Workload ager. The manager determines the temperatiweach component [32]. (Zechnology
(functional layer)| of each component by solving the electrigafiata physical properties like thermal
circuit equivalent of the overall system thermatonductivity and thermal capacitan¢e
network. per volume [31].
RELIABILITY | Failure Temperature The bus conveys the failure rates relative |t(l) Technology datamaterial-related|
rate (\) (temperature individual components to the reliability bus mahguantities [21]. (2)Topology infor-
layer) ager. The manager determines overall sysfemation parallel connection=- all
Power failure rate as a function of the local componentsomponents must fail before the sys-
(power layer) failure rates. tem fails; series connection=- first
Workload failing component will cause the en-
(functional layer) tire system to fail [23].

Figure 1 shows that each layer receives information from

other layers after a conversion into the appropriate tinadesc

Table Il
INTERFACEDEFINITION FOREXTRA-FUNCTIONAL LAYERS.

applied throughtime converters When converting signals

towards finer-grain time scale.g, in case of the link between

Property

Component
Interface

Design Connections
and Description

the temperature and the power layer), converters are simy
time “extenders”; the finer-grain time scale is obtained b
repeating a given value multiple times. Conversely, whe
converting signal upwards towards coarser-grain timeescal
the converters must aggregate the fine-grain information,
make it available at the coarser-grain time scale. In case
guantitative information(e.g, values of power consumption

I

Y Power
y
n

[
of

WL
-->

v ]

Components are connected
the power bus, and speci
components (calledconvert-
ers) may be needed to mai
tain compatibility of voltage
levels. The IP-XACT desigr
description reflects this topo

ogy.

or of temperature), this is performed by implement a movin
average of the downstream time scale. For instance, for-sim
lating the power layer in a system including a battery (whsch
not sensitive to ns-scale variations), cycle-accurategdérom
functional simulation can be averaged over 1,000 cycles. C
the other hand, the functional layer typically generajeali-

TEMPERATURE

¢

c

n

Pl Tt

All components are connectg
to the temperature bus, as d
scribed by the IP-XACT de
sign description. This does n
reflect the physical contigu
ity between components.€.,

the floorplan), that is provide
through a specific configurg
tion file.

tative information such as device state or fetched instructio
that can not be averaged. In this case, the converters aggreg
the qualitative information, e.g., by deriving statistitike
the percentage of occurrence of each device state or fetch
instruction. This information is then passed to the coagsain
layer, to influence the corresponding evolution.

IV. M ODELING OF LAYER-SPECIFICINTERFACES

RELIABILITY

ed

Table 1l summarizes the component interfaces in the various

layers. ColumnComponent Interfaceepicts the generic in-

WL
-->

A

-->

N

tion connects each compone
to the reliability bus. A config
uration file describes the rela
tionship between component
whether they are in parallg
(all must fail for the system tg
fail) or else in series (failure 0
anyone causes overall syste

The IP-XACT design descrip}

to

14

f
m

failure) [23].

terface of the components at each layer, in terms of intemponents generating power receive the power demand of the
layer signals (dashed arrows) and layer-specific portdd(sotemainder of the system, and thus their (V,I) signals haee th
arrows). While the former are always inputs to a componeopposite direction. Temperature, as will be detailed intiSac
(which “uses” that information), the direction of layeregjific V-B, is computed in a centralized fashion by solving an
port depends on the specific property. For the power layequivalent electrical network inside the temperature these-
Table Il shows the most generic interface in which voltage afiore components send their power consumption to the bus,
current are bidirectional ports; this would be the case, efg and receive back the computed temperature value. Retigbili
an energy storage devices in which power can be both stormthversely, is estimated by each component autonomously,
and extracted. In general, components that consume powed is then aggregated in a cumulative system status by the
use the signals to “declare” their power demand. Thus, theiability bus. Finally, the last column of Table Il dedues

(V1) signals are outputs to the component. On the other harsystem connections and necessary auxiliary data.



. <component>
<vendor>user</vendor>

1 . <design> CORE
2 <vendor>user</vendor> PT
3 <library>multilayer</library> V¢ l' <library>multilayer</library>

4.  <name>core</hame> <name>temperature_connections</name>
5

6.

7

8.

1
CORE 2
3
4
<version>1.0</version> 5.  <version>1.0</version>
6.
7
8
9

P T
TEMPERATURE

<layer>power</layer> <layer>temperature</layer>

<ports> <componentlnstance> BUS
<port> <instanceName> core </instanceName>
9. <name>V</name> <componentRef vendor =“multilayer” library="modules”
10. <direction> out </direction> name="core” versione=“1.0"/>
11. <value unit="“volt” prefix="">1.0</value> 10. </componentinstance>
12. </port> 11. <componentinstance>
13. <port> 12. <instanceName>temperature_bus</instanceName>
14. <name>l</name> 13. <componentRef vendor =“multilayer” library="buses”
15. <direction> out </direction> name="“temperature_bus” version="1.0"/>
16. <value unit="ampere” prefix= “milli”>0.1</value> 14. </componentinstance>
17. </port> 15. <adHocConnection>
18. </ports> 16. <name>Pcore</name>
19. <powerExtension> 17. <portReference component="“core" port="P”/>

18. <portReference component =“temperature_bus" port =“P”/>
19. </adHocConnection>
20. <adHocConnection>

20. <componentRole>load</componentRole>
21. </powerExtension>
22. </component>

21. <name>Tcore</name>
Figure 2. Example of IP-XACTcomponent descriptiofor the power layer | 22.  <portReference component="core" port="T"/>
of the example system. 23. <portReference component =“temperature_bus" port =“T"/>

24. </adHocConnection>

25. </design>
A. Basic Technology: IP-XACT
In order to ease formalization and automation of the progpos&gure 3. Example of IP-XACTesign descriptiorfor the temperature layer
framework and to make its applicability as much genergj the example system and connection to the temperature bus.
as possible, interfaces are described using IP-XACT [2
an XML format for describing interfaces of digital IPs an
systems. IP-XACT was chosen because it is the de-facto st tined f | d mixed-sianal deling in 11, Port
dard for functional interface specification and it also jdes efined for analog and mixed-signal modeling in [1]. Ports

mechanisms for its extension, thus allowing to add the supp{")":a ?ssocu_atte? with a defaultvvilue, X‘at IS annogated \Iveft_h t
for extra-functional domains. IP-XACT relies on an explicirea ve unit of measuree(g, Volt or Ampere) and a prefix

bus-based architectural template, thus reflecting thecbugric (e.g, kilo and millj. Lines 7-18 exemplify this for th# and
structure of the layers in our approach. | ports of the core. . - .
IP-XACT supports three main description schemascan- Power layer descriptions requwe.ad.dltlonal tags to specif
ponent descriptioressentially contains the interface of an IF;,he role of each component. This is modgled through_the
provided as a list of ports. Alesign descriptiorrepresents <power Ext ensi on> tag (lines 17-13) which embeq§ n
the instances of components in a system and the interconnt(L."Er-]_theq:om)onent Rol e> tag. E.g, the core exer_nphﬁed
tion between them. Alesign configuration descriptiostores in Figure 2 is a component thabnsumespower, which we

additional configuration information that can be used agrlat®@" generically call doad. .
design stage.g, by tool-chains. Furthermore, some components might need to have control

ports (e.g., a “standby” port for power management) and/or
) ) . status ports€.g, to track the state of charge of an energy
B. Modeling Extra-Functional Interfaces with IP-XACT storage devices). These ports are listed together withage
IP-XACT descriptions are used to model property-specifgpecific signals, but they are not listed in Table Il, sincgyth
component interfaces, intra-layer connection of comptsjenare not featured by all types of power components.

and layer-specific data. The rest of this section describes Component descriptions relative to other layers have the
technical details and the required extensions to the stdndaidentical structure of the example of Figure 2, only with tpor

1) IP-XACT Component Description€ach system compo- names and the relative units differing. Two tag; are however
nent is provided with one IP-XACT component description peiP€Cific to the power layer: thepower Ext ensi on> one
layer, describing the layer-specific interface. Figure aveh (ONly power components have multiple “roles”), and the sta-
an excerpt of IP-XACT component description at the powéVS/CoerI signals.

layer for the core used as our example of a “system”. 2) IP-XACT Design DescriptionsThe overall system consist
Component descriptions use the same identification tegys (of one IP-XACT design description per layer, defining the
component name, library, version and vendor, lines 2-5). [2@onnections between the layer-specific ports of components
An additional custom tag<{ ayer >, Line 6) specifies the Figure 3 shows an example for the temperature layer. Similar
specific property. After this sort of header, the componeabnsiderations apply to the other layers.

description lists the layer-specific ports of the compor{dre The connections modeled in the IP-XACT design descriptions
solid arrows in the blocks of Table I1). reflect the content of the last column of Table Il. In the power
Theseextra-functional portscannot be cast to integers or bitlayer, components are not directly connected to the powgr bu
vectors, as they represent quantities that model a contfiu@s converters may be necessary for voltage compatibilitg. T

0], . . .
(]{Jhysmal evolution. Thus, they integrate standard IP-XACT
s (e.g., for port name and direction) with the extension



design description is thus adherent to the physical cororect
Conversely, temperature and reliability layers are jusicep-
tual and not linked to the physical structure of the systam.

Table Il
MODEL TYPES AND SEMANTICS.

. " . Propert Model Types Semantics
such IP-XACT design descriptions, components are directly Pery . yPes
. . . POWER Functional models analytical com-| TDF (for func-
connected to the property-specific bus as in Figure 3. pact models .g, a function [28], or| tional models)
Design descriptions are very similar for any layer; theelatt a power-state machine [10fircuit- | / ELN (for cir-
is identified by<| ayer > tag (lines 2—6). Each description is f&’fs' ’[g‘;?e'seq“"’a'e”t electrical ciry cuit models).
nOthIr_]g but an instantiation of the various compone_nts_ugm TEMPERATURE| Models use aRC-circuit equiva-| ELN for the
a series okconponent | nst ance> tags, each pointing to lent [36]. Temperature is estimatddRC circuit

the corresponding IP-XACT component description. Lines 7—

14 of Figure 3 show the tags necessary to instantiate the ¢

pre

through a centralized model implg
mented in the bus manager. Comg

2-models (bus),
ofDF for

; ) nents simply forward power informd-component
and the temperature bus in our working example. tion to the bus. models.
The various instances are then bound to ports with thereLiasiLITY | An expression ofailure ratein terms| TDF.

of stress paramters and of materi

al-

<adHocConnect i on> tag, by referencing ports through
their name and the name of the parent component instan
In the example lines 15-24 represent the binding between the ) _

ports of the core and of the temperature bus: the power pdffgulate the behavior of a component through an equivalent
(lines 15-19) and the temperature ports (lines 20-24). electrical c_lrcwt. In literature, ava_nety of circuit mels exists

3) IP-XACT Design Configuration Descriptions: IP- for the various elements, g, batteries [27], converters [8] and

. . . e power sources [3].
XACT design configuration _descriptions are used t9pe ;5 manager in this layer implements control policies th
model layer-specific data. The

IP-XACT  configuration, o nitor the power production/demand of components, enable

descr?pt?on e>_<p|icit|y refergnces the corre;ppnding glesi power source and/or energy storage devices, and control the
description with the<desi gnRef > tag (similar to the power state of the loads [43].

<conponent Ref > tag in Figure 3). The layer-specific data,

e.g, material characteristics, are then encapsulated by e Temperature Layer
<conf i gur abl eEl enent Val ue> tags and organized as
XML sub-trees.

- specific parameters [34].

Thermal simulators are typically based B circuitssolvers

[7], [36]. An equivalent RC circuit represents the heat flows
across the system.€. both heat propagation across all the
multiple package layers and heat flow across adjacent compo-
Different extra-functional properties determine diffierenod- nents). The temperature of each componentis affected ot on
els for the components and different policies to be impléy its working conditions (through its power consumptionjla
mented by the property-specific buses. This section previdey the technologyi(e., material coefficients [31]), but also by
an overview of state-of-the-art models (see ColuMadel the spatial arrangement of the components (that can beederiv
Typesof Table I11), since understanding their typical charactewith high-level floor-planning tools [32]). For this reason
istics is essential to determine the actual implementaifdhe temperature does not fit as nicely as power and reliability in
overall framework. However, note that the focus of this worthe bus-based approach: we can not build separate temeratu
is on the feasibility of the proposed framework. Componentsodels for all components and simply combine their output
may be implemented with the designer’s favorite models; tta the bus level, as done for other properties. However, it is
only restriction imposed are the property-specific integf& possible to accommodate temperature into the conceptsal bu
detailed in section IV. based template by moving the RC solver computation inside
It is worth emphasizing the we do not propose new powehe bus manager. This explains the direction of ports inéabl
temperature, or reliability models, but rather how to regilen [lI: the temperature model of each component simply forwards
existing state-of-the-art models in the layered, busftentthe necessary power demand values to the temperature bus
framework of Figure 1. Therefore, the effort in building buc (output portP), and it receives in input the temperature values,
models and collecting necessary technology informatidghés as computed by the centralized RC circuit (input poyt

same that is required for their use in any simulation franréwo
alternative to the proposed one.

V. MODELING OF EXTRA-FUNCTIONAL BEHAVIOR

C. Reliability Layer

As already discussed, in this work we use a “compact”
A. Power Layer measure of reliability (which is a quite general term) aradkr
Power models in this context can be classified iiutactional thefailure rate of a system, usually denoted wity defined as
and circuit-level models. Functional models implement thehe frequency with which a component (or the whole system)
behavior of the component by means of a functierg( an fails, expressed in failures per unit of time.
equation, an algorithm, or even a simple waveform over timé)lany approaches have been proposed in the literature to
Examples of functional models are, for instance, powekestastimate the failure rate (or related quantities such as the
machines to model power consumption of power-manageabiean time to failure — MTTF) of a system [22], [34]. Most
loads [10], or analytical equations to model the dischargeodels have an analytical structure,, the failure rate of the
time of a battery [28]. Conversely, circuit-equivalent resd component is expressed as a function of (i) physical stress



aspectsi(e., activity) and (ii) of material-specific coefficients
(available in the literature [21]). [22], [34] showed thetiabil-

ity models can be adopted to estimate instantaneous vajues f
the failure rate, depending on the runtime system configurat
and on the evolution of other extra-functional propertigss
allows to compare the failure rate under stress conditidtis w o  P——————

respect to idle times, and to determine the impact of a number| o sca_tdf::sca_de::sca_out<double > P;

SC_MODULE (example_component){
public:
// functional interface (omitted) @

sc_in< bool > clk, reset_in;

NoukwNE

// power interface
sca_tdf::sca_de::sca_out<double>V, I;

of factors, including operating voltage, temperature kpge 10.  sca_tdfiisca_de:sca_in<double>T;
configuration and functional duty cycle. These analyseshean 11.  //reliability interface
used for an effective reliability-aware design space exgtion, 12 sca_tdf:sca_de::sca_out<double > lambda;
even at early stages of the design flow. 13. private:

; B fahili PR 14, // inter-layer signals
D|ﬁgrent modgls t-arget different r(.allab|llf[3-/ mechamsmls 15 a tdfsca signal<int > STATUS_P, STATUS_R: @
cluding negative bias temperature instability (NBTI) amdet

. . 16. sca_tdf::sca_signal < double > VOLT_T, CURR_T, TEMP_P,

dependent dielectric breakdown (TDDB). Each component has VOLT R, CURR_R, TEMP_R:

a failure rate model for each reliability mechanism of ietsy a | rodel
. . . 17. unctional_model *fm;
which are then summed to determine overall failure rate of | 15 ;ower model *om; @
the component [34]. 19.  temperature_model *tm;

. 20. reliab_model *rm;
The overall system failure rate (or MTTF) depends on the
actual relation among the components. This information is | 21. public:

. L . 22. example_component(sc_core::sc_module_name name
typically modeled by Reliability Block Diagrams (RBDs), a | 2s. fng=_newRmctiorgacmode“"?m"); - i
graphical representation of how the components of the syste | 24 pm = new power_model("pm");

L . . . 25. tm = new temperature_model("tm");
are reliability-wise connected, which may differ from how | 26. rm = new reliability_model("rm");
the qomponentg are physically co_nm_ac_ted. The reliability b - J/ binding to interface ports ®
receives the failure rates of the individual components and | 2s. fm->clk(clk); fm->reset_in(reset_in); ..\
; fahili ; : - 29. pm->V(V); pm->I(1);
determines overall sy_stem reliability using the mformaton. . %o. tm>P(P); tmesT(T):
system topology provided as an RBD, plus the power, activity | 31. pm->lambda(lambda);
and temperature information from the downstream layers. 1. L e E——
33. fm->status_p(status_p); fm->status_r(status_r); @
VI. | MPLEMENTATION OF EXTRA-FUNCTIONAL MODELS 34. pm->status_p(status_p); rm->status_r(status_r);
The reference language adopted for model implementation is| 35. pm->volt_t(volt_t); pm->curr_t(curr_t);
. . 36. tm->volt_t(volt_t); tm->curr_t(curr_t);
SystemC-AMS, an extension of SystemC for modeling and | 37
simulation of analog/mixed-signal functional subsyst¢h®s. 38}
A. Basic Technology: SystemC-AMS Figure 4. SystemC code generated for a component implengeati extra-

_ . . . functional layers, and including the instantiation of theoperty-specific
SystemC-AMS provides three different MoCs: (I)med SystemC-AMS modules.

Data-Flow (TDF), which models discrete time, statically
scheduled processes, (R)near Signal Flow(LSF), which B. SystemC-AMS code organization
supports continuous-time, non-conservative behavio,(3)

Electrical Linear Network(ELN), which models electrical The flexibility of SystemC-AMS allows one to encapsulate all

) 2 ) ...~ property-specific models of a component in a single SystemC-
networks through the instantiation of predefined IOrImEtlVeAMS module: the interface collects all the property-specifi

such as resistors or capacitors. interfaces of the component, while the body includes the im-
SystemC-AMS is the reference language for the propose P ' y

framework for a number of reasons. The presenceaitiple plementation of the property-specific models. This is eeali

. : . . . declaring each module as a Systel®8C_MODULE, with-
MoCsallows covering a wide range of domains using a sing . e .
: . out resorting to a specific SystemC-AMS MoC. This leaves
language. Thus, models can be implemented with the mos

suitable MoC (as shown in ColumBemanticsof Table Il1). maximum flexibility in the choice of the suitable MoC for the

SystemC-AMS natively provides converters between Mo(j:@gslte;nu?tr:atéo&’og]:i dCZIFI)(;l\j\:ilrr:gtglggrzrr];tgrg%irrtéeri mer
and a common simulation kernel; it is therefore possible Y P

simulate different MoCs simultaneously still guaranteeing \gure 4 shqws an example of a ‘?°mp°T‘e”t implementation,
- - : .mat is used in the remainder of this section as a reference.
correctness and hiding synchronization details, and to si

ulate models with different levels of accuracy in a singlé) Interface constructionThe interface of each component is
simulation run. SystemC-AMS is alsmodular, in that it built by collecting all the functional and extra-functidmerts
separates the definition of interface and implementatidvs T from its IP-XACT component descriptions (block®) and
allows to compare different models, even implemented @). The interface, all system connections and the simulation
different MoCs, and to decouple the MoC adopted for intexrfadackbone are implemented by adopting Tz~ MoC. Indeed,

and implementation. Finally, SystemC-AMS is standard the execution semantics of TDF accelerates simulation by
language, thus easily extensible and free from compatibilidefining a static schedule, and thus enforces an efficient
and reuse issues, typical of proprietary tools. interaction between components. This is realized by diegjar
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temperature_model.h

SCA_TDF_MODULE (temperature_model){
public:

// temperature interface
sca_tdf::sca_de::sca_out< double > P; @

sca_tdf::sca_de::sca_in< double > T;

// ports for inter-layer communication @
sca_tdf::sca_de::sca_in<double > volt_t, curr_t;
sca_tdf::sca_de::sca_out<double > temp_p, temp_r;

temperature_model(sc_core::sc_module_name name_){}

. private:

void set_attributes();

void processing();

double accumulate, temperature;
int counter;

set _attributes() primitive of TDF is then used to as-
sociate a suitable timestep to the output ports (bl@pk This
allows associating each layer-specific module to a timestep
that is appropriate for the layer (line 20).

Circuit-equivalent modelaire implemented as standard Sys-
temC modules$C_MODULE) encapsulating the instantiation
of ELN primitives, used to map the circuit elements. Native
ELN-to-TDF converters are used to convert signals between
the ELN MoC and the TDF interface.

Functional behavioris handled as in traditional functional
simulation. Functionality fits nicely to the TDF MoC, where

16.  double estimat double, double); : _
15, doubleestmate_power(double, double) the timescale corresponds to the length of the clock period.

However, this is convenient only in case of components
defined from scratch. Things change whenever the functional
implementation is already available in any HDL. Adapting
a HDL functional description to TDF would indeed require
a massive modification of the starting model and in the
scheduling strategy, as it would be necessary to build & stat
scheduling version of the component functionality [42]. To
avoid this effort, the functional model is implemented as a
standard SystemC module, obtained through automatic code
generation and implemented at the desired abstraction leve
(i.e, RTL or TLM) [5], [12], [15]. To allow seamless inte-

temperature_model.cpp

18. #include «temperature_model.h"

19. void temperature_model::set_attributes(){ @
20.  P.set_timestep(TEMPERATURE_TIMESCALE);

21.  volt_t.set_rate(TEMPERATURE_TS/POWER_TS);
22.  curr_t.set_rate(TEMPERATURE_TS/POWER_TS);
23.}

24. void temperature_model::processing(){ @
25.  temperature = T.read();
26.  P.write( estimate_power(volt_t.read(), curr_t.read()) );

27. accumulate += temperature; @
28.  temp_p .write(temperature);

29.  counter ++;

30. if(counter == ratio_r){

3L temp_r.write(accumulate/ratio_r); gration of the functionality, also functional ports are mag

32. counter =0; accumulate = 0.0; . .
33} to standard SystemC ports, and conversion to TDF occurs via
34.}

native converters of SystemC-AMS (blogk of Figure 4).
Note that functionality processes may be sensitive alsoté&s-i
Figure 5. Example of SystemC-AMS module implementing threperature 'a}/ef ports, thus enhancm_g the functhnallty with sewnty
module for component in Figure 4. The code includes modelémpntation  with respect to extra-functional properties.

and the timescale conversion with respect to the power drabitity layers. Note that the Complexity of the adopted models does not

ports as TDF ports (block), and signals as TDF signalsinterfere with the underlying simulation semantics, thauk
(block 3). the cycle-based semantics of SystemC-AMS [40]. Adopting

. . . more complex models impacts on the simulation time.,(
2) Body implementationtayer-specific models of each CoOM 6w long it takes to simulate one time step), but it does

ponent are implemented as separate SystemC modules,dp inierfere with the management of simulated time nor it
encapsulate each property and to enable the execution lof eR%roduces time misalignments

model at its specific property-specific execution rate. Fadu

outlines the implementation of a simple temperature mqdul®) Timescale managemeninter-layer communication is nat-
used as reference in the remainder of this section. urally enabled by the encapsulation of all property-specifi
The interface of layer-specific modules consists of therlaygnodules in a single SystemC module. Inter-layer signals are
specific ports, bound to the external interface of the cortinplemented as internal TDF signals, binding the inteefay
ponent, plus extra ports used for inter-layer communicatioports of the property-specific modules (blo@kin Figure 5).

In Figure 5, the temperature-specific poriee( P and T, The conversion between different time scai@smplemented
block @) are integrated by the inter-layer pontmolt t in the property-specific module by updating each signal.-Con
andcur r _t, feeding the corresponding information from theversion towards a finer-grain scale is straightforwardnaig
power layer, and enp_p andtenp_r, used to propagate preserve their value until explicitly updated. Thus, thkieds

the calculated temperature to the power and reliabilitgtay preserved for all the finer-grain ticks. This happeng, with
respectively (block®). signalt enp_p, that propagates the estimated temperature to
As anticipated in the previous section, TDF is used wheneube power layer, that is activated more frequently (line 28 o
possible. However, the kind of instantiated SystemC modufégure 5). On the other hand, conversion towards a coarser-
and the MoC adopted for the implementation of the behavigrain timescale must be explicitly implemented, by either
strictly depends on the underlying property-specific model accumulating the value assumed over time and implement-
Functional and analytical modelsf extra-functional proper- ing a moving average (for quantitative information), or by
ties are implemented as TDF modul&CA TDF_MODULE), deriving a probabilistic measure (for qualitative infortioa).

to exploit the efficient scheduling of TDF. This isAn example of moving average is implemented in blggk

the case of Figure 5. Component evolution is haror the inter-layer signal enp_r, propagating the estimated
dled by the processi ng() function, that encapsulatestemperature to the reliability layer.

the C++ implementation of the model (blocf). The Whenever a module receives data originated by a finer-grain

35. double estimate_power(double voltage, double curr){...}



pESSEREEEY i geliability_ lager OLTAG configuration files are used to populate buses and components
ii | Core j Computes: )éuggEEN\T/ TIETGPEéATURE) with layer-specific data, declared as constants.
A L | Model: RAMP [35] The System Implementation Build@opulates the SystemC-
! eE;fJS'RV i Abstraction Level: TDF AMS skeletons with property-specific models. This step is
1 f . . . .
4 4] A= Timescale: 1s currently performed semi-manually by the designer, by im-
H o H | Temperature layer plementing available suitable models in SystemC-AMS. Note
TEMPERATURE e 1 Computes: P(VOLTAGE, CURRENT) that automatic generation approaches can be used whenever
oralE i%g:tf;;z:?:?;'TDF possible to automatically generate the SystemC-AMS im-
i - BUS ____j Timescale: 10ms plementation of models [7], [27]. It is worth emphasizing
|Z||Z||Z| S . that the flow supports the concept ofnaodel library, that
Core | Zﬁﬁﬁﬂtfsy%'/ JSTATE, TEMPERATURE)  Includes property-specific models built from scratch oeadty
gggﬁﬁi L] Model: Instruction-level PSM [39] developed. The only constraint for library models is tolstic
Powel Abstraction Level: TDF to the interfaces specified for the various components.
|Z BUS ! Timescale: 1ms
Functional layer VII. EXPERIMENTAL RESULTS
Computes: Plasma CPU . . .
— Modat OpenCores implementation [29] In this section we demonstrate the effectiveness of the pro-
al |1 Abstraction Level: SystemC RTL posed framework on an example industry-strength smart sys-
______________ Timescale: 100ns (clock period) tem [14], which includes the digital core used as a working
CONtI:éJgNEENT example in Section VI-C, a 256KB SRAM memory, and a
(Figure 5) bidirectional MEMS accelerometer. Information is excheahg

with the surrounding environment through a Radio Frequency
Figure 6. The Multi-Layer Approach Applied to a Single Comeample. (RF) transceiver and a UART interface [24]. All components
are connected by an AMBA APB bus. The system is powered
scale, it is necessary to explicit the time-scale ratio teuea by a hybrid power supply consisting of a 708h rechargeable
correct scheduling of the TDF modules. This happens in linggn-film EFL700A39 battery by STMicroelectronics [37] and
21-22, where the ratio is made explicit for the inter-laye§ panasonic 0.33F double-layer capacitor [25], each one con
signalsvol t _t andcurr_t, originated by the power layer. nected to the power bus through individual DC-DC converters
namely the STLQO15 by STMicroelectronics [38].
The system alternates data acquisition from the acceléesme
) ) ) ) ) ] processing of these data, and their transmission. Spdlsifica
Figure 6 pictorially summarizes the technical details & thy,e core reads acceleration values and it transmits thedigas
methodology on our working example consisting of a singlgficant byte to the UART module, and the acceleration value
processor core. The left-hand side of Figure 6 highlights thy, yhe RF Transceiver for packet generation and transnmissio

the core supports all functional and extra-functional taye |; operates with a 66% duty cycle (1/3 idle, 2/3 active).
together with the necessary inter-layer signals. The 4iigind

side details the implemented property-specific behavior, i o o

terms of reference models [29], [35], [39] and of charasteri™- SYstém Organization and IP-XACT descriptions

tics of the SystemC/SystemC-AMS implementation. Note th&igure 7 outlines the smart system in terms of components,

each extra-functional model corresponds to a SystemC-AM®deled layers and connections. All properties are supgprt

module implemented as in Figure 5, while the functionalitincluding functionality, power, temperature and reliépil

module is generated via automatic code generation from Note that the power layer includes all functional compoagent

existing VHDL implementation by adopting [12]. The veriicatogether with the power suppliersg, battery and superca-

box encapsulates all modules of the core, and it corresponégitor) and the DC-DC converters. On the other hand, the

to an instance of the SystemC code outlined in Figure 4. temperature and reliability layers include only the cofe t
SRAM memory, and the UART and RF transceivers, which

. . can be consistently simulated.

D. Automatic SystemC-AMS Code Generation All extra-functional interfaces have been modeled through

Our framework is enhanced by two tools that implement I-XACT. Table IV reports the number of lines of XML

semi-automatic generation of the SystemC-AMS code for thede necessary for each layer, broken down into lines re-

overall system. quired for component descriptions, design descriptiond an

The System Architecture Buildés based on the XML parser design configuration descriptions, respectively. The WEX

of [41] and, based on the IP-XACT component descriptions d&scriptions are then used to generate the SystemC sionulati

each component, builds a SystemC module for each compg&eleton. Code generation took 6.81s.

nent, together with the corresponding layer-specific mesiul

(as .presenteq i.n Section VI-B). The layer-specific IP-XACE_ Adopted Layer-

design descriptions are then used to generate a top-lesgl fll

that instantiates all components and that binds their gmyrts Functional Layer: Functional models of the core, the SRAM

reflecting the IP-XACT connections. Finally, IP-XACT desig memory, the accelerometer, and the transceivers (RF and

C. A View of the Framework on the Working Example

Specific Models
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> -
1'__> Core 1'__j Mem | :_j RF Tr |1'::| UART | RF
L M ) e UART
|I ||| Reliability';' BUS+ |!Arbiter | RF SRAM CORE H SRAM —
| Il I 1!
il il 1 Reliabilityil layer Timescale: 1s UART
= .= il e CORE
h Core | (I1,] Mem |11 | RFTr ||I|,] UART ) ) _
I| BT] I| PT i PT I| P, Figure 8. Floorplan (lefty and RBD (right) adopted for thendtional
I| 5 I Temperatuté BUS+ || Arbiter | componentsj.e., digital processor, SRAM memory, and transceivers.
Ll ] L |
11| I| :ITemperaturh layer Timescale: 10ms ) ) ) )
h r i |li e the power consumption of the RF transceiver is low in
']: Core | Mem ' RFTr | |- UART = Accel  Batt  SC standby mode (0.1mW), and it increases when transmitting
: L] : A (' : WV | A S ) or receiving (10 mw).
DC-DC DcDC ! |DcDC DC-DC|; 'DCDC| DC || DC .
| 'VI I I ! v ] I Wl oW ] The above values are referred to an ambient temperature of
: : :PowerBUSI + Arbiter : 300K, and are based on data for a similar implementation
! . .
[ [ Power  Tiayer I Timescaie ims  [44]. Power model_s include the dependence of static power
I I ; I i on temperature using the model of [17].
L cOrﬂ | _Fhem - FRET |—| UART -| Accel The power bus has a reference voltage of 1.3V. The bus
) ) 1 ) ( ) manager handles the energy flows by implementing a simple
| Ruinchionat BUSrR | threshold-based policy: current demands higher than 0423m
CORE. Functional layer Timescale: 100ns  gre serviced by the supercapacitor, while lower demands are
(AR supplied by the battery. This policy allows to meet the eperg
1 TDF module Layer-specific ports ~ e——e TDF ports demand of the functional components, both in terms of power
[ JElNmodule — — Inter-layersignals ¢ g systemcports  J€NSity and of response to high demand peaks.
[ SystemC module Temperature Layer: The heart of the temperature layer is

the bus manager, that computes components temperatures by
solving an RC-equivalent of the thermal network. Noticet tha
Table IV only “electronic” components are considered for this asialy
CHARACTERISTICS OF THEIP-XACT DESCRIPTIONS GENERATED FOR (i.e., core, SRAM, and transceivers). A single-chip implemen-
THE SMART SYSTEMADOPTED AS CASE STUDY tation is assumed, and data about floorplan and technology

Figure 7. Layered view of the smart system adopted as cadg. stu

IP-XACT description implementation are taken from [44]. The resulting floorpigan
Layer Component | Design| Configuration shown on the left-hand side of Figure 8. The SystemC-AMS
@ | (overall loc)| (loc) (loc) implementation of the RC-circuit is generated automalijcad
Power 15 1,210 743 83 presented in [7], and it uses the provided layer-specifia.dat
Temperature] 5 611 625 177 Models implemented by the components other than the bus
Reliability | 5 126 625 143 consists of a simple wrapper that forwards power consumptio

values from the power layer to the power layer, and receives
UART), were initially available in Verilog or VHDL, and thus Updated temperature values from the temperature bus.

required a conversion to SystemC RTL through automatistoqdeliability Layer: The reliability models used here rely on
[12]. The functional bus is |mplementepl as a SystemC RTkamP [34], and are implemented by adopting the open
AMBA APB bus that performs data arbitration. source library available at [35]. We currently consider two
Power layer: The battery and the capacitor are representé@liability mechanismsi.e, NBTI and TDDB. Since RAMP
with circuit models [27], [30]. The various DC-DC conveser models depend on various parameters relative to workload
are modeled by expressing their conversion efficiency as(@g-. duty cycle), temperature and power consumption, the
function of the difference between input voltage and outpifliability layer represents a case in which the methodplog
voltage, which is reasonable for LDO converters [26]. fully exercises the inter-dependencies among layers.

The other (functional) components are modeled through pows for temperature, only the electronic components are con-
state machines (PSMs) generated as proposed in [10] Siflered for this analysis. We assume the components to form

characterized by a strict dependence on the functionality: & toPology described by the RBD on the right-hand side of
Figure 8: the RF transceiver and the UART form a parallel

e the core implemen_ts an i_nstruction_—level model_ Sim”_a(fonnection e, the system fails only if both fail) that is
to [39]: load/store instructions require 2mW, arithmetic,nnected in series with the other components.
instructions 1mW, branches 0.4mW and NOPs 0.1mW,;

e the SRAM memory consumes p®/ when idle, and
1.5mW when reading or writing;

Inter-layer signals: Dashed lines in Figure 7 represent the
inter-layer communication flows. Inter-layer signals asedi
for all functional components, to represent the mutualatffe
e the UART power consumese., 9.9&:W when idle and of functionality and extra-functional properties.

1.43mW when transmitting or receiving; The adopted inter-layer signals reflect the ones adopted for
e the accelerometer has a constant demand of 0.26mW; the core as shown in Figure 6 and extend them to all other
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Figure 9. Excerpt of 1.4s of multi-layer simulation for there. From top to bottom: functional state, current, temjoeea and MTTF.

components. Voltage and current, estimated at power layér, Simulation Results

are necessary parameters for temperature estimation andg,eiments have been run on a 64-bit server with 8 3.40 GHz

reliability modeling. Temperature affects both the reli&p  .5res and 16GB of RAM, and running Kubuntu 14.04 Linux

models and the power models [17]. Finally, functional state ng The SystemC versions are SystemC 2.3.1 and SystemC-

shared with the power Iayer_ (a_s_it determines the evolutfon gnis 2 o (alphal) [18], [19].

the PSMs) and with the reliability layer, whose models takggjng the above described workload with 66% duty cycle, we

into account the component duty cycle. Since functlonabstaconcurrenﬂy simulated functionality and the extra-fioial

is a qualitative information, it is passed to the other layas roperties. The estimated system lifetimiee.( availability

a percentage of occurrence of each functional state over (ﬁ?echarge in the battery and the supercap) is 34,140s (9.5

time step of the coarser-grain layers. hours); temperature simulation yields a maximum tempera-
) i ture of 346.24K, with no overheating occurring. Finallyeth

C. SystemC-AMS Implementation Details reliability models estimate that an overall MTTF is 112,684

The color of each block in Figure 7 determines the MoCorresponding to 12.86 years of operations without faults.

adopted for its implementation. White blocks are for TDI§ thFigure 9 pictorially shows how the framework allows tracing

most used MoC across all layers. Functionality is impler@éntthe evolution of functional and extra-functional quaestin a

as SystemC blocks (slanted), while circuit models (soli&gingle simulation run. The figure exemplifies the simulatién

require an ELN implementation.¢., battery and supercapac-about 1s for the core in isolation; for the sake of illuswati

itor models as well as the RC circuit implemented by th@&e have assumed a 100% utilization of the processor in the

temperature bus). interval considered. The core is activated at time 40.0g (to

Connectors show the bindings between components in h&ve); the execution results in a current demand (secorve cu

final system. Solid lines represent connections betweegrdayfrom top) with some fluctuations due to the different current

specific ports. Connector ends highlight thert type round consumption of different instructions.

for TDF ports (mostly used), squared for SystemC ones (usede increase in the power demand determines a corresponding

to ease integration of the functionality). change in temperature (third curve from top); it leaves the

Dashed lines represeimter-layer signals which introduce stable value reached when the core was idle and tends to

additional ports on the interface of the involved modulesacrease asymptotically reflecting the power trace. Given t

The arrow-shaped ends of dashed lines indicate the directighort timescale, temperature variations are very smdécaf

of information flows,i.e., the producer and the consumer(sig only the second decimal digit.

of each signal. Note that the timescale converters are mafe modified operating conditions of the core determine also

made explicit, since they are embedded inside of the pradugRcrease of the MTTF (bottom curve), since higher utilozati

module (as explained in Section VI-B3). temperatures, and power consumption decrease component
reliability. As for temperature, MTTF also exhibits a very
D. Choice of Layer-Dependent Timescales small variation during this short interval.

The timescale for the functional layer is dictated by thecklo The line styles used in the plot highlight also the different
cycle, which is set to 100ns in our design. The timescales fdinescales in the various layers; even if they are simulated
the extra-functional layers reflect the “time constants'ttef Simultaneously, each layer works at a different “rate”. e t
modeled property and their choice is driven by common sen$eénctional and power layer the lines appears as solid, bst th
We chose 1ms for power, 10ms for temperature and 1s férdue to the fine granularity of the timescale. Conversely, f
reliability. For the latter, a timestep of 1s is probably fowe- temperature and MTTF markerse(, the activation points of
grain for practical uses; however, it is generally not catieet the corresponding models) are clearly visible. As an exampl
to use too coarse timescales due to the characteristicseof e reliability model is updated only after each second in
TDF MoC, as it will be described in Section VII-H. response to the evolution of the other properties: at time 40
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Table V Table VI

VALIDATION OF POWER SIMULATION VS. MATLAB /SIMULINK . VALIDATION OF TEMPERATURE SIMULATION VS. HOTSPOT
Tool Samples (#) Lifetime (s) | Avg. error| Speed up Tool Nodes| Resistorg Capacitors Avg. | Speed
SIMULINK | 34,140,008 34,140.5 - - #) # #) error up
SC-AMS | 34,140,002 34,140.2| 6.0E-6% 28.4X HoTtspPoOT 28 64 28 - -
SC-AMS 28 64 28| 0.034%)| 14.57x
1 T T T T T
~| o089 v | ---------- Supercap = = =Battery —5imu|ir‘|k| . . . . i . .
g L Foo 1 § ] [ T 345.1510 M il Digital
| osst I l_l l 1 o MJ}L ~ 7 " processor [
Q , . . <= 345.1508 | - = = UART
ogor P R g __FRF
100.0000 F <€ i L -4 = Transceiver
| i 1
E Lo [ T g 345.1506 SRAM
99.9998 1 = | | | e o = A A A A A AAA Hotspot
T WS o VY 4
99.9996 | E w © 345.1504 F .
! ! H 4 ] 1 i i ok il s s P Tl i T Tl i i s i
99.9994 © — - S . . 345.1502 | | | ! | | |
4 6 B 1 12 14 16 18 20 910 920 930 940 950 960 970 980 990
Time (ms) Time (ms)
Figure 10. Power Simulation: Comparison against Simulink. Figure 11. Temperature Simulation: Comparison againssjptit

the core is still idle; then at time 41 the model is recomputSimulation, from which it can be noticed how the HotSpot
and the MTTF is adjusted to reflect the new power, functionCUrves and the SystemC-AMS ones are barely distinguishable

and thermal conditions. SystemC-AMS simulation proved to be 14.5X faster than
Hotspot, thanks to the lighter circuit solvers used by the
F. Validation of Results SystemC-AMS simulation kernel.¢., Euler and trapezoidal)

Since no existing framework allows the simultaneous sim€ompared to those of HotSpate(, adaptive Runge-Kutta).
lation of all layers, we validated the power and temperatuReliability validation: Since the reliability models use with
layers individually using state-of-the-art simulators. no modifications the RAMP library available at [35], valiubat

Power validation: For the validation of the power layer, we re-IS immaterial; our results simply replicate those of RAMP
produced the power models used in our work and the inforrWithout any approximation.

tion exchange in Matlab/Simulink. For a fair comparisoe,,

to avoid including the overhead of inter-layer dependes)ci¢<G- Impact of inter-layer signals

SystemC-AMS simulation is restricted only to the power fayeThe simultaneous simulation of all properties of a system in
information from other layers like temperature and workloza single simulation run allows to capture their mutual impac
is provided as pre-calculated waveforms. Simulations bee 'and to track them more accurately. Figure 12 that exemplifies
same time step of 1 ms. Table V compares the two power sithis feature for power and temperature.

ulations; it can be notice that the proposed approach aiatyraA time slot of high activity of the core determines a larger
tracks the consumed power and the estimated system lifetirmerrent demand for a prolonged time (top plot); this causes
virtually with no approximation. In order to get a samplan increase of temperature in correspondence to the next tim
measure of the error, we used battery and capacitor voltagetep (arrow®). Eventually, when current demand decreases,
the average error (measured as the absolute difference®etwemperature decreases accordingly (ar@yv Moreover, since

the Simulink and SystemC-AMS waveforms) is smaller thatemperature affects static power consumption, in the ridat i
0.0001% (6.0E-6%, with maximum error below 8E-5%). Thimterval of the core (time 637, arro@®), the resulting idle
confirms the visual fidelity resulting from Figure 10, wher@ower appears to be increased from 0.1mW to 0.1005mW.
the Matlab/Simulink and SystemC-AMS curves are totallguch a run-time tracking of the mutual influence of two
overlapped. Such a good accuracy is achieved with speedimpulated quantities could not be simulated by trace-based
of simulation time of about 28.4X, due to the fact that thapproaches, which need to force a pre-determined order and
Matlab/Simulink internal solver is heavier than the effitie dependence between properties.

SystemC-AMS implementation of TDF and ELN [43]. Moreover, this cyclic dependence does not lead to system

Temperature Validation: The reference for validating thermalinStability. Both intra- and inter-layer signals are Sys@
simulation is the widely used Hotspot simulator [36]. Asignals, whose value is updated after a delta of simulaiioe, t

for power, SystemC-AMS simulation is now restricted to theather than instantaneously. This makes the updated values
fr current and temperature available at the next activatio

temperature layer and power data are provided as a p _
calculated 2000ms waveform. Simulations use the same tifig models: as an example, the current value updated by the

step of 1 ms, that is the default time step for Hotspot. power layer at time 626ms (arr(_)@) is made _available to the
Table VI shows that both RC thermal networks instantiate tigmpPerature layer at the next timestep (at time 630ms).
same number of elements (nodes, resistors and capacitors), ) ) .

and confirms the accuracy of the SystemC-AMS simulation i Extra-functional impact on simulation

reporting a negligible error (calculated as the averaggytam One last experiment concerns the impact of the choice
by-sample difference). Figure 11 shows an excerpt of tloé the timescales on accuracy and simulation time. Due
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0.120 are computed less frequently, thus lowering the impact of
2 o11s simulation (dashed lines); on the other hand, larger tinaéesc
Z oarol affect the construction of the TDF schedule, performed in
g 0.1005hw the initialization phase (dotted lines). As a matter of fact
G o108 Lu for TR > 105, SystemC runs out of memory when building
0.100 A the entire TDF schedule. We can notice how the chosen set
- ®/’ . . of timescales TR = 10%) falls in the flat region where the
PR ] ] overhead is minimum.
53456 ' 1
%345.4 4;1—rf
£ 3452 . a VIIl. CONCLUSIONS

620 630

Time (ms)
Figure 12. Excerpt of the evolution of the power model ancheftemperature
model of the core.

610 640 650

This work targeted the high degree of heterogeneity of smart
systems by proposing a methodology for comprehensive sim-
ulation of both functional and extra-functional propestighe

. . . methodology is bus centric, to separate information flonsg an
to space constraints, in our exploration we preserve

the ratios between the three extra-functional time scalgsa;:ﬁ)%frg::t g;tgesiégiglféﬁnﬂgp&ﬁs&r?grishggly erOd:f[:Zr’
(power:temperature:reliability = 1:10:1,000) and varylyon y P Profg=

the ratio between the functional timescaliee.( the clock The effectiveness of the proposed approach is proved on a

cycle) and the power timescale. We express this ratio by tﬁrgnrzrttursgztﬁénrgl?:;];tu(:_ﬁgerﬁgiﬁggoﬁzncuOrr;i“;é/’ tcr))%eﬂ i mE )-r
quantity TR = % The experiments reported inP Y- ayp

the previous section et 2 value Bl — 10% and efficient in the modeling of single properties with retpe

Fi 13 sh h It of thi vsis. by plotting (B to state of the art frameworks, with substantial speedup and

gure 15 s ok\]/vsg e resu tdoft 'S an? ySIs, hy P ottm?t ;.p average errors lower than 0.1%. Furthermore, the methggolo
centage overhead required for simulating the extra-foneli -, yeq o reproduce all properties in a single simulation, r
layers with respect to the functional simulation time ¥52.

. thus capturing at run time the mutual impact of propertie$ an
For the later we considered both a SystemC RTL (left plo ercoming the limitations of state of the art tools.

and a C++ implementation [12] (right plot).
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