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ABSTRACT

SpaceborneDoppler radars have the potential to provide keymissing observations of convective vertical air

motions especially over the tropical oceans. Such measurements can improve understanding of the role of

tropical convection in vertical energy transport and its interaction with the environment. Several millimeter

wavelength Doppler radar concepts have been proposed since the 1990s. The Earth Clouds, Aerosols, and

Radiation Explorer (EarthCARE) Cloud Profiling Radar (CPR) will be the first Dopplerized atmospheric

radar in space but has not been optimized for Doppler measurements in deep convective clouds.

The key challenge that constrains the CPR performance in convective clouds is the range–Doppler dilemma.

Polarization diversity (PD) offers a solution to this constraint by decoupling the coherency (Doppler) requirement

from the unambiguous range requirement. Careful modeling of the radar signal depolarization and its impact on

radar receiver channel cross talk is needed to accurately assess the performance of the PD approach.

The end-to-end simulator presented in this work allows reproduction of the signal sensed by a Doppler

radar equippedwith polarization diversity when overpassing realistic three-dimensional convective cells, with

all relevant cross-talk sources accounted for. The notional study highlights that multiple scattering is the

primary source of cross talk, highly detrimental for millimeter Doppler velocity accuracy. The ambitious

scientific requirement of 1m s21 accuracy at 500-m integration for reflectivities above 215 dBZ are within

reach for a W-band radar with a 2.5-m antenna with optimal values of the pulse-pair interval between 20 and

30ms but only oncemultiple scattering and ghost-contaminated regions are screened out. The identification of

such areas is key for Doppler accuracies and can be achieved by employing an interlaced pulse-pair mode that

measures the cross and the copolar reflectivities. To mitigate the impact of attenuation and multiple scat-

tering, the Ka band has been considered as either alternative or additional to the W band. However, a Ka

system produces worse Doppler performances than a W-band system with the same 2.5-m antenna size.

Furthermore, in deep convection it results in similar levels of multiple scattering and therefore it does not

increase significantly the depth of penetration. In addition, the larger footprint causes stronger nonuniform

beam-filling effects. One advantage of the Ka-band option is the larger Nyquist velocity that tends to reduce

the Doppler accuracies. More significant benefits are derived from the Ka band when observing precipitation

not as intense as the deep convection is considered here.

This study demonstrates that polarization diversity indeed represents a very promising methodology ca-

pable of significantly reducing aliasing and Doppler moment estimate errors, two main error sources for

Doppler velocity estimates in deep convective systems and a key step to achieving typical mission re-

quirements for convection-oriented millimeter radar-based spaceborne missions.

1. Introduction

The monitoring and tracking of changes in convective

storm systems can provide hints on how our climate is

changing (Allan and Soden 2008). However, the lack of

Corresponding author address:Alessandro Battaglia, Department

of Physics andAstronomy,University ofLeicester,UniversityRoad,

Leicester LE1 7RH, United Kingdom.

E-mail: ab474@le.ac.uk

2768 JOURNAL OF ATMOSPHER IC AND OCEAN IC TECHNOLOGY VOLUME 30

DOI: 10.1175/JTECH-D-13-00085.1

� 2013 American Meteorological Society

mailto:ab474@le.ac.uk


basic formulation aspects (closure, entrainment–

detrainment, and downdraft) of convective parame-

terizations (Yano et al. 2013) significantly hampers the

ability of global and regional models to simulate long-

term precipitation trends. This is clearly highlighted by

a number of major model biases, including 1) biases in

the convective transport of moisture, momentum, heat,

trace gases, and aerosols from the boundary layer to the

upper troposphere with too widespread and too weak

model transports (Parazoo et al. 2011); 2)misrepresentation

of precipitation rates with precipitation far too frequent

and too light (Stephens et al. 2010); 3) inability to rep-

resent important modes of variability and convective

organization (Zhang and Song 2009); 4) errors in the

mean locations of convective precipitation and incorrect

diurnal timing of the development, propagation, and

precipitation of severe convective storms (Trenberth

et al. 2003); and 5) inaccuracies in the links between

storm dynamics and microphysics (van den Heever and

Cotton 2004) with obvious repercussions for cloud radi-

ative forcing, surface precipitation, and vertical heating.

Convective vertical air motion is a key atmospheric

parameter that affects cloud microphysics, radiation,

and lifetime (Phillips and Donner 2006). Despite its

importance, no measurements of vertical air motion are

available globally especially over the tropical oceans.

Spaceborne Doppler radars have the potential of ac-

quiring global distribution of the vertical motions in

clouds and precipitation. Such measurements could pro-

vide a better understanding of precipitation processes and

dynamics on a global scale (e.g., by measuring vertical

profiles of latent heat fluxes) and improve the charac-

terization of convection (vertical profiling and temporal

evolution) and GCM’s skills by assimilating vertical

velocity.

The 94-GHz CloudSat radar (Tanelli et al. 2008a)

spearheaded the observation of the upper part of con-

vective plumes (e.g., Luo et al. 2008; Bacmeister and

Stephens 2011; Luo and Stephens 2010). However,

CloudSat has no Doppler capability and thus no direct

characterization of the convective intensity of clouds is

possible. The joint European SpaceAgency (ESA)–Japan

Aerospace Exploration Agency (JAXA) Earth Clouds,

Aerosols, and Radiation Explorer (EarthCARE) mis-

sion is scheduled for launch in 2016 and features the first

atmospheric Cloud Profiling Radar (CPR) withDoppler

capability in space. Recently, several other spaceborne

Doppler radar concepts (Tanelli et al. 2009) have been

proposed. Examples include the Polar Precipitation

Mission (PPM; Joe et al. 2010) proposed for the ESA

Earth Explorer program, the ClimateDynamicsMission

(CLDY) proposed as part of the ESA’s International

Space Station (ISS) Climate Change program, and the

National Aeronautics and SpaceAdministration (NASA)’s

Aerosol Cloud and Ecosystems Mission (ACE; National

ResearchCouncil of theNationalAcademies 2007;Durden

et al. 2011). The aforementioned proposed concepts

aim at targeting the characterization of frozen precipita-

tion over the polar and immediate regions, at improving

our understanding of critical convective cloud and pre-

cipitation processes, and at quantifying aerosol–cloud

interaction and assessing the impact of aerosols on the

hydrological cycle.

The typical minimum scientific requirement in con-

vection is to achieve Doppler accuracies better than

1m s21 at a cloud resolving scale (0.5–2 km). Analysis of

CloudSat observations indicates that strong attenuation

limits the penetration of a 94-GHz spaceborne radar

only to the upper part of deep convective clouds. To this

end, addition of a Ka-band (i.e., about 35GHz) channel

is expected to penetrate a larger portion of deep con-

vective systems; however, it will also result in a larger

beamwidth (2.7 times larger than the W band for the

same antenna size).

The larger radar beamwidth at 35GHz is likely to

cause larger velocity biases due to Nonuniform Beam

Filling (NUBF; Tanelli et al. 2002a; Schutgens 2008;

Kollias et al. 2013, manuscript submitted to J. Atmos.

Oceanic Technol.). Despite these drawbacks, we con-

sider here the matched antenna solution since it has

been accepted as the preferable option by the science

teams supporting Ka- and W-radar missions (Bennartz

et al. 2011; Tanelli et al. 2009) as opposed to reducing the

illuminated portion of the W-band channel, given

amaximum allocated size for the physical two frequency

antenna. In addition to NUBF, there are three issues

that impact the quality of the Doppler velocity mea-

surements from a spaceborne millimeter wavelength

radar in convection:

(i) the presence of multiple scattering (MS) that can

overwhelm the single scattering (SS) contribution

in optically thick media making the interpretation

of the signal extremely complex (Battaglia et al.

2010, and references therein);

(ii) velocity folding induced by the low Nyquist veloc-

ity in conjunction with the large vertical veloci-

ties and extreme wind shear (up to 2 3 1023 s21;

Heymsfield et al. 2010) encountered in convective

cores; and

(iii) uncertainty in the Doppler velocity estimate in-

troduced by the short coherency time of the signal

(down to 60ms) due to the motion of the satellite,

the finite beamwidth, and the turbulence (Tanelli

et al. 2003; Kollias et al. 2013, manuscript submitted

to J. Atmos. Oceanic Technol.).
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While the first issue has been addressed in Battaglia

et al. (2011), who proposed a criterion to identify MS-

contaminated areas, innovative millimeter radar con-

cepts must be investigated to overcome the second and

the third issues. This paper focuses on assessing the

potential offered by polarization diversity (PD; Doviak

and Sirmans 1973; Pazmany et al. 1999; Kobayashi et al.

2002, 2003). The implementation of PD in millimeter

spaceborne Doppler radars can reduce the Doppler

velocity uncertainty by sampling faster the atmosphere

and mitigate the velocity folding challenge by increasing

the Nyquist velocity.

While section 2 recalls the main drivers of spaceborne

Doppler system coherency time and its relationship with

the Doppler spectral width, section 3 revisits the PD

concept with specific attention paid to describing its pros

and cons. An initial assessment of the improved accu-

racy of a PD radar system compared to the traditional

single-polarization method is carried out. More rigorous

notional studies for 3D convective scenarios are con-

ducted in section 4. After describing the radar end-to-

end simulator with details on the signal processing

component tailored to the PD analysis, a convective

scenario is used to illustrate the simulator outputs. A

statistical analysis is applied to a large dataset of simu-

lated convective profiles to optimize the pulse-pair (PP)

interval of the PD system. Summary and conclusions are

then presented in section 5.

2. Spectral width and coherency time for
spaceborne Doppler radars

We briefly recall that in uniform beam-filling condi-

tions the total velocity spectral width sD may be esti-

mated by considering the various physical phenomena

that cause a spread of Doppler velocities (Kobayashi

et al. 2003), that is, wind shear, turbulence, the natural

variance in hydrometeor terminal velocity, and Doppler

fading due to satellite motion. The total variance of the

Doppler spectrum is given by

s2
D 5s2

H 1s2
vsvw 1s2

vwT 1s2
comb . (1)

The associated time scale of radar decorrelation signal is

given by

Tdec5
l

2
ffiffiffi
2

p
psD

. (2)

In Eq. (1), sH is due to the spread of the terminal fall

velocities of hydrometeors of different size, svsvw is the

broadening due to the vertical shear of the vertical wind

[linearly proportional to the vertical resolution of the

radar; Doviak and Zrni�c (1984)], svwT is the broadening

of the vertical wind due to turbulent motions in the at-

mosphere [with values ranging from 1 to 4m s21 for

standard and extreme turbulence;Amayenc et al. (1993)],

and scomb is the spread caused by the coupling between

the platform motion and the vertical wind shears of the

horizontal winds (details in Kobayashi et al. 2002):

scomb5
u3dB

4
ffiffiffiffiffiffiffiffiffiffiffiffiffi
log(2)

p [(2Vsat1 kzxHsat)
21 (kzyHsat)

2]1/2 ,

(3)

where u3dB is the 3-dB beamwidth of the antenna and

Vsat and Hsat are the spacecraft velocity and altitude,

respectively, whileKzx andKzy are the horizontal shears

of the vertical wind. For a Gaussian circular antenna

pattern, and only in case of very weak vertical wind

shears, Eq. (3) reduces to (Tanelli et al. 2002a)

sV
sat
5

u3dBVsat

4
ffiffiffiffiffiffiffiffiffiffiffiffiffi
log(2)

p . (4)

In convection wind shears, values of 53 1023 s21 can be

observed, which forces to retain Eq. (3).

When dealing with uncertainties in Doppler velocities

it is useful (Tanelli et al. 2002b) to introduce a normal-

ized form with the normalizing factor given by twice

the Nyquist velocity, yNyq[ l3 PRF/4 (with l being the

wavelength and PRF the pulse repetition frequency),

that is

sN 5
2sD

l3PRF
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
vwT 1s2

comb

4y2Nyq

vuut , (5)

where we have further assumed that for low Earth orbit

spaceborne configurations the first two terms in the

right-hand side of Eq. (1) are typically negligible. Ac-

curacy in Doppler estimates may be expressed as (Zrni�c

1979; Tanelli et al. 2008b)

var(hŷzi)5 f (sN , SNR, yzN)/M
1/2 , (6)

where yzN is the normalized mean Doppler velocity,

SNR is the signal-to-noise ratio, M is the number of

pulses, and f is a continuous function that increases

monotonically with sN and decreases asymptotically

with SNR.

The second term in the square root of Eq. (5) is in-

versely proportional to the square of the antenna di-

ameter D (u3dB } l/D for circular antennas). When this

term is the dominant one,W andKa radars with the same

antenna size produce the same sN and Tdec. Considering
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Eq. (6), Ka systems are favored by larger SNR deep into

the convective cores (thanks to less attenuation) and

by smaller yzN thanks to larger yNyq, but they have lower

SNR in the upper part of the convection (because of

lower sensitivity). The relative significance of the third

and fourth term in the right-hand side of Eq. (1) depends

on the antenna size and the turbulence magnitude.

However, as already noted in Tanelli et al. (2008b), with

the same antenna size, the turbulent term tends to create

broader normalized spectra for smaller wavelengths. This

seems to favor Ka compared to W when looking at con-

vective regions with strong turbulence.

Until now the whole reasoning has been based on the

ideal assumption of uniform beam-filling conditions. In

NUBF conditions, which are very likely to occur for

convective clouds and typical footprint sizes, the situa-

tion is completely different. In the term scomb the con-

tribution of the satellite velocity can be completely

different from that predicted by Eq. (3), and it can be

either larger (e.g., when two highly reflective cells much

smaller than the footprint are present at opposite sides

along the satellite movement within the radar footprint)

or smaller (e.g., when a single highly reflective cell is

present within the radar footprint). Because of the typ-

ically larger footprints this effect will be of greater rel-

evance at the Ka band. This will add up to the bias

already introduced by NUBF (see Tanelli et al. 2002a).

Only a fully 3D simulation framework can assess the

entity of such an effect.

3. Polarization diversity

The idea of PD for Doppler velocity measurements

was first introduced by Doviak and Sirmans (1973) to

overcome the range overlap of echoes from a copolar

multipulse repetition frequency (PRF) pulse trans-

mission scheme. The PD concept is illustrated in Fig. 1.

A radar with polarization diversity measures the first

two Doppler moments by simultaneously using two

channels to receive the scattered power from two or-

thogonally polarized pulses, closely spaced with the

pulse-pair separation denoted as Thv. Pairs are trans-

mitted separated by the interval (Tpri). Despite the use

of separate receiver channels for the H and V pulses,

their phase coherency (due to the short interval between

the H and V transmission) is the key feature to extract

the Doppler velocity. In practice, the PD technique ef-

fectively decouples the maximum unambiguous range,

rmax 5 cTpri/2, and the Nyquist velocity, yNyq 5 lThv/4,

c being the speed of light and l the radar wavelength.

Pazmany et al. (1999) applied the PD technique to

a high-resolution 95-GHz ground-based radar to study

the reflectivity and velocity structure in severe thun-

derstorms, while Kobayashi et al. (2002) proposed it for

FIG. 1. (top) Pulse patterns of orthopolarization diversity. The terms H and V denote po-

larimetries in the H and V directions, respectively; while Thv and Tpri represent a pulse-pair

interval and a pair repetition interval, respectively. In this example, one vh and two hv pairs are

shown. (bottom) Schematic for the interlaced PP and PDPP mode. The Tint is the repetition

interval of the interlaced mode, typically Tint � Tpri.
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spaceborne applications in a nadir-looking configura-

tion and Kobayashi et al. (2003) studied the accuracy in

Doppler velocity estimates as a function of the pulse-

pair interval Thv. Their study is, however, limited to

moderate spectral widths only (i.e., sy 5 3.85m s21).

The implementation of a PD scheme in a spaceborne

Doppler radar includes several technological challenges

including more complex transmit scheme and receiver

signal processing. While these challenges can be over-

come, it is important to acknowledge that the success of

the PD scheme is based on our ability to limit the coupling

(cross talk) between the polarizations both at the hard-

ware level and while the wave propagates and scatters.

This paper will be mainly devoted to study this aspect.

a. Cross talk

The voltages measured in the two receiving channels

that correspond to scattering from range r at time t can

be written as

VV(r, t)5Vvv(r, t)1Vvh(r1Dr, t)1Ny(r, t) , (7)

VH(r, t)5Vhh(r, t)1Vhv(r2Dr, t)1Nh(r, t) , (8)

where Vij is the signal component of the voltage at the

output of the i-polarized receiver when j polarization

was transmitted, and Ny and Nh represent system noise

in the vertical and horizontal receiver channels, re-

spectively. In this paper we discuss linear polarization.

The signal components are a function of the target

scattering matrix corresponding to the range cell located

at a distance r from the radar at time t of the normalized

propagation distortion matrix (which accounts for differ-

ential attenuation and phase shift) and of the normalized

complex receiver/transmitter distortion matrix (Pazmany

et al. 1999). The second terms on the right-hand side of

Eqs. (7) and (8) represent cross talk between the receiving

channels originated from cells located at ranges r 6 Dr,
with Dr 5 cThv/2, which can affect Doppler velocity es-

timation by producing a blind zone (neatly explained

with a bounce diagram in Fig. 7 in Kobayashi et al. 2002)

that reduces the volume where velocity retrievals are

meaningful.

The LDR is the ratio between the energy back-

scattered in the polarization orthogonal to the incident

one and the energy backscattered in the same polari-

zation as the incident one. In general, the LDR value is

determined by the contributions of three types of prop-

agation cross talk between two orthogonal polarizations

and by the instrument internal sources of cross talk:

(i) Multiple scattering is a key source of depolarization

for spaceborne millimeter radars. This is well know

from lidar (e.g., Hu et al. 2001), but it has also been

demonstrated that for W-band radars (Battaglia

et al. 2007) where the LDR can reach values close

to 0dBwhen themultiple scattered signal dominates.

(ii) Depolarizing atmospheric targets: while spherical

particles do not depolarize radiation, nonspherical

particles tend to depolarize the radar signal. In

general irregular shape tend to enhance the LDR,

which generally depends on the hydrometeor mi-

crophysical characteristics [size, shape, orientation

relative to local vertical direction, phase (liquid, ice,

and mixed phase), and particle density (e.g., aggre-

gate or rimed)]. Airborne observations (see Fig. 6 in

Wolde and Vali 2001) for near-nadir angles typically

show:

d for ice crystal values up to 214 dB for plate–

stellar–dendrite (columnar) crystals;
d for melting particles values between 215 and

28 dB; and
d values lower than 222 dB for graupel, drizzle,

hexagonal–stellar plates, and dendrites.

(iii) Ground clutter tends to depolarize radiation, but

this problem is more acute when scanning config-

urations are considered and over certain land sur-

faces. Hereafter, a Kirchoff surface in the stationary

phase approximation will be considered (Ulaby

et al. 1986). Note that in this term we also include

bistatic and mirror image contributions (Liao et al.

1999).

(iv) Instrument cross talk introduced by different com-

ponents of the radar hardware (e.g., antenna and

orthomode transducer), which contribute to a re-

duction of the isolation between the two channels.

Radars designed for dual-polarization applications

typically aim for cross-polar isolation better than

220 dB with 230 dB being a reasonable target.

The LDR characteristics apply to both Ka andW bands.

b. Doppler moments estimators

The conventional PP technique (Doviak and Sirmans

1973) estimates the first two moments of the Doppler

spectrum from the autocorrelation function of the radar

signal measured both at time zero and at lag t 5 Tpri. In

a noncontiguous pair approach, the two pulses repre-

senting a pair are separated by an interval T1, while two

pairs are separated by a longer intervalT2 [i.e., similar to

the staggered PRT approach (Sachidananda and Zrni�c

2002) but calculating correlation only between the two

pulses of the ‘‘short pair’’]. However, the low limit of T1

is determined by the same range ambiguity constraints

that limit the choice of Tpri in the conventional PP. The

polarization diversity pulse-pair (PDPP) technique is
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basically a noncontiguous pair configuration where such

constraint on T1 is relieved by the fact that the two

pulses are transmitted on orthogonal polarizations. In

PDPP the autocorrelation function is replaced by the

cross-correlation function of the orthogonally polarized

signals at lag t 5 Thv, defined as (Doviak and Sirmans

1973; Pazmany et al. 1999)

R̂HV(r,Thv)5
1

M
�
M

i51

VH
* (r, ti)VV(r, ti 1Thv)

5 R̂HV(r, 0)e
j[2pf

D
(r)T

hv
1F

b
]22p2s2

f (r)T
2
hv , (9)

where fD is the mean Doppler shift, sf is the standard

deviation of the power spectrum, ti is the sample time of

the ith pair’s first sample, and the superscript * repre-

sents a complex conjugate. The term M represents M/2

independent vh pairs combined with M/2 independent

hv pairs (Fig. 1). The valueFb is a phase bias introduced

by the differential phase shift induced by the propaga-

tion of the H and V polarization pulses in the atmo-

sphere and by any difference in the transmission lines

between the two polarization channels in the radar.

Note that when inserting Eqs. (7) and (8) into Eq. (9) the

expectation of the estimated cross-correlation function

reduces to

R̂HV(r,Thv)5
1

M
�
M

i51

Vhh
* (r, ti)Vvv(r, ti 1Thv) , (10)

because onlyVhh(r) andVvv(r) are correlated. The terms

including cross-polarized signals are not correlated being

scattered from cells located at different ranges (r 6 Dr).
The cross-correlation function RVH(r, Thv) has a simi-

lar expression but with the phase bias Fb having the op-

posite sign. Thus, we can combine the two cross-correlation

functions to estimate the Doppler moments:

ŷD 5
l

4pt
arg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R̂HV(Thv)R̂VH(Thv)

q
, (11)

ŝD 5
l

2p
ffiffiffi
2

p
Thv

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log

�������
R̂HV(Thv)

R̂HV(0)

vuut . (12)

As shown in Pazmany et al. (1999) cross-polarization

interference, phase, and thermal noise do not bias the

phase of R̂HV. They therefore do not bias the estimated

mean velocity. Their contributions appear as additive

contributions to the noise background in most instances

well represented by white noise. In this case they cause

a reduction of the SNR that in a PP approach only causes

an increase in the standard deviation of the mean

Doppler velocity. While the cross-polarized terms [sec-

ond terms on the right side of Eqs. (7) and (8)] will often

appear in general as weaker images of the primary

(copolarized) return; since the two orthogonally polar-

ized pulses are not transmitted simultaneously, they can

also either appear as ghosts (in regions with no signifi-

cant copolar backscattering return) or add up to the

noise in portions of the profile where the copolar back-

scattering was generated by weaker clouds (see Fig. 2).

c. Interlaced mode

Receiver channel cross-talk–affected regions can be

identified when a polarization diversity mode is inter-

laced with the usual pulse-pair mode (bottom panel in

Fig. 1). The V (or H) mode allows measurement of the

cross-polar and the copolar reflectivity signals. This

immediately leads to the possibility of estimating the

LDR as the ratios of the two, which can be used to flag

MS-affected regions (Battaglia et al. 2007). The com-

parison between the copolar reflectivity and the re-

flectivities as derived from the VH and VV sequences

[Eqs. (7)–(8)] is useful for the identification of the ghosts

and for regions where Doppler estimates will de-

teriorate. The penalty paid by the introduction of this

interlaced mode is a reduction in the number of samples

used for Doppler velocity estimates. However, since

only reflectivities are sought after and the Doppler

analysis is accurate only at regions with high SNR, the

single-pulse mode can be inserted intermittently among

the main dual-polarization pulses with a repetition in-

terval Tint much larger than Tpri. This will only slightly

reduce the Doppler velocity accuracy.

Note that an interlaced concept was proposed by

Kobayashi et al. (2002) as well. However, in that case,

the polarization diversity pulses were inserted inter-

mittently among the main single-polarization pulses

with the explicit goal of providing a good unaliased es-

timate of the surface Doppler velocity in order to prop-

erly correct for antenna mispointing errors.

d. Accuracy of PDPP versus PP for convective
scenarios

Perturbation theory has been successfully used to es-

timate the uncertainty in Doppler velocity measure-

ments [i.e., to compute the function f in Eq. (6) using

a pulse-pair estimator if the pulse-pair interval is sig-

nificantly shorter than the coherency time, for SNR .
0 dB and for sufficient number of independent pulse-

pair samples M (Zrni�c 1977; Kobayashi et al. 2002,

2003)]. It will be shown that these conditions are satis-

fied in observations of convective cores with a space-

borne millimeter radar that employs a PDPP technique

when typical science requirements are met.
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Ground-based radar systems employ the PDPP tech-

nique in order to increase the Nyquist velocity and thus

mitigate velocity folding. However, this comes at the

expense of larger velocity magnitude uncertainty in

Doppler velocity estimates [because, with increasing

yNyq, the error in the correlation function phase mea-

surement maps into a larger velocity error; Pazmany

et al. (1999)]. In spaceborne Doppler Cloud Profiling

Radars (e.g., EarthCARE CPR; Kobayashi et al. 2002),

the main advantage of the PDPP technique is the higher

sampling of a fast decorrelating signal due to the motion

of the satellite. This effectively reduces the normalized

spectrum width (which can reach values of about 0.3 for

EarthCARE or a Ka systemwith the same antenna size)

and reduces the uncertainty in the Doppler velocity es-

timates. Thus, for millimeter spaceborne systems, the ap-

plication of a PDPP scheme is desirable for two reasons:

(i) the expected reduction in the normalized spectrum

width (by sampling faster an increasingly incoherent

medium due to the satellite motion and the finite

beamwidth); and

(ii) the extendedNyquist velocity, with the corresponding

reduction of yzN and of the Doppler velocity folding.

The impact of the first factor in the accuracy of

Doppler velocity estimates from spaceborne 94-GHz

radar system (specifics in Table 1) is shown in the top

panel of Fig. 3. Lines correspond to a moderate turbu-

lence scenario (i.e., a turbulence of 3.3m s21 resulting

in a spectral width sD 5 5m s21), while the shadowing

spans from little/no turbulence (i.e., a turbulence of

1.3m s21 resulting in a spectral width sD 5 4m s21) to

strong turbulence (i.e., a turbulence of 4.6m s21 result-

ing in a spectral width sD5 6m s21) scenarios. Since the

problem is invariant when considering the same nor-

malized velocities and spectral widths (Tanelli et al.

2008b), the same curves amplified by a factor of 2.7

(equal to the ratio of the Nyquist velocities at the Ka and

W bands) apply to the Ka system, whose specifics are in

Table 1, when considering spectral widths in the range

between 10.7 and 16.1m s21. However, while the broad-

ening due to the finite antenna beamwidth and platform

velocity scales with frequency, the turbulence contribu-

tion to the broadening does not scale with the frequency,

and therefore the Ka-band spectral widths for the

same turbulence assumptions are sD 5 10.4, 10.8, and

11.3m s21, respectively, for low, moderate, and strong

turbulence. Since 10.8 is 2.7 times 4, the corresponding

FIG. 2. Illustrating the formation of a ‘‘ghost’’ signal due to cross-talk interference. (left) TheV pulse produces both

a copolar (Vvv) and a cross-polar return (Vhv); the same is true for the H pulse. (right) The signal received in the V

channel (VV) is a combination of the copolar return of the V-pulse (Vvv) and the cross-polar return of the H pulse

(Vvh) according to Eq. (7). Similar for the H channel. This may result in reflectivity ghosts as pinpointed by the

arrows.

TABLE 1. Configuration for W- and Ka-band spaceborne Doppler systems.

Frequency

(GHz)

Altitude

(km)

Satellite

speed

(km s21) u3dB (8)
sVsat

(m s21)

Vertical

resolution

(m)

PRF

(kHz)

Single pulse

noise level (dBZ)

94 400 7.6 0.095 3.8 500 7 221.5

35 400 7.6 0.26 10.3 500 7 210
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normalized spectral width is the same as the low-

turbulence case for the W band, and one can use the

low-turbulence curve of the W-band configuration in

Fig. 3 for the Ka band in all turbulence conditions.

Therefore, the SNR and sN being equal, the W-band

configuration would provide more accurate Doppler

estimates than the Ka band. On the other hand, it is also

clear that 1) because of the reduced attenuation, the Ka

band will likely produce more observations at large

SNRs; and 2) because of the already largeDoppler fading

sVsat
(about 10ms21 for the given antenna; see Table 1),

turbulence will not significantly further broaden the

spectrum at Ka.

The performances of the single-polarization PP tech-

nique (dashed line and yellow shading) are strongly

dependent on the PRF and on sD because these pa-

rameters dictate the pulse-pair distance (ranging be-

tween 166 and 100ms for PRF from 6 to 10 kHz) and the

coherency time (ranging from 90 to 60ms for sD from 4

to 6m s21 at the W band and from 10.7 and 16.1m s21 at

Ka band), respectively. For the low-turbulence scenario

(sD 5 4m s21) the pulse-pair produces reasonably ac-

curate results but with a significant difference when

moving the PRF within the EarthCARE CPR range.

Instead, in strong turbulence even for PRF 5 10 kHz

values (which correspond to yNyq 5 8 and 21.4m s21 at

the W and Ka bands, respectively, and to rmax 5 15 km

thus precluded when observing deep tall convective

systems), the velocity accuracy is not achieving the tar-

get goal of 1m s21. On the other hand for the PD the

dependence on the PRF is only marginal, since in that

case such a parameter is affecting only the number of

samples; vice versa accuracies are strongly dependent on

Thv, as already noted by Kobayashi et al. (2002), but are

well below 1m s21 for Thv larger than 10ms and smaller

than 150ms for positive SNR and 1-km integration.

The bottom panel of Fig. 3 shows the dependence of

the PDPP Doppler accuracy as a function of the pulse-

pair interval Thv for different SNR values. As already

noted byKobayashi et al. (2002), the accuracy is affected

by two competitive effects: 1) the decrease in resolution

of the Doppler phase at small Thvs, and 2) the deter-

ioration in correlation at large Thvs. The former effect is

more important for lower SNRs, while the latter is more

important for higher SNRs and higher sDs (shorter co-

herency times). This is why the minimum point of each

curve shifts from high to lowThv values as the SNRs and/

or sDs increase.

As observed in Pazmany et al. (1999) there are dif-

ferent error sources in the measured phase: certainly

thermal and phase noise but also the interference be-

tween the orthogonally polarized signals resulting either

from hardware or from depolarization during propaga-

tion. The latter adds to thermal noise to decrease the

effective SNR and must be accounted for when esti-

mating the standard deviation of PDPP velocity es-

timates (see section 4 later on). With respect to phase

noise, a random phase noise of 18 is assumed in the

following simulation as a representative value of

many currently available systems, while 0.18 and 108

FIG. 3. Velocity accuracy for an EarthCARE CPR–like nadir-pointing configuration (specifics in Table 1) for different (left) PRFs and

for different (right)Thvs at PRF5 7 kHz. For the PDPP configuration,Tpri is set to be equal to 1/PRF. The integration length is assumed to

be 500m. Lines correspond to spectral widths equal to 5m s21 while the shadowing spans from little/no turbulence (sD5 4m s21) to strong

turbulence (sD5 6m s21) scenarios. The same curves with the y axis amplified by a factor of 2.7 apply to the Ka systemwhose specifics are

in Table 1 when considering spectral widths in the range between 10.7 and 16.1m s21.
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correspond to extremely good and mediocre values,

respectively.

From the previous discussion two preliminary con-

clusions can be drawn. First, the steepness of the curves

in the bottom panel of Fig. 3 at low Thvs orients toward

using Thv values above 5ms. Second, when targeting

convective clouds, Thv shorter than the extremely low

coherency time values achievable in high turbulent

media (60ms) must be employed. This seems to con-

strain the range of possible useful values for Thv into an

interval that will be further narrowed by our analysis.

4. Notional studies of 3D convective scenarios

Here, forward simulations of realistic 3D convective

profiles that account for several error sources associated

with Doppler velocity estimates are presented.

a. Simulation framework

The radar signal is simulated by an end-to-end space-

borne Doppler radar simulator which couples a forward

and a radar receiver model (Battaglia et al. 2011; Fig. 1).

The forward model includes a Monte Carlo module (the

Doppler Multiple Scattering simulator; Battaglia and

Tanelli 2011) that accounts for multiple scattering, po-

larized radiation (necessary for simulating PD configu-

rations) and interaction with a Kirchoff-type surface

(Battaglia et al. 2008). The forward unit computes the

cross and copolar reflectivities and the ideal (unfolded

and noiseless) radar Doppler spectra as measured by

a spaceborne radar flying over the 3D highly resolved

scene under study. The contributions to the observed

Doppler velocities from the satellite motion, the hydro-

meteor terminal velocity, and vertical air motion are

properly coupled with the viewing geometry and the

antenna pattern (Tanelli et al. 2002a). The forward

model outputs the ideal radar Doppler spectrum at the

H and V receiver channels using the contributions from

the copolar (correlated) and cross-polar (uncorrelated)

returns, SV and SH, at range r and flight time t:

SH(r, t)5Shh(r, t)
zfflfflfflffl}|fflfflfflffl{corr .

1Svh(r2Dr, t)
zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{unc .

, (13)

SV(r, t)5 Svv(r, t)|fflfflfflffl{zfflfflfflffl}
correlated

1 Shv(r1Dr, t)|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
uncorrelated

, (14)

where the notation is the same as the one used in Eqs. (7)

and (8). From the forward spectra, the radar receiver

model derives the signal fluctuations measured at the

radar antenna port [i.e., the I and Q (in phase and

quadrature) time series] according to Kollias et al.

(2013,manuscript submitted to J.Atmos.Oceanic Technol.)

by including signal fluctuation due to the Markovian

phase process and thermal noise (Zrni�c 1975).

An important aspect in the simulation is to maintain

the right correlations in the two I and Q time series for

the different components of the H and V signals. The

radar receiver model developed assuming that the radar

range resolution is smaller than Dr follows the steps il-

lustrated in Fig. 4:

(i) First, the Vcorr 5 Icorr 1 jQcorr time series corre-

sponding to the correlated spectrum [first term on

the right-hand side of Eqs. (13) and (14)] are

computed. The same random number sequence is

used to transform spectra into an I2Q time series

(Zrni�c 1975) to capture the fact that both compo-

nents of that signal are generated by the same

deterministic realization of the stochastic process

represented by the ideal spectra. The number of

I2Q samples is obtained by dividing the integra-

tion time (during which the given spectrum is

representative of the stationary process) by the

pulse-pair distance Thv. To account for random

phase noise, a phase randomly in the interval

[2 ~F : 1 ~F] is added to the I and Q phase. A value
~F5 18 is assumed (see previous discussion in

section 3d).

(ii) Then, two I andQ time series corresponding to the

uncorrelated components of the power signals are

computed. Such components include both the

second terms on the right-hand side of Eqs. (13)

and (14) and the noise powers for each channel.

Since all of them are not correlated, the two se-

quences for theH andV channels are generated with

different seeds.

(iii) Correlated and uncorrelated I andQ sequences are

summed up.

(iv) Finally, the I and Q time series (sampled at 1/Thv)

are properly undersampled (red points versus blue

points in Fig. 4) to simulate the sampling at

frequency PRF (see Fig. 1).

b. Case study

The methodology previously described has been ap-

plied to two nadir-pointing configurations for theW and

Ka bands with the same antenna size (see Table 1 for

simulation parameters) for a variety of 3D convective

scenes with 340-m horizontal resolution produced via

Weather Research and Forecasting model simulations

(Skamarock et al. 2007).

A case study of a spaceborne Doppler radar overpass

over a convective core is considered here. The single

scattering reflectivities and the mean Doppler velocity
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for a platform with no satellite motion (top panels of

Figs. 5, 6) epitomize two aspects. First, updrafts and

downdrafts are contiguous both vertically, as in the de-

velopment of thermals, and horizontally, as in the com-

mon presence of downdraft–updraft couplets, which

generate strong vertical and horizontal shears of the

vertical wind. Second, reflectivities and vertical veloci-

ties are not highly correlated: although large quantities

of hydrometeors are often associated with updrafts, they

are not exactly collocated with the updraft at scales that

resolve a convective core. These features contribute to

making dealiasing in convective clouds a highly chal-

lenging task especially if narrow Nyquist velocity

boundaries are used, as is the case for the EarthCARE

CPR. Experience gained from ground-based radar mea-

surements from wind profilers suggests that Nyquist ve-

locity values above 20ms21 are needed to dealias extreme

convective scenarios with strong shears (Tridon et al.

2013). This Nyquist velocity value requires pulse-pair

separations lower than 105 and 40ms at the Ka and W

bands, respectively.

The simulator outputs for radar reflectivities and

Doppler velocities (inclusive of the effects fromMS and

satellite velocity) are shown in Figs. 5, 7 and in Figs. 6, 8

for the Ka andWbands, respectively. Comparison of the

Ka- and W-band single scattering reflectivities (top left

panels in Figs. 5, 6) clearly indicates deeper penetration

from the top of the Ka-band radar in the convective

core. The Ka signal has good SNR within the whole

convective system; while the W band is strongly atten-

uated with Doppler profiling capabilities limited only

to the upper part of the cloud (consider the red SNR

contour lines). Single scattering Doppler velocities (top

right panels in Figs. 5, 6) look quite similar, with dif-

ferencesmainly driven by the different spatial resolution

(which favors more extreme velocities at the W band)

and by Mie effects [which favor larger magnitude of

velocities at the Ka band; Lhermitte (1990)].

The center left panels of Figs. 5, 6 show the noiseless

forward model reflectivities (no radar receiver model

involved); in regions with good SNR (i.e., .5 dB, red

lines contours in the center panels) such reflectivities are

neatly reproduced by the copolar MS reflectivities as

obtained by the radar receiver model with noise (as

detailed in the eighth column of Table 1) and PP pro-

cessing at PRF 5 7 kHz. Note that for our simulations

Zvv5Zhh since we are looking at azimuthally symmetric

media at nadir. On the other hand, the forward model V

FIG. 4. Schematic for the simulation of the I and Q time series for a polarization diversity Doppler system.
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FIG. 5. Case study of a convective core at the Ka band. (top left) Single scattering reflectivity. (top right) Mean Doppler velocity for a

platformwith no satellite motion. (middle) (left) Forward and (right) PP-estimated copolar reflectivities. The red lines mark values where

SNR 5 5 dB. Forward (bottom) (left) ZH and (right) ZV reflectivity. The black contour lines enclose the region that is ghost free (i.e.,

where G , 23 dB). The integration length is assumed to be 500m.
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FIG. 6. Case study of a convective core. As in Fig. 5, but for the 94-GHz system.
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andH channel reflectivities (bottom panels in Figs. 5, 6)

include the cross-talk terms [right term in the right hand

side of Eqs. (13) and (14)], which in the simulation are

generated by MS and by a ‘‘background’’ cross talk of

220 dB. Since the forward model only accounts for

spherical particles, this value roughly accounts for the

combination of atmospheric target depolarization (see

discussion in section 3) and antenna cross isolation and it

is used as a ballpark estimate. The effect of cross talk is

to produce ghost returns in correspondence to a vertical

shift equal66 km (Thv5 40ms) clearly visible at shorter

and longer ranges for theH andV channels, respectively

(cf. bottom panels with center left panels). At Ka the

surface return is clearly visible for the whole length of

the overpass and it represents a clear source of cross

talk, at least for part of it (consider the black contour

lines in the first 6 km).

The presence of strong attenuation, multiple scatter-

ing, and NUBF results in large discrepancies between

the SS Doppler velocities estimated directly by the nu-

merical model output, ignoring the sampling geometry

and satellite motion (top right panels of Figs. 5, 6), and

the simulated Doppler velocity (top left panels of Figs.

7, 8) even without the presence of noise and aliasing.

However, it is obvious that because of the larger foot-

print the Ka band is strongly affected by NUBF effects

that in regions of strong along-track reflectivity gradi-

ents, are driving the forward copolar Doppler velocities

far away from the values ideally observed by a standing

platform. This does certainly represent the biggest problem

FIG. 7. Doppler velocity for a convective core at the Ka band. (top) (left) Forward Doppler velocity and (right) coherency time.

(bottom) (left) PP-estimated and (right) PDPP-estimated Doppler velocity. The red, black, and white lines contour values where SNR5
5 dB, G 5 23 dB, and LDR 5 210 dB, respectively. The PRF is 7 kHz while the integration length is equal to 500m.
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and error source when considering observations of rel-

atively small-scale convective features at footprint sizes

comparable to the one assumed here for the Ka-band

configuration (i.e., 2 km). On the other hand, except for

regions close to cloud boundaries, the W-band signal

follows the periodicity of updrafts and downdrafts be-

cause its footprint of 700m is more adequate to resolve

the fine features of this convective cell.

Assuming that ranges affected by MS can be ade-

quately identified using LDRmeasurements (with LDR

values lower than 210 dB sufficient to maintain the

separation betweenMS and SSDoppler velocities below

1m s21) and that NUBF-induced velocity biases can be

removed using the along-track radar reflectivity gradient

(Tanelli et al. 2002a; Sy et al. 2013), then we will use the

forward copolarDoppler velocity (top left panel of Fig. 8)

as our benchmark. The bottom panels in Figs. 7, 8 depict

themeanDoppler velocity estimates for a standard pulse-

pair system with pulse distance equal to 143ms (i.e.,

PRF 5 7 kHz) and a PDPP with Thv 5 40ms and Tint 5
1.43ms (i.e., the single-polarization pulse is interlaced

everyninePDpairs).APRFvalue of 7kHz is ‘‘border line’’

for an adequate unambiguous range window (21.4km) but

is used in this example to stretch the pulse-pair system

potential to its very limit. As shown in top panel of Fig. 3,

the PDPP technique does not suffer much by a reduction

of the PRF, which is sometimes needed to properly profile

the whole height of the storm (e.g., for tropical convective

towers). While the PP estimates are strongly affected

by aliasing problems, especially at the W band (blurred

pixels in the bottom left panel of Fig. 8), caused by the low

Nyquist (yNyq 5 15 and 5.6ms21), the PDPP technique

(yNyq5 53.5 and 20ms21 for the specificThv) is capable of

recovering the Doppler velocity field quite well. Note also

FIG. 8. Doppler velocity for a convective core. As in Fig. 7, but for 94GHz.
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that the presence of the ghosts acts like a noise source with

consequent deterioration of the Doppler accuracy (e.g.,

blurred pixels below 5km for an along-track distance be-

tween 8 and 18km at the W band). It is important to note

that levels of MS contamination (consider the region be-

low the white lines in Figs. 7, 8) are quite similar at the two

different frequencies. This is due to theKa larger footprint:

in fact, as demonstrated in Battaglia et al. (2010) and

Kobayashi et al. (2007), the amount of multiple scattering

is proportional to the ratio between the footprint size and

the mean free scattering length. In this case, the W-band

shorter scattering length is compensated by a similar in-

crease in footprint size at the Ka band (note that is

not a general rule but true for this particular pair of con-

figurations of frequencies and beamwidths). As a result

the ghost-free region (consider the region between the

black lines in Figs. 7, 8) is similar at the two wavelengths.

Therefore, in this matched antenna configuration, the ad-

vantages in improved penetration offered by the Ka band

with respect to the W band are only maintained in the

region outside of the deep convective core. Inside the

convective core instead the Doppler information is con-

taminated by MS at approximately the same altitude as

in the W band, hence offering no additional view of the

updraft–downdraft strength.

The profile corresponding to 7.75 km is shown in Fig. 9

for the two frequencies. The ghosts introduced by MS

are clearly visible in the reflectivity profiles (top panels)

at both frequencies.Where the reflectivity of such ghosts

is significantly greater than the copolar reflectivity (e.g.,

heights above 13 and below 6.2 km at the W band), the

Doppler velocity estimates based on the PDPP are very

noisy (green lines erratically jumping within the Nyquist

interval between 620m s21 at the W band). On the

other hand, the PP technique (red line) is strongly af-

fected by aliasing, with consequent problems in the

identification of the downdraft in the upper part (e.g., at

W-band heights above 11 km) and the updraft in the

lower part (heights between 6 and 11 km). Conversely

the PDPP estimates (green) match fairly well the ex-

pectation (blue) in the region between 2 and 12.5 km at

Ka and between 6.5 and 13 km atW and with no aliasing

at all and overall good accuracies. This figure illustrates

the somewhat complementary nature of the limitations

and advantages of the W- and Ka-band observations: on

one hand, the Ka band does provide a few more kilo-

meters of precise Doppler estimates inside the core; on

the other hand, they are more affected by NUBF than

the W band. While indeed overall the information in

regards to the active part of the convection is visible in

these simulated data, it is evident that accurate design of

retrieval methods must include detection and correction

of all these effects.

c. Selection of optimal Thv

As discussed previously, the pulse-pair interval Thv is

a key parameter affecting:

(i) the Doppler velocity accuracy (see Fig. 3);

(ii) the shift of the uncorrelated ghosts (see Figs. 5, 6)

and therefore areas where Doppler estimates be-

come noisy; and

(iii) the Nyquist velocity yNyq.

The term Thv has to be optimally selected in order to

achieve good accuracy, to minimize aliasing, and to

cover as much of the convective area as possible.

The simulation framework allows the determination

of the regions that are ghost corrupted and assessment of

the PDPP accuracy as a function of different Thvs via

computing the standard deviation and the bias of the

pointwise error (relative to the forward model Doppler

velocities) of the PDPP Doppler velocity estimates. The

Thv does not impact that portion of the profile that is

affected by MS. It is therefore reasonable to compute

such error only in regions marginally contaminated by

MS. This is done by screening out regions severely af-

fected byMS, where Doppler is completely meaningless

(Battaglia and Tanelli 2011). Such regions can be easily

identified either by the criterion discussed in Battaglia

et al. (2011) or, if LDR measurements are available

(e.g., if the interlaced configuration is adopted), by the

condition LDR . 210 dB (A. Battaglia et al. 2013, un-

published manuscript). In portions of wet ice LDR can

reach values around210 dB, even in absence ofMS; this

would remove useful data, though it is well known that

such regions are characterized by strong scattering and

thus are likely to be affected by MS as well.

The use of an interlaced mode also allows the identi-

fication of the area contaminated by ghost signals. In

fact, if we define a ghost over copolar signal ratio as

G(r)[ 10 log10

�
ZH(r)2Zhh(r)1ZV(r)2Zvv(r)

0:5[Zhh(r)1Zvv(r)]

�
,

(15)

[where ZH, ZV, Zhh, and Zvv are the reflectivities cor-

responding to the spectra SH, SV, Shh, and Svv defined in

Eqs. (13) and (14), respectively] it is reasonable to as-

sume that areas with G , 23 dB are ‘‘ghost free.’’ The

error analyses can then be restricted, in first instance,

to the areas that are MS free (the onset of an MS-

contaminated region is marked by the white lines in the

bottom panels of Fig. 8) and, in second instance, to the

areas that are simultaneously MS and ghost free (e.g.,

the region between the upper white and black lines in
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the bottom left panels of Fig. 8). Figure 10 demonstrates

that the PDPP technique provides a remarkable im-

provement for both frequencies compared to the stan-

dard PP technique, even in the ideal situation of perfect

dealiasing (red lines versus green or blue lines). This

confirms our previous considerations in section 3. Ac-

curacy is significantly better at the W than at the Ka

band by roughly a factor of 2 (cf. right and left panels),

again in agreement with theoretical considerations.

When selecting areas with SNR . 5 dB, accuracies be-

low 0.7m s21 (1.2m s21) can be achieved at the W (Ka)

band in correspondence to Thv values in the range be-

tween 15 and 50mm (10 and 45mm). However, this

requires a proper identification of areas that are simul-

taneously MS and ghost free. The interlaced mode has

the advantage of making such identification possible.

Restricting the Doppler analysis to these regions has the

clear benefit of improving the Doppler velocity accuracy

at the price of further reducing the areas with Doppler

estimates. This is demonstrated in the panels of Fig. 11,

where the reduction in coverage is computed when dif-

ferent conditions are applied. As a reference, the value

of detected pixels at SNR 5 0 is assumed. For the en-

semble of simulations here considered and for the single

pulse noise level of Table 1, thanks to its better pene-

tration depth, the Ka radar provides roughly 30% more

coverage.

While theMS condition (blue lines) isThv independent,

the ghost-free condition depends on the selection of Thv.

At large Thvs ghost returns are widely spaced from co-

polar returns and the suppression of ghosts does not sig-

nificantly reduce the number of pixels; vice versa, at small

Thvs the presence of ghost returns is minimized. Vice

versa, intermediate values of Thv between 10 and 40ms

FIG. 9. (top) Reflectivity and (bottom) Doppler velocity profiles corresponding to the case depicted in Figs. 5 and 6 for the (left) Ka and

(right) W bands for an along-track distance equal to 7.75 km.
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(between 8 and 25ms) at the Ka (W) band, respectively

corresponding to a vertical shift of 61.5 and 66km,

maximize the overlapping effect, with a reduction of the

useful area for Doppler down to less than 70%. This

reasonably high percentage reflects the fact that for deep

convective systems the blind layers introduced by the

surface (Kobayashi et al. 2002) and by the large LDR

returns of the melting layer are seldom a problem for the

simple fact that surface returns are strongly (if not fully)

attenuated by the above atmospheric column while the

melting layer signature is simply not present. Both at the

Ka and at the W bands the MS-free condition is sub-

stantially reducing the region for Doppler analysis by

roughly 60% and 70%, respectively. Therefore, because

of the larger footprint size, MS effects do play a crucial

role at the Ka band as well. The 30% gain in coverage

associated with the better penetration capabilities is

partially lost because of MS contamination. Future

studies should quantify the error introduced by MS as

a function of the applied LDR threshold; this will allow

FIG. 10. Standard deviation of Doppler velocity errors for PP (with perfect dealiasing) and for PDPP technique for (left) Ka- and (right)

W-band radar. Hundreds of convective profiles have been considered. A PRF 5 7 kHz and an integration length of 500m has been

assumed. The dashed–dotted, continuous, and dashed lines correspond to regions with SNR . 0, 5, and 10 dB, respectively. A random

phase noise of 18 has been assumed. The cross and plus curves correspond to a random phase noise of 0.18 and 108, respectively.

FIG. 11. Reduction in coverage as a function of Thv when different conditions are applied to the simulation dataset profiles for (left) Ka-

and (right) W-band radars. Different conditions are applied. 1) Black lines: SNR thresholding (with SNR5 0, 5, and 10 corresponding to

dashed–dotted, continuous, and dashed lines). 2) Green lines: SNR thresholding plus ghost-free condition (G,23 dB). 3) Blue lines: SNR

thresholding plus MS-free condition (LDR,210 dB). 4) Red lines: SNR thresholding plus ghost-free condition plus MS-free condition.

As a reference, the value of detected pixels at SNR 5 0 is assumed.
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a possibly lowering of our selected threshold of 210 dB

in a way compatible with the science requirement when

considering the overall velocity error budget.

When both the conditions on MS and ghosts are ap-

plied, the effect is obviously of a further reduction in

Doppler area coverage. Again it is the Ka-band radar

that is paying the higher price. For instance, a system

employingThv5 20ms (which is the optimal choice from

the accuracy point of view for both frequencies) is op-

timized when the coverage is reduced by a factor 0.45

and 0.57 (compared to the SNR5 0 dB detection level).

This will almost perfectly compensate the advantage

produced by the lower levels of attenuation at 35GHz so

that the Ka will provide basically the same useful cov-

erage as the W-band system.

Finally, it is interesting to note that our results are not

very sensitive to random phase noise. There is no ap-

preciable difference between simulations performed

with ~F5 0:18 and 18, while only for Thv smaller than

20ms the Doppler accuracy with ~F5 108 is increasingly
worse with decreasing Thvs (cf. the blue plus symbol line

with the continuous one in the top panels of Fig. 10).

This is related to the fact that averaging over hundreds

of pulses (corresponding to a 500-m along-track dis-

tance) is enough to cancel out the random phase noise,

except at small Thvs, where small phase errors are

mapped into visible velocity errors.

5. Summary and conclusions

This study focuses on investigating the pros and cons

of a PD configuration when employed on spaceborne

millimeter radars observing deep convective cores. Such

systems are particularly challenging for three reasons:

1) the extreme velocities produced inside such cores do

require large Nyquist velocities (.20m s21) to properly

dealias the signal; 2) their vertical extent (with tropical

convection reaching up to 20 km) precludes the use of

large PRFs; and 3) the strong turbulence that tends to

significantly broaden the Doppler spectra and reduce

the radar coherency time. Though technologically more

challenging and costly, polarization diversity offers

a valid solution to overcome the classical range–Doppler

dilemma, which, de facto, precludes the possibility of

using millimeter spaceborne Doppler radars with an-

tenna sizes of the order of 2.5m for comprehensive

convective studies. The very short decorrelation times

that are characteristics of millimeter radar systems when

observing deep convection (down to 50–60ms) com-

bined with the PRF upper limitation imposed by the

depth of the troposphere makes the use of the single-

polarization method impractical. Because of the weak

coherence between successive pulses, staggered PRFs

also become quite challenging with the likely occurrence

of catastrophic errors (Torres et al. 2004).

The ambitious scientific requirement of 1m s21 accu-

racy at 500-m integration for reflectivities above215dBZ

are within reach for a W-band radar with a 2.5-m antenna

with optimal values of the pulse-pair interval between 20

and 30ms but only once MS and ghost-contaminated

regions are screened out. The PD technique is subject to

cross-talk interference, phase noise, and thermal noise.

All these effects are uncorrelated to the cloud signals;

thus, they do not bias the estimated mean velocity but

they do increase the standard deviation of the velocity

estimate. Since MS produces LDR values exceeding

210 dB, MS effects are a primary source of cross talk

in convective cores. It can be seriously detrimental for

millimeter radar Doppler velocity accuracy, and it may

appear, depending on Thv, as ghost reflectivity signals in

cloud-free areas. The identification of such areas is key

forDoppler accuracies and can be achieved by employing

an interlaced pulse-pair mode that measures the cross

and the copolar reflectivities. The elimination of MS- and

ghost-contaminated regions entails a reduction in cov-

erage (respect to the SNR 5 0 dB detection levels) of

the order of 60%.

Because of its limited penetration in deep convection,

a 94-GHz system with PD is ideal to characterize the

upper part of convective cores only. A full character-

ization of the lower part requires a second lower fre-

quency (Ku or Ka) as indeed is proposed in many

concepts [e.g., for the ESA Earth Explorer 8 Polar

PrecipitationMissions (Joe et al. 2010), for the ESA–ISS

Climate Dynamics Mission, and for the NASA Aerosol

Cloud andEcosystemmission (Durden et al. 2011)]. Our

study demonstrates that though capable of fully pene-

trating most of the deep convective systems, a PD Ka

radar with the same 2.5-m antenna size as the W-band

radar enables useful Doppler information only in a re-

gion comparable to the one covered by the W-band

system. This is because the increase in penetration is

compensated by a larger reduction (,50%) in coverage

caused by the elimination of MS- and ghost-contaminated

regions. In addition, the larger footprint causes stronger

NUBF effects—an additional source of uncertainties—

while larger Nyquist velocities tend to reduce the Doppler

accuracies. On the other hand, the larger Nyquist sig-

nificantly reduces the impact of aliasing and facilitates

both the aliasing correction and the NUBF correction

with approaches as the one described in Sy et al. (2013).

In summary, when focusing on deep convective cores,

the addition of a Ka channel with matched antenna size

to the W band resulting in a 2-km footprint provides

only small advantages whose impact and usefulness

should be carefully considered in light of the specific
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scientific goals targeted. The obvious countermeasure is

to increase the antenna size (at least in the along-track

direction) as already proposed for the ACE mission

Durden et al. (2011), with clear advantages both in terms

of MS and NUBF effect reduction and of Doppler ac-

curacy improvement (thanks to smaller Doppler spectral

widths). In such a way the benefits of a PD configuration

could be fully explored.

Our conclusions are applicable to deep convective

observations using spaceborne Doppler radars. In con-

vective scenarios the blind layers introduced by the

surface and by the large LDR returns of the melting

layer are rarely present. In particle sedimentation re-

gimes (e.g., stratiform precipitation and cirrus clouds),

due to the lack of strong dynamics and strong along-

track reflectivity gradients, a PP technique performs

well (Kollias et al. 2013, manuscript submitted to J. At-

mos. Oceanic Technol.). The intuitive advantages in

Doppler measurement of the Ka-band configuration

that are downsized in this paper for deep convection

remain mostly valid for scenarios such as shallow con-

vection and cumulus congestus (where NUBF remains

important, but MS is significantly reduced). Further-

more, while outside of the scope of this paper, one can

gather from the simulations presented in this paper

that also in deep convection the additional information

provided by the profile of reflectivity at the Ka band

significantly enhances our capability to characterize

the microphysics of a large portion of a convective core.

A complete characterization of the error budget of

millimeter spaceborne Doppler radars in deep convec-

tion, which accounts for NUBF, multiple scattering,

mispointing, aliasing, and Doppler moment estimate

errors is part of ongoing research. This study demon-

strates that PD represents a very promising methodol-

ogy capable of significantly reducing the last two sources

of error, a key step to achieving typical mission require-

ments for convection-oriented millimeter radar-based

spaceborne missions.
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