
24 April 2024

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Decomposition of Differential Games with Multiple Targets / Festa, A.; Vinter, R. B.. - In: JOURNAL OF OPTIMIZATION
THEORY AND APPLICATIONS. - ISSN 0022-3239. - 169:3(2016), pp. 848-875. [10.1007/s10957-016-0908-z]

Original

Decomposition of Differential Games with Multiple Targets

Publisher:

Published
DOI:10.1007/s10957-016-0908-z

Terms of use:

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2786304 since: 2020-02-14T13:57:27Z

Springer



Noname manuscript No.
(will be inserted by the editor)

Decomposition of Differential Games with Multiple
Targets

Adriano Festa · Richard B. Vinter

Received: date / Accepted: date

Abstract This paper provides a decomposition technique for the purpose
of simplifying the solution of certain zero-sum differential games. The games
considered terminate when the state reaches a target, which can be expressed
as the union of a collection of target subsets considered as ‘multiple targets’;
the decomposition consists in replacing the original target by each of the target
subsets. The value of the original game is then obtained as the lower envelope
of the values of the collection of games resulting from the decomposition, which
can be much easier to solve than the original game. Criteria are given for the
validity of the decomposition. The paper includes examples, illustrating the
application of the technique to pursuit/evasion games and to flow control.

Keywords Differential games · viscosity solutions · decomposition techniques.
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1 Introduction

We propose a decomposition technique for a two-player, zero-sum differential
game. In this game, the state evolves according to a differential equation,
which depends on the actions of the two players. The game terminates when
the state first enters a region called the target set. The pay-off, which involves
a discounted running cost that depends on the state and controls up to the
‘exit time’, can then be evaluated. The goals of the players are to maximize and
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minimize the pay-off, respectively. In some cases of interest, of which we give
examples, the technique leads to a significant simplification of the solution. As
usual, the value function is the value of the game, regarded as a function of the
initial time and state. In this paper, attention focuses on situations in which
the target can be represented as the union of a finite number of closed subset:
here, the two players have a choice, over which target subset to exit into. The
strategy behind the decomposition is to study separately the problem relative
to every subset of the target and recover the value function of the original
problem as the lower envelope of those sub-problems.

The idea of patching together solutions to HJI equations on subdomains
to construct a solution to the HJI equation on the full the domain satisfying
the relevant boundary conditions is implicit in earlier work, examples of which
appear in [1], and is implicit in numerical methods such as those described in
[2]. This paper proposes a systematic approach (‘decomposition of the upper
value function via the lower envelope operation’) for patching together different
solutions, in certain cases when the target is expressed as the union of target
subsets. We mention also that the results of this paper provide the theoretical
basis for the numerical technique of [3].

Overcoming the ‘curse of dimensionality’ is a major challenge in the so-
lution of differential games with a high state dimension. This paper provides
one approach. However we emphasize that ‘decomposition via target subsets’
depends on the game having a rather special structure. It is justified by the in-
teresting special cases to which it applies (several of which we analyse here). It
should not be regarded as a universal approach. Indeed the assumption that
the value function is continuous excludes many classical games such as the
Homicidal Chauffeur Problem, characterized by a free boundary between the
set of initial states from which the target can be reached, and its complement
on which the value is infinite. The term ‘decomposition’ is used in this paper
is interpreted specifically as ‘decomposition via target subsets’. ‘Decomposi-
tion’ is used in different senses in the differential games literature and optimal
control, broadly to describe procedures involving the solution of HJI equa-
tions on subdomains. See, for example, [4,2]. Some results of this paper were
announced, without proof, in [5].

Computational methods for differential games are a rather large theme of
research. We refer, for the simulations shown in this paper, to [6].

For the decomposition to be useful, the value functions associated with each
of the target subsets must be simpler to calculate than the value function for
the full target. After a theoretical presentation of the main elements behind the
technique (Section 3 and 4) we provide examples from pursuit/evasion games
(Section 5) and also from flow control (Section 6), to illustrate two mechanisms
for simplification. Firstly, in the pursuit evasion games here considered, each of
the decomposed games involves the interaction between just one pursuer and
one evader and, for this reason, has a lower state dimension than the original
game. Secondly, in the flow control example that follows, the simplification is
that each of the decomposed problems reduces to an optimal control problem,
which can be solved by analysis.
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2 Preliminaries

Throughout the paper we consider the differential games involving two players
(the a-player and the b-player) trying to minimize/maximize a payoff when
reaching a target set T . We shall denote by u(.) the value function of the
problem. Taken a collection {Tj}j=1,...,m of subset of T thus T = ∪mj=1Tj ,
we consider the family of m ‘reduced’ zero-sum differential games, which are
obtained by replacing the target set by one particular subset Tj . Denote the
value functions of the reduced games by uj(.), j = 1, . . . ,m. Of special interest
in this paper are cases in which the value functions uj(.), j = 1, . . . ,m, for
the target subsets are easier to calculate than the value function u(.) for the
full target T , and when u(.) can be constructed as the lower envelope of the
uj(.)’s, i.e., for each x,

u(x) = min{uj(x) : j = 1, . . . ,m}.

In these cases, the problem of determining the upper value function for the
given target can be ‘decomposed’ into a collection of simpler problems of de-
termining the value functions for the individual target subsets.

The motivation for seeking a decomposition of this nature is as follows.
Optimal control problems are special cases of differential games, in which the
control set for one player is a single point; there is then only one possible action
for this player, which can therefore be effectively ignored. For optimal control
problems, the decomposition is always valid, since replacing the target set by
one particular Tj amounts to a strengthening of the problem constraints, and
cannot therefore reduce the value. On the other hand, an optimal policy, for
the given initial state x, must result in the state trajectory exiting into Tk̄ for
some k̄. Then u(x) ≥ uk̄(x) ≥ minj uj(x), however. These inequalities validate
the decomposition.

When the presence of the a-player is restored and we are dealing with a true
differential game, decomposition is a much more complicated issue. There are
nontheless interesting cases when the decomposition, based on consideration
of the target subsets, can still be achieved. The goal of this paper is to give
criteria for decomposition, and to illustrate their application.

We shall assume that the value functions involved are unique viscosity solu-
tions of the Hamilton Jacobi Isaacs (HJI) equation with appropriate boundary
conditions. This means that checking the validity of the decomposition reduces
to answering the question: when is the lower envelope of a family of viscosity
solutions to a particular HJI equation also a viscosity solution? In Section
2 we give two criteria ((E) and (C)) under which the answer is affirmative.
(E) is more general, but (C) is often easier to verify directly. (C) is satisfied,
in particular, when F (x, u, .) is convex. This is a well-known fact: the vis-
cosity solution property is preserved under the operation of taking the lower
envelopes, for convex Hamiltonians. Note that, for optimal control problems
F (x, u, .) is always convex, so this fact is consistent with the earlier observa-
tion that, for optimal control problems, regarded as special cases of differential
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games, the decomposition is possible. However (C) is weaker than ‘full’ con-
vexity of F (x, u, .), because it requires us to check, for each x ∈ Rn\T , the
convexity inequality only w.r.t. gradient vectors of the minimizing uj(.)’s at
x. In the examples we consider, this (restricted sense) convexity condition is
satisfied while full convexity fails.

3 Problem Formulation

The state trajectory associated with open loop policies a(.) and b(.) (‘open
loop policies’ are defined below), for a specified initial state x0, is given by the
(absolutely continuous) solution of the differential equation

ẋ(t) = f(x(t), a(t), b(t)), a.e., x(0) = x0 .

Here, f(., ., .) : Rn ×Rma ×Rmb → Rn is a given function. Open loop policies
a(.) and b(.) of the two players take values in specified sets A ⊂ Rma and
B ⊂ Rmb , respectively. We write the solution x(t;x0, a(.), b(.)). It is assumed
that hypotheses are imposed on the data, ensuring that a solution exists and
it is unique. We also specify a closed set T ⊂ Rn called the ‘target’. The first
entry time τ for x(t;x0, a(.), b(.)) (into T ) is

τ := sup{t : x(t′;x0, a(.), b(.)) /∈ T for all t′ ∈ [0, t[} .

Let A and B be the spaces of open loop policies for the a-player and b-player
respectively, namely

A := {a(.) : [0,∞[→ Rma : a(.) meas. and a(t) ∈ A a.e. },
B := {b(.) : [0,∞[→ Rmb : b(.) meas. and b(t) ∈ B a.e. } .

For a(.) ∈ A and b(.) ∈ B the pay-off is

J(x0, a(.), b(.)) =

∫ τ

0

e−λt l(x(t; 0, x0, a(.), b(.)), a(t), b(t))dt ,

in which l(., ., .) : Rn × Rma × Rmb → R (the payoff integrand) is a given
function and λ ≥ 0 (the discount factor) is a given number. Here, τ is the first
entry time for x(t;x0, a(.), b(.)).

Following Elliot-Kalton [7], we interpret the ‘closed loop’ policies for the
a-player and b-player, respectively, as

Φ := {φ : B → A : φ is non-anticipative},
Ψ := {ψ : A → B : ψ is non-anticipative} .

Here, ‘φ(.) is non-anticipative’ in the first relation means: ‘for any t′ ≥ 0, and
b1(.), b2(.) ∈ B,

b1(t) = b2(t) a.e. t ∈ [0, t′] =⇒ φ(b1(.))(t) = φ(b2(.))(t) for a.e. t ∈ [0, t′] ’.
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‘ψ(.) is non-anticipative’ in the second defining relation is analogously defined.
Using these interpretations, we define the upper and lower values u∗(x) and
u∗(x) of the game, for a given starting point x ∈ Rn, to be

u∗(x) = sup
φ∈Φ

inf
b∈B

J(x(.;x, φ(b(.)), b(.)),

u∗(x) = inf
ψ∈Ψ

sup
a∈A

J(x(.;x, a(.), ψ(a(.))).

If u∗(.) = u∗(.), then we call this function the value function and write it u(.).
Define the real valued function F (., ., .) with domain in Rn × R× Rn

F (x, u, p) := λu+ inf
a∈A

sup
b∈B
{−p · f(x, a, b)− l(x, a, b)} ,

There is an extensive literature providing precise conditions on the data, tar-
get, etc., which includes the Isaac’s condition

inf
a∈A

sup
b∈B
{−p · f(x, a, b)− l(x, a, b)} = sup

b∈B
inf
a∈A
{−p · f(x, a, b)− l(x, a, b)} ,

(1)
under which the value function u(.) exists and can be characterized as the
unique continuous viscosity solution of the HJI (Hamilton Jacobi Isaacs) equa-
tion: {

F (x, u,Du) = 0 for x ∈ Rn\T ,
u(x) = 0 for x ∈ T ,

in which Du(x) denotes ‘gradient of u(.) at x’, and when maximizing closed
loop policies for the a-player can be obtained from knowledge of u(.). See
[8–10] for expository material on these topics, and [11] for numerical aspects.

Now suppose that the target T can be represented as the union of a finite
number of closed sets Tj , j = 1, . . . ,m:

T = ∪mj=1Tj .

We define uj(.), j = 1, . . . ,m to be the value function that results when the
target T is replaced by the subset Tj , for j = 1, . . . ,m. We shall examine cases
in which the value functions uj(.), j = 1, . . . ,m, for the target subsets are
easier to calculate than the value function u(.) for the full target T , and when
u(.) can constructed as the lower envelope of the uj(.)’s, thus:

u(x) = min{uj(x) : j = 1, . . . ,m}. (2)

4 Properties of the Lower Envelope of a Family of Viscosity
Solutions

Take a function F (., ., .) : Rn×R×Rn → R and consider the partial differential
equation

F (x, u(x), Du(x)) = 0 . (3)
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Definition 1 Take an open subset Ω ⊂ Rn and a function u(.) : Ω → R.
Then, u(.) is a continuous viscosity subsolution of (3) on Ω iff it is continuous
and, for each x ∈ Ω,

F (x, u(x), p) ≤ 0, ∀p ∈ D+u(x) .

u(.) is a continuous viscosity supersolution of (3) on Ω iff it is continuous and,
for each x ∈ Ω,

F (x, u(x), p) ≥ 0, ∀p ∈ D−u(x).

u(.) is a continuous viscosity solution of (3) on Ω iff it is both a continuous
subsolution and supersolution of (3) on Ω.

Here, D+u(x) and D−u(x) denote, respectively, the Fréchet superdifferential
and subdifferential of the continuous function u(.), defined on an open subset
of Rn containing the point x:

D+u(x) :=

{
p ∈ Rn : lim sup

y→x

u(y)− u(x)− p · (y − x)

|x− y|
≤ 0

}
,

D−u(x ) :=

{
p ∈ Rn : lim inf

y→x

u(y)− u(x)− p · (y − x)

|x− y|
≥ 0

}
.

(For the analysis of this paper it is helpful to employ a definition of continuous
viscosity solutions in terms of one-sided Fréchet differentials, which is equiva-
lent to the standard definition in terms of gradients of smooth majorizing and
minoring functions [12].)

The following proposition gives conditions under which the lower envelope
of a collection of continuous viscosity solutions of (3) is also a continuous
viscosity solution, expressed in terms of the limiting superdifferential ∂L(x) of
the continuous function u(.) at x:

∂Lu(x) := {p : ∃ sequences pi → p and xi → x s.t. pi ∈ D+u(xi) for each i} .

Proposition 1 Take a collection of closed sets Tj ⊂ Rn, j = 1, . . . ,m. For
each j, let uj(.) be a scalar valued function with domain Rn\Tj. Define

I(x) := {j ∈ {1, . . . ,m} : uj(x) = min
j′

uj′(x)} for each x ∈ Rn\ ∪mj=1 Tj

and Σ = {x ∈ Rn\ ∪mj=1 Tj : Cardinality{I(x)} > 1}.
Take ū(.) : Rn\ ∪mj=1 Tj → R to be the lower envelope

ū(x) = min
j
{uj(x)} .

Consider the following hypotheses:

E) : for any x ∈ Σ, any set of vectors {pj : j ∈ I(x)} such that pj ∈ ∂Luj(x)
for each j ∈ I(x), and any convex combination {λj : j ∈ I(x)},

F (x, ū(x),
∑
j∈I(x)

λjpj) ≤ 0 .
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C) : for any x ∈ Σ, any set of vectors {pj : j ∈ I(x)} such that pj ∈ ∂Luj(x)
for each j ∈ I(x), and any convex combination {λj : j ∈ I(x)},

F (x, ū(x),
∑
j∈I(x)

λjpj) ≤
∑
j∈I(x)

λjF (x, ū(x), pj) .

We have:

a): Suppose that, for each j, uj(.) is a continuous viscosity supersolution of
(3) on Rn\Tj. Then, ū(.) is a continuous viscosity supersolution of (3) on
Rn\ ∪mj=1 Tj.

b): Suppose that, for each j, uj(.) is a continuous viscosity subsolution of (3)
on Rn\Tj. Suppose also that F (., ., .) is continuous and, for each x ∈ Σ
and j ∈ I(x), uj(.) is Lipschitz continuous on a neighbourhood of x.
We have:
i): (E) =⇒ ū(.) is a continuous viscosity subsolution of (3) on Rn\∪mj=1 Tj.

ii): If, additionally, we assume that for each x ∈ Σ and j ∈ I(x), uj(.) is C1

on a neighbourhood of x, then ū(.) is a continuous viscosity subsolution
of (3) on Rn\ ∪mj=1 Tj =⇒ (E).

iii): (C) =⇒ (E).

Remark 1 We observe the following.

1): The proof of the proposition is based on well-known estimates for one-
sided differentials to lower envelope functions, in terms of the one-sided
differentials to the constituent functions (the ‘Max Rule’). Such estimates
are studied in depth in [13].

2): The proposition treats separately (in parts (a) and (b)) the preservation of
the supersolution and subsolution properties of viscosity solutions under
the operation of taking the lower envelope, because much weaker hypothe-
ses need be imposed in connection with supersolutions.

3): Assertions b(i) and b(iii) provide two sufficient conditions for the lower
envelope of a family of continuous viscosity subsolutions also to be a con-
tinuous viscosity subsolution when F (, ., ., .) is continuous, and the uj ’s are
Lipschitz continuous near Σ, namely (E) and (C). (C) is a more restrictive
hypothesis, but it is useful because, as illustrated in the following examples,
it can be easier to verify directly.

4): Assertion b(ii) suggests that the sufficient condition in b(i) is close to opti-
mal since, when the uj(.)’s are C1 near Σ, condition (E) is actually neces-
sary for the lower envelope to be a continuous viscosity subsolution of (3).
This necessary condition will be used to reject a candidate for the upper
value function in an example below.

5): The proposition is an analytical tool for decomposing a differential game
(associated with the value function ū(.)) into a collection of simpler prob-
lems. The critical hypothesis in this proposition is (E) (or (C)). (C) is
automatically satisfied when F (x, u, .) is convex. This special case of the
proposition is well-known [12]. However (C) imposes a convexity type con-
dition on F (x, u, .), only with respect to selected vectors in its domain. In
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some cases, examples of which given below, the restricted sense convexity
hypothesis is satisfied, but the full convexity hypothesis is violated.

Proof of Proposition 1 (a): Suppose that uj(.) is a continuous viscosity super-
solution of (3) on Rn\Tj for each j. Take any x ∈ Rn\∪mj=1 Tj and p ∈ D−ū(x).
Then,

ū(x′)− ū(x) ≥ p · (x′ − x)− o(|x′ − x|) ,

for all x′ ∈ Rn\(∪mj=1 Tj), lying in some neighbourhood of x.
(Here, o(.) : R+ → R+ is some function such that lims↓0 o(s)/s→ 0.)
Choose any j ∈ I(x). We know that uj(x) = ū(x) and uj(x

′) ≥ ū(x′) . It
follows that, for all x′ ∈ Rn\(∪mj=1 Tj),

uj(x
′)− uj(x) ≥ p · (x′ − x)− o(|x′ − x|) .

Then p ∈ D−uj(x) and, since uj(.) is a continuous viscosity supersolution, we
have F (x, uj(x), p) ≥ 0. It follows that F (x, ū(x), p) ≥ 0. Since ū(.) is contin-
uous, we have established that ū(.) is a continuous viscosity supersolution of
(3) on Rn\(∪mj=1 Tj).

(b)(i): Suppose that uj(.) is a continuous viscosity subsolution of (3) on
Rn\Tj for each j. Take any x ∈ Rn\(∪mj=1 Tj) and p ∈ D+ū(x). We must show
that

F (x, ū(x), p) ≤ 0 . (4)

Suppose first that x /∈ Σ, i.e., I(x) contains a single index value j. Then, since
the ui(.)’s are continuous, ū(x′) = uj(x

′) for all x′ in some neighbourhood of
x. It follows that p ∈ D+uj and so F (x, uj(x), p)(= F (x, ū(x), p)) ≤ 0. We
have confirmed (4) in this case.

It may be assumed then that x ∈ Σ. Now, uj(.) is Lipschitz continuous on
a neighbourhood of x for each j ∈ I(x). Since p ∈ D+ū(x), it is certainly the
case that p ∈ ∂Lū(x). Using that ū(x′) coincides with min{uj(x′) : j ∈ I(x′)}
for x′ in some neighbourhood of x, we deduce from the Max Rule for limiting
subdifferentials of Lipschitz continuous functions (see, e.g., [14, Thm. 5.5.2])
applied to −ū(.) the following representation for p:

p =
∑
j∈I(x)

λjpj ,

for some convex combination {λj : j ∈ I(x)} and vectors pj ∈ ∂Luj(x),
j ∈ I(x). Then, by hypothesis (E),

F (x, ū(x), p) = F (x, ū(x),
∑
j∈I(x)

λjpj) ≤ 0 .

We have confirmed (4) and so (b)(i) is true.
(b)(ii): Take any x ∈ Σ. Suppose that the uj ’s are continuously differen-

tiable on a neighbourhood of x and that ū(.) is a viscosity solution. Take any
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convex combination {λi} on I(x). Then, for all x′ in some neighbourhood of
x,

ū(x′)−ū(x) ≤
∑
i∈I(x)

λi(ui(x
′)−ui(x)) ≤

∑
i∈I(x)

λiDui(x)·(x′−x)+o(|x′−x|) .

This last inequality tells us that
∑
i∈I(x) λiDui(x) is a member of the Frećhet

superdifferential of ū(.) at x. Then, since ū(.) is a viscosity subsolution,

F (x, ū(x),
∑
j∈I(x)

λjpj) ≤ 0 .

We have confirmed that (E) is true.
(b)(iii): Take any convex combination {λj} on I(x) and for j ∈ I(x) vectors

pj ∈ ∂Lui(x). It follows from the definition of the limiting superdifferential
that, for each j, there exist sequences xij → x and pij → pj such that we have

pij ∈ D+ui(x
i
j) for i = 1, 2, . . . Then, for each j ∈ I(x),

F (xij , uj(x
i
j), p

i
j) ≤ 0, i = 1, 2, . . . ,

since the uj(.)’s are viscosity subsolutions. It follows that∑
j∈I(x)

λjF (xij , u
j(xij), p

i
j) ≤ 0, i = 1, 2, . . .

Noting the continuity of F (., , ., ) and also the uj(.)’s, we may pass to the limit
as i→∞ to obtain ∑

j∈I(x)

λjF (x, uj(x), pj) ≤ 0 .

Assume (C). Then,

F (x, ū(x),
∑
j∈I(x)

λjpj) ≤
∑
j∈I(x)

λjF (x, uj , pj) ≤ 0 ,

which is (E). ut

5 Pursuit Evasion Games

Pursuer/evader games are examples of the game posed in the Introduction.
There is an extensive literature on such games, going back to Rufus Isaacs’
work in the 1960’s, and his monograph [1] contains many examples. Expository
material is to be found in [15,10]. We note also [16–18,17,19,20]. However,
none of these references systematically address decompositions of the game,
each element of which is generated by a target subset. Pursuer/evader games
is an application area for the methods proposed in this paper; they provide
exemplar problems, both where decomposition is possible, and where it is not.
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We consider zero sum differential games which terminate when one of the
pursuers is sufficiently close to one of the evaders, where ‘closeness’ is under-
stood in the sense of a specified target. The pay-off is the time until the target
is attained. We analyse a number of examples, involving different numbers of
pursuers and evaders, and different targets.

The a-player is the collection of m1 evaders, labelled 1, . . . ,m1, and the
b-player the collection of m2 pursuers, labelled m1 + 1, . . . ,m1 + m2. The
states of individual pursuers and evaders x1, . . . , xm1 and xm+1 . . . , xm1+m2

are governed by the equations

dx1

dt
= f1(x1, a1) , . . . ,

dxm1

dt
= fm1(xm1 , am1) ,

dxm1+1

dt
= fm1+1(xm1+1, b1), . . . ,

dxm1+m2

dt
= fm1+m2

(xm1+m2
, bm2

) .

The variables a1, . . . , am1 and b1, . . . , , bm2 are interpreted as controls for the
evaders and the pursuers, respectively, which are subject to the constraints

ai ∈ Ai, i = 1, . . . ,m1, and bi ∈ Bi, i = 1, . . . ,m2 .

Here, fi(., .) : Rni × Rri → Rn, i = 1, . . . ,m1 + m2 are given functions, and
Ai ⊂ Rri , 1, . . . ,m1 and Bi ⊂ Rri+m1 , for i = 1, . . . ,m2, are given subsets.

We regard a1, . . . , am1
and b1, . . . , bm2

as block components of a single
evader control and pursuer control, respectively.
Take the state to be x = col {x1 . . . , xm1+m2

}. The open loop policy spaces
for evader and pursuer are

A := {meas. mappings ai : [0,∞[→ Rri , i = 1, . . . ,m1 :

ai(t) ∈ Ai a.e. for each i},
B := {meas. mappings bi : [0,∞[→ Rri+m1 , i = 1, . . . ,m2 :

bi(t) ∈ Bi a.e. for each i} .

Write Φ for the space of non-anticipative mappings φ : B → A. The target set
T is a given subset of Rn, where n := n1 + . . . , nm1+m2

.
The game fits the formulation of Section 1, with λ = 0 and l(., ., .) = 1,

and is summarized as:

(P ′)



maximize
φ∈Φ

minimize
{bi}∈B

∫ τ
0

1 dt ẋ1(t) = f1(x1(t), a1(t))
...
ẋm1+m2

(t) = fm1+m2
(xm1+m2

(t), bm2
(t)), a.e.

(a1(t), ..., am1
, b1(t), ..., bm2

(t)) ∈ A1 × ...×Am1
×B1 × ...×Bm2

, a.e.
in which (a1(.), . . . , am1(.)) = φ(b1(.), . . . , bm2(.))
and τ is first entry time into T

(x1(0), . . . , xm1+m2
(0)) = (x̄1, . . . , x̄m1+m2

)

for some given (x̄1, . . . , x̄m1+m2
) ∈ Rn1 × . . . × Rn(m1+m2) . Here, T is a given

closed subset of Rn × . . .× Rn. The HJI equation is

F (x1, . . . , xm1+m2
, Dx1

u, . . . ,Dxm1+m2
u) = 0 , (5)
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in which

F (x1, . . . , xm1+m2 , p1, . . . , pm1+m2) = −
m1∑
i=1

Hi(xi, pi)+

m1+m2∑
i=m1+1

Hi(xi,−pi)−1.

Here, Hi(xi, pi) :=


sup

ai∈Ai

pi · f(xi, ai) for i = 1, . . .m1

sup
bi−m1

∈Bi−m1

pi · f(xi, bi−m1 ) for i = m1 + 1, . . .m1 +m2.

We observe that the Isaacs’ condition (1) is satisfied by this class of games.

5.1 A Single Pursuer/Multiple Evaders Game

Consider first a case of the pursuit/evasion game, written (P 1), in which we
have m1( =: m) > 1, m2 = 1 and n = 1 (a single pursuer/multiple evaders
game in 1D space). The states of the m evaders, labeled 1, . . . ,m and of the
one pursuer, labeled m+ 1, are interpreted as the positions of the evaders and
pursuer. The game terminates when the pursuer is first at a distance r from
one of the evaders, where r ≥ 0 is a given constant. Accordingly, we take

T = T1 ∪ . . . ∪ Tm ,

in which, for i = 1, . . . ,m, Ti := {(x1, . . . , xm+1) : |xm+1 − xi| ≤ r}.
The Hamilton-Jacobi-Isaacs equation is

F 1(x1, . . . , xm+1, Dx1
u, . . . ,Dxm+1

u) = 0 , (6)

in which

F 1(x1, . . . , xm+1, p1, . . . , pm+1) = −
m∑
i=1

Hi(xi, pi) + Hm+1(xm+1,−pm+1) − 1 ,

where

Hi(xi, pi) := sup
ai∈Ai

pi · f(xi, ai) , i = 1, . . .m,

Hm+1(xm+1,−pm+1) := sup
b1∈B1

(−pm+1) · f(xm+1, b1) .

Now take (P 1
i ) to be the modification of (P 1), when Ti replaces T , i = 1, . . . ,m.

Let us assume that, for each i, the value function ui(.) for (P 1
i ) is a contin-

uous viscosity solution of (5). The following proposition tells us that we can
construct a viscosity solution to (6) from the ui(.)’s, by taking the pointwise
infimum.

Proposition 2 Let ui(.) be the value function for (P 1
i ), for i = 1, . . .m. As-

sume
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a) : For i = 1, . . .m, ui(.) is a continuous viscosity solution of (5) on Rm+1\Ti.
b) : For any i, j ∈ {1, . . . ,m}, i 6= j, and (x1, . . . , xm+1) ∈ Rm+1\T such

that ui(x1, . . . , xm+1) = uj(x1, . . . , xm+1), ui(.) and uj(.) are Lipschitz
continuous on a neighbourhood of (x1, . . . , xm+1).

Then,

ū(x1, . . . , xm+1) := min{u1(x1, . . . xm+1), . . . , um+1(x1, . . . , xm+1)}

is a continuous viscosity solution of (5) on (R× . . .R)\T .

Remark 2 Suppose hypotheses are imposed, ensuring that (1): for each i, the
HJI equation for (P 1

i ) has a continuous viscosity solution on (Rn × . . .Rn)\Ti
with a continuous extension to Ti, on which set the solution vanishes, and
(2): the value function (P 1) is the unique continuous viscosity solution on
(Rn × . . .Rn)\T that has a continuous extension to Ti, on which set the so-
lution vanishes. The proposition tells us that, under these circumstances, the
value function u(.) for (P 1) can be calculated as the lower envelope of the con-
tinuous viscosity solutions for the (P 1

i )’s. (Note that, since all values functions
concerned are non-negative, and each ui(.) is assumed to have a continuous
extension to Ti, on which set it vanishes, the lower envelope has a continuous
extension to T , on which set it vanishes.)

Proof of Proposition 2 Note that, for any i, ui(x1, ..., xm+1) depends only
on the two variables (xi, xm+1). This is because the first entry time into Ti
only concerns the state trajectories associated the i’th evader and the pursuer
(labelled as m+ 1).

In view of the hypotheses imposed on the ui(.)’s, the fact that ū(.) is
a viscosity solution of (5) will follow from Proposition 1, if we can confirm
hypothesis (C) of this proposition. Take any z = (x1, . . . , xm+1) ∈ Rm+1\T ,
any index set I(z) (of cardinality l > 1) such that the values ui(z), i ∈ I(z),
coincide, and any convex combination {λi} from I(z). To simplify, assume
index values have been re-ordered so that I(z) = {1, . . . , , l}. Take also p̃i ∈ Rn,
i = 1, . . . , l such that

p̃i := (0, . . . , 0, pii, 0, . . . , 0, p
i
m+1) ∈ ∂Lui(z) . (7)

(The possibly non-zero components pii and pim+1 of p̃i appear at the i’th and
(m+ 1)’th locations. We must check that η(λ1, . . . , λl) ≥ 0, where

η(λ1, . . . , λl) :=

l∑
i=1

λiF (z, p̃i)− F (z,

l∑
i=1

λip̃i) .
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Noting the special structure (7) of the p̃i’s and the fact that Hi(xi, pi) = 0
when p1 = 0, for each i, we see that

η(λ1, . . . , λl) =

l∑
i=1

λi
(
Hm+1(xm+1,−pim+1)−Hi(xi, p

i
i)
)

−

(
Hm+1(xm+1,−

l∑
i=1

λip
i
m+1) −

l∑
i=1

Hi(xi, λip
i
i))

)
.

We achieve a further simplification from the fact that Hi(xi, .) is positively
homogeneous, so Hi(xi, λip

i
m+1) = λiH

i(xi, p
i
m+1). This gives

η(λ1, . . . , λl) =

l∑
i=1

λiH
m+1(xm+1,−p1

m+1) − Hm+1(xm+1,−
l∑
i=1

λi p
i
m+1) .

Then η(λ1, . . . , λl) is non-negative, because the term Hm+1(xm+1, .), defined
by (5), is convex. The proof is complete. ut

5.2 A Multiple Pursuers/Single Evader Game

Consider next a case of the pursuit/evasion game, written (P 2), in which we
have m1 = 1, m2(=: m) ≥ 1 and n = 2 (single pursuer/multiple evaders). The
dynamic behavior of each player is modelled as a thrust acting on a mass, in 1D
space, with saturating damping. The state equations, governing the position
and velocity of each player, are taken to be, for i = 2, . . . ,m+ 1,[

ẋ1
1

ẋ1
2

]
=

[
x1

2

−d1(xi2) + a1

]
and

[
ẋi1
ẋi2

]
=

[
xi2

−di(xi2) + bi−1

]
.

Here, di(.) : R→ R, i = 1, . . . ,m+ 1 are given functions satisfying

|di(y)− di(y′)| ≤ kd|y − y′|, di(y) ≤ cd, (8)

for all y, y′ ∈ R and i = 1, . . . ,m + 1 for some constants kd > 0 and cd > 0.
The controls of the players are constrained by positive constants α, β1, . . . , βm,
i.e.

|a| ≤ α and |bi| ≤ βi for i = 1, . . . ,m .

We assume that
βi > α+ 2× cd for i=1,. . . , m. (9)

The game terminates when one of the pursuers overtakes the evader. Thus, we
take the target to be

T = T1 ∪ . . . ∪ Tm ,

in which, for i = 1, . . . ,m,

Ti := {(x1 = (x1
1, x

1
2), . . . , xm+1 = (xm+1

1 , xm+1
2 ) : xi1 ≥ x1

1} .
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The HJI equation is

F 2(x1, . . . , xm+1, Dx1u, . . . ,Dxm+1u) = 0 , (10)

in which

F 2(x1, . . . , xm+1, p1, . . . , pm+1) =(
m+1∑
i=1

(
−pi1xi2 − pi2d(xi2)

))
− α× |p1

2|+
m+1∑
i=2

(βi × |pi2|)− 1 .

Let (P 2
i ) to be the modification of (P 2), when the target Ti replaces T for

i = 2, . . . ,m+ 1.

Proposition 3 Let ui(.) be the value function for (P 2
i ), for i = 2, . . .m + 1.

Assume

(a): For i = 2, . . .m + 1, ui(.) is a continuous viscosity solution of (5) on
(R2)m+1\Ti.

(b): For any i, j ∈ {2, . . . ,m+1}, i 6= j, and (x1, . . . , xm+1) ∈ (R2)m+1\T such
that
ui(x

1, . . . , xm+1) = uj(x
1, . . . , xm+1), ui(.) and uj(.) are Lipschitz contin-

uous on a neighbourhood of (x1, . . . , xm+1).

Then,

ū(x1, . . . , xm+1) := min{u1(x1, . . . xm+1), . . . , um+1(x1, . . . , x
m+1)}

is a continuous viscosity solution of (10) on (R2)m+1\T .

Remark 3 When, for each i, the HJI equation for (P 2
i ) has a continuous viscos-

ity solution ui(.) on (R2)m+1\Ti (with a continuous extension to the boundary,
on which it vanishes) and the value function u(.) for (P 2) is the unique con-
tinuous viscosity solution on (R2)m+1\T (with boundary values as above), the
proposition provides a representation of the upper value function for (P 2) can
be obtained, as the pointwise infimum of the ui(.)’s.

Proof Note that, for i = 2, . . . ,m + 1, ui(x
1, . . . , xm+1) depends only on

the two variables (x1, xi), since the first entry time into Ti only concerns
the state trajectories associated with the i’th pursuer and the evader. We
write ui(x

1, xi), suppressing irrelevant arguments in the notation. Note that
assumptions (8) and (9) (which tell us that all pursuers can accelerate at a
faster rate than the evader), ensure that ui(x

1, xi) is finite when x1
1 ≥ xi1.

The left side of the HJI equation F 2 = 0 can be decomposed as

F 2 = F 21 + F 22 − 1 ,

where F 21 and F 22, evaluated at ((x1
1, x

1
2), . . . , (xm+1

1 , xm+1
2 ), (p1

1, p
1
2), . . . ,

(pm+1
1 , pm+1

2 )), are:

F 21 = −
m+1∑
i=1

(pi1x
i
2 − pi2d(xi2)) ,
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and

F 22 = −α× |p1
2|+

m+1∑
i=2

βi × |pi2| .

We make the following assertions, whose verification is given at the end of
the proof:

Proposition 4 Let ā(.) be the open loop strategy ā(.) ≡ +1 for the evader,
and let a(.) be any other open loop strategy. Take initial states for the evader
z = (z1, z2) and z′ = (z′1, z

′
2) such that z′1 ≥ z1 and z′2 ≥ z2. Then,

x1
1(t; ā(.), z′) ≥ x1

1(t; a(.), z) for all t ≥ 0 , (11)

where t → (x1
1, x

1
2)(t; a(.), z) is the state trajectory for the evader, under the

open loop strategy a(.) and for initial state z.

(These assertions will imply positivity properties of critical components of the
limiting subgradients of the ui(.)’s (see (13) below), as required for application
of the decomposition criteria of Proposition 1, in this example.)

Fix i, and consider (P 2
i ). We deduce from the lemma that the optimal

closed loop strategy for the a-player (the evader) is φ̄(bi(.)) ≡ +1, for arbitrary
initial state (x1 = (x1

1, x
1
2), xi1 = (xi1, x

i
2)) such that x1

1 > xi1. Furthermore, if
the a−player applies this optimal strategy then, for any open loop strategy
bi(.), the effect of increasing the x1

2 component of the initial state is to increase
the first interception time. We conclude that

x1
2 → ui((x

1
1, x

1
2), (xi1, x

i
2)) is monotone increasing (12)

for arbitrary ((x1
1, (x

i
1, x

i
2)) ∈ R3 such that x1

1 > xi1.
Once again, we shall deduce that the lower envelope ū(.) of the ui’s is a

continuous viscosity solution (10) from Proposition 1, by verifying hypothesis
(C). Take any z = (x1, . . . , xm+1) ∈ (R2 × . . .R2)\T , any index set I(z) (of
cardinality l > 1) such that the values ui(z), i ∈ I(z) coincide, and any convex
combination {λi} from I(z). We may assume that index values have been
re-ordered so that I(z) = {2, . . . , , l + 1}. For i = 2, . . . , l + 1, take any

p̃i ∈ Rn ∈ ∂Lui(z).

In consequence of the fact that ui(x
1, . . . , xm+1) depends only on (x1, xi), we

can write

p̃i := ((pi,11 , pi,12 ), (0, 0), . . . , (0, 0), (pi1, p
i
2), (0, 0), . . . (0, 0)) ∈ ∂Lui(z) . (13)

The possibly non-zero components (pi,11 , pi,12 ) and (pi1, p
i
2) of p̃i appear at the

first and i’th locations. Note that, by (12),

pi,12 ≥ 0 for i = 2, . . . ,m+ 1 . (14)
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Fig. 1 Value function projected onto first two coordinates, in which case it coincides with
the value function of a one-pursuer/one evader game w.r.t. reduced coordinates (left) and
optimal trajectories for a two-pursuer/one evader game (first component over time). X
marks the point of capture (right).

Verification of hypothesis (C) requires us to show that η(λ2, . . . , λl+1) ≥ 0,
where

η(λ2, . . . , λl+1) :=

l+1∑
i=2

λiF
21(z, p̃i)− F 21(z,

l+1∑
i=2

λip̃i)

+

l+1∑
i=2

λiF
22(z, p̃i)− F 22(z,

l+1∑
i=2

λip̃i) .

Because F 21(z, .) is linear, we have

η(λ2, . . . , λl+1) :=

l+1∑
i=2

λiF
22(z, p̃i)− F 22(z,

l+2∑
i=2

λip̃i) = c1 + c2 ,

where

c1 :=

l+1∑
i=2

(
−αλi|pi,12 |+ α|λip1

2|
)

and c2 :=

l+1∑
i=2

λif
22(pi)− f22(z,

l+1∑
i=2

λip
i),

in which

f22(((p1
1, p

1
2), . . . , (pm+1

1 , pm+1
2 ) :=

m+1∑
i=2

βi × |pi2| .

We have that c1 = 0 since, by (14), the pi,12 ’s all have the same sign. Further-
more, c2 ≥ 0, by convexity of f22(.). We have confirmed η(λ2, . . . , λl+1) ≥ 0,
and the proof of the proposition is complete. ut

For the special case when m2 = 2, d(x) = x, α = 1 and β1 = β2 = 0.5,
(Figure 1, left) shows computations of the value function with respect to the
reduced coordinates (y1, y2) = (x1

1−x2
1, x

1
2−x2

2) (y1, y2) = (x1
1−x2

1, x
1
2−x2

2) in
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R2. Figure 1 (right) shows an example of the evolution of the positions of the
players over time, with respect to the original coordinates. Capture occurs at
the point marked X, when pursuer P1 overtakes the evader, despite starting
farther from the evader than pursuer P2.

Proof of Proposition 2 Consider first the case z = z′. Fix t > 0. We examine
the optimal control problem ofminimize −y1(t) subject to

(ẏ1(s), ẏ2(s)) = (y2(s),−d(y2(s)) + a(s)), a.e. s ∈ [0, t] ,
a(s) ∈ [−1,+1], a.e. s ∈ [0, t], (y1(0), y2(0)) = (z1, z2) .

(Note that the controlled differential equation, in this problem, is that gov-
erning the motion of the evader.) The data for the problem satisfy standard
hypotheses for the existence of a minimizer a∗(.) on [0, t], with corresponding
state trajectory y∗(.) (see, e.g., [14, Chap. 2]). We can establish, by means of a
simple contradiction argument, that the nonsmooth Maximum Principle (see
[14, Thm. 6.2.3]) applies in normal form. We deduce the existence of a costate
arc p(.) = (p1(.), p2(.)) such that p1(.) ≡ +1, and p2(.) satisfies the differential
equation and right endpoint boundary condition

−ṗ2(s) = +p1(s)− ξ(s) p2(s), for s ∈ [0, t] and p2(t) = 0 .

Here, ξi(.) is a Lipschitz continuous function satisfying ξ(s) ∈ co ∂L d1(y∗2(s))
a.e., in which ∂L d1 is the limiting subdifferential. The solution p2(.) is strictly
positive on [0, t[. From the ‘maximization of the Hamiltonian’

a∗(s) = arg max {p2(s)a : a ∈ [−1,+1]} = +1 ,

a∗(.) = ā(.) on [0, t]. We have shown that, for any t ≥ 0 and initial condition
z, a(.) = ā(.) maximizes y1(t). This confirms (11) when z′ = z.

We now show that (11) is true also when z′1 = z1 and z′2 > z′2. In view
of the preceding analysis, we can assume that a(.) = ā(.). Write (y1(.), y2(.))
and (y′1(.), y′2(.)) for the solutions to the state equation, for the initial states
z = (z1, z2) and z′ = (z′1, z

′
2), respectively. Take any time t̄ > 0. By assumption

ẏ′2(0) > ẏ2(0). So there are two cases to consider
(a): ẏ′2(t) > ẏ2(t) for all t ≥ 0. In this case, since y′1(0) − y1(0) > 0, we have,
as required,

y′1(t̄)− y1(t̄) = (y′1(0)− y1(0)) +

∫ t̄

0

(ẏ′2(t)− ẏ2(t))dt > 0 .

(b) There exists t′ ∈]0, t̄] s.t. ẏ′2(t) > ẏ2(t) for t ∈ [0, t′[ and ẏ′2(t′) = ẏ2(t′). In
this case we show as, in the previous case, that y′1(t′)− y1(t′) > 0. We deduce
from the uniqueness of solutions to the differential equation

ẏ2(t) = d(y2) + 1 ,
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on [t′, t̄], for fixed initial condition, that y′2(t) = y2(t) for t ∈ [t′, t̄]. Hence,
again, we arrive at the desired relation:

y′1(t̄)− y1(t̄) = (y′1(t′)− y1(t′)) +

∫ t̄

t′
(ẏ′2(t)− ẏ2(t))dt > 0 .

ut

5.3 A Pursuit/Evasion Game With No Decomposition

We now provide a simple example illustrating that, for a multiple pursuers/sin-
gle evader game, with target a union of target subsets, each associated with
the evader and just one of the pursuers, may fail to have a decomposition. In
this example, it is possible to derive formulae for the value functions involved,
and to test the conditions for decomposition directly.

We denote by (P 3) the special case of (P ) in which m1 = 1, m2 = 2 and
n = 1.

f1(x1, a) = a, f2(x2, b1) = b1 and f3(x3, b2) = b2 .

The controls actions of the players are constrained as follows:

a ∈ A := [−α,+α],

b1 ∈ B1 := [−1,+1] and b2 ∈ B2 := [−1,+1],

for some α ∈]0, 1[. We take the target to be

T = T2 ∪ T3, where

T2 = {(x1, x2, x3) : x1 = x2}, T3 = {(x1, x2, x3) : x1 = x3} .

(In this version of the game, two pursuers chase a single evader in 1D space.
The game terminates when either pursuer meets the evader.) Denote by (P 3

2 )
and (P 3

3 ) the modified games, in which the target T is replaced by the subsets
T2 and T3, respectively. The HJI equation is

F 3(Dx1
u,Dx2

u,Dx3
u) = 0 , (15)

in which F 3(p1, p2, p3) = |p2|+ |p3| − α|p1| − 1.
Optimal strategies for both games (P 3

2 ) and (P 3
3 ) are: the evader moves

away from the pursuer, and the pursuer moves towards the evader, as quickly
as possible. A simple calculation based on these observations yields upper
values for (P 3

2 ) and (P 3
3 ), namely:

u2(x1, x2, x3) = (1− α)−1|x2 − x1| ,
u3(x1, x2, x3) = (1− α)−1|x3 − x1| ,

for all x = (x1, x2, x3) ∈ R3. Define ū(.) : R3 → R to be

ū(x) := min{u1(x), u2(x)} for x ∈ R3 .
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Proposition 5 ū(.) is not a continuous viscosity solution for (15) on R3\T .

Since the upper value for (P 3) is a viscosity solution on R3\T , vanishing on
T , we may conclude that ū(.) is not the value function for (P 3).
Proof Take any z > 0 and let x̄ = (0, z,−z). Then, x̄ ∈ R3\(T2∪T3). Moreover,
u2(x̄) = u3(x̄), u2(.) and u3(.) are continuously differentiable at x̄. From the
formulae for the value functions we have

Du2(z̄) = (−(1− α)−1, (1− α)−1, 0), and

Du3(z̄) = ((1− α)−1, 0,−(1− α)−1) .

Then, for any λ ∈]0, 1[,

F 3(λDxu2(x̄) + (1− λ)Dxu3(x̄)) =
λ

(1− β)
+

1− λ
(1− β)

− β

(1− β)
(−λ+ (1− λ))− 1 =

2λβ

(1− β)
> 0 .

So condition (E) is violated. However, according to Proposition 1, (E) is a
necessary condition that the lower envelope ū(.) is a continuous viscosity sub-
solution. It follows that ū(.) cannot be a viscosity solution to (15). ut

The true value function u(.) for (P 3) is expressed in terms of the subset:

D = {(x1, x2, x3) ∈ R3 : sgn{x2 − x1} = −sgn{x3 − x1}

and
1− α
1 + α

|x3 − x1| < |x2 − x1| <
1 + α

1− α
|x3 − x1|} .

It is

u(x1, x2, x3) =


1

1−α min{|x2 − x1|, |x3 − x1|}
for (x1, x2, x3) ∈ R3\D

1
2 (|x2 − x1|+ |x3 − x1|)

for (x1, x2, x3) ∈ D .

We see that u(.) coincides with min{u1(x), u2(x)}, for x ∈ R3\D. We observe,
instead,

u(x) < min{u1(x), u2(x)}, for x ∈ D .

(The value function is constructed according to the heuristic: ‘each of the
pursuers always travels at maximum speed towards the evader. If both pursuers
are on the same side of the evader, the evader travels at maximum speed in
the opposite direction until the evader is hit. If, on the other hand, the evader
is between the two pursuers, the evader travels at maximum speed away from
the closest pursuer until the two pursuers are equidistant. The evader then
stops until the evader is reached by one of the pursuers’. A check is then
carried out that the value function is a continuous viscosity solution of (5),
has a continuous extension to T on which it vanishes, and which is therefore
the upper value of the game.)
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6 Flow Control

A surge tank is a buffering device, used to smooth the flow of a fluid between
two chemical reactors. Let x1 be the height of the fluid in the surge tank.
Then, x1 is related to inflow rate b and the outflow rate a according to

d2x1/dt
2 = b− a .

We treat b and a as a disturbance signal and a control signal, respectively. In
normalized units, the requirement that the surge tank must not overflow or
empty is captured by the constraint:

−1 ≤ x1 ≤ +1 .

There is also a constraint on the maximum outflow rate which, if excessive,
can give rise to turbulent flow/sediment displacement, which is disruptive for
the chemical processing:

−1 ≤ a ≤ +1 . (16)

The control design problem consists in finding a feedback control

a = χ(x1, ẋ1) ,

compatible with the constraint (16), which counters the tendency of the surge
tank to either empty or overflow.

For surge tanks systems, proportional + integral (PI) controllers can fail
to satisfy performance requirements, because control action is insufficiently
aggressive when the height almost violates the constraint (6) and a number
of non-classical controllers have been proposed, including a model predictive
controller [21], a variable structure controller [22], [23] and a games-theoretic
controller [24]. Following [24], we formulate the control design problem as an
example of the exit problem of the introduction, when the 2 dimension state
vector is xT = (x1, x2 := ẋ1) (the fluid volume and the rate of change of fluid
volume). The players’ actions are constrained by a ∈ Ω1 and b ∈ Ω1, where

Ω1 := [−1,+1] and Ω2 :=]−∞,+∞[

and the dynamic constraint is

ẋ = f(x, a, b), a.e.

in which f(x, a, b) = Hx+ g(−a+ b). Here, the matrix H and vector g are

H =

[
0 1
0 0

]
, g =

[
0
1

]
.

The ‘safe’ region of the state space R2 is [−1,+1]×R, which can be expressed
as the complement of the target:

T = T1 ∪ T2,
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where the two disjoint sets T1 and T2 are

T1 = [+1,+∞[×R and T2 = [−∞,−1)× R .

By choosing the payoff to be

J(x0, a(.), b(.)) =
1

2

∫ τ

0

b2(t)dt

in which, as before, τ is the first exit time into T , we can be sure that the
best closed loop policy for the a-player will maximize the minimum energy the
b−player must expend, to escape into T .

Now consider a decomposition of the value function u(.) for this exit prob-
lem, in terms of the value functions uj(.), j = 1, 2, for two modifications (P jx0

),
j = 1, 2, of the exit problem, which result when we replace T by Tj , j = 1, 2.

Consider (P 1
x0

). The target set is T = [+1,∞[ (‘the surge tank overflows’).
Here, the maximizing closed loop policy for the a-player is

a∗(.) ≡ +1

(i.e., the maximizing mapping φ∗(.) : A → B is φ(a(.))(t) = +1 for all the
choices of b(.) ∈ B). This is because, for any other closed loop policy for
the a−player, the exit time must be reduced for any open-loop policy by the
b−player, since the rate of outflow will be increased. Since the cost integrand
is non-negative, this means the exit payoff is decreased. Likewise, for problem
(P 2
x0

), the maximizing closed loop policy for the a−player is

a∗(.) := −1 .

Because the maximizing closed loop policies for the a-player are constant, the
exit problems (P 1

x0
) and (P 1

x0
) take the form of optimal control problems, in

which we take the dynamic constraints are ẋ = f̃1(x, b) = f(x,+1, b) and
ẋ = f̃2(x, b) = f(x,−1, b), respectively:

(P 1
x0

)


minimize 1

2

∫ τ
0
|v|2dt

over τ ≥ 0 and v ∈ L2[0, τ ];R) satisfying
ẋ = Hx+ b(−1 + v) a.e. t ∈ [0, τ ]
x(0) = x0, x(τ) ∈ {+1} ×R.

and

(P 2
x0

)


minimize 1

2

∫ τ
0
|v|2dt

over τ ≥ 0 and v ∈ L2[0, τ ];R) satisfying
ẋ = Hx+ b(+1 + v) a.e. t ∈ [0, τ ]
x(0) = x0, x(τ) ∈ {−1} ×R .

We call the minimum costs these two optimal control problems, regarded as
functions of the initial state, their value functions.

Solution of the Optimal Control Problems For each x ∈ x0 ∈ R2\Tj where
j = 1, 2, (P j , x0) has a minimizer, as may be deduced from standard criteria
for existence of minimizers (see, e.g., [14, Chap. 2]). Application of the free time
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Maximum Principle and analysis of the extremality conditions establishes that,
for j = 1, 2, and given initial state x0 ∈ R2\Tj , there is a unique extremal.
Since (P jx0

) has a minimizer, the extremal is this minimizer. Formulae can
then be derived for the minimizing control and the value function after a
change of coordinates. The change of coordinates involves the two mappings
η1 :]0,∞[×]0,∞[→ R2 and η2 :]0,∞[×]0,∞[→ R2:

η1(q, τ) = (1− 1

2
τ2 +

1

6
qτ3, τ − 1

2
qτ2) ,

η2(r, σ) = (−1 +
1

2
σ2 − 1

6
rσ3,−σ +

1

2
rσ2) .

and the subsets

D1 := {(x1, x2) ∈ R2\T1 : x1 < 1− 1

2
(x2 ∨ 0)2} ,

D2 := {(x1, x2) ∈ R2\T2 : x1 > −1 +
1

2
(x2 ∧ 0)2} .

Then, for some open sets Oj , j = 1, 2, ηj(.) is one-to-one on Oj and

ηj(Oj) = Dj .

It can be shown that the support set of uj(.), i.e., the subset of R2\T on which
uj(.) is strictly positive, is precisely Dj , for j = 1, 2. Furthermore, for any
initial state x ∈

(
R2\Tj

)
∩Dj , the value function is continuously differentiable

on a neighbourhood of x, and the value function, value function gradient, first
exit time and optimal control for problem (P 1

x ) are given by

u1(x) = 1
6q

2τ3

Du1(x) = (−q,−qτ)
first exit time = τ
b∗(t) = q(τ − t), for a.e. t ∈ [0, τ ]

 (17)

in which (q, τ) = (η1)−1(x), and

u2(x) = 1
6r

2σ3

Du2(x) = (r, rσ)
first exit time = σ
b∗(t) = −r(σ − t), for a.e. t ∈ [0, σ]

 , (18)

in which (r, σ) = (η2)−1(x).
It can be also shown that the set of points on which u1(.) and u2(.) coincide,

Σ := {(x1, x2) ∈ R2\T : u1(x) = u2(x)},

is a subset of the open set D1∩D2. Furthermore, for an arbitrary point x ∈ Σ,
u1(.) and u2(.) are continuously differentiable on a neighbourhood of x.

We now address the question of whether the value function of (Px0) can
be calculated as the lower envelope of the value functions u1(.) and u2(.)
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for the two control problems. It hinges on the question of whether the the
lower envelope is a viscosity equation of the Hamilton Jacobi equation. This is
because, as can be shown, the value function is the unique viscosity solution
that is continuous on the R2\T , and has a continuous extension to the ‘exit
boundary’ ({+1} × [0,+∞[) ∪ ({−1} × [−∞, 0[) on which it vanishes. Since
the lower envelope, also, has a continuous extension to the exit boundary, on
which it vanishes, the lower envelope must be the upper value for the game,
if the lower envelope is a viscosity solution.

In this example, the left side of the the HJI, F (x, u(x), Du(x)) = 0 takes
the form:

F (x, u, p) = p1x2 − |p2|+
1

2
|p2|2 − 1 . (19)

The Isaac’s condition (1) is satisfied. Note that F (x, u, .) fails to be convex
because of the presence of the −|p2| term in this formula. However the theory
of Section 2 yields:

Proposition 6 Let uj(.) be the value functions of the optimal control problems
(P jx0

) associated with the target sets Tj, j = 1, 2. Then the function

ū(x) := min{u1(x), u2(x)}

is a viscosity solution of the Hamilton Jacobi equation on R2\T , where F (., ., .)
is the function (19). ū(.) therefore coincides with the upper value u(.) on R2\T .

Proof Since F (., ., .) is continuous, it will follow from Proposition 1 that ū(.) is
a viscosity solution on R2\T if we can demonstrate that hypothesis (C) of the
proposition is satisfied. We now show this. Take any (x1, x2) ∈ Σ, the set on
which u1(.) and u2(.) coincide with ū(.). Both u1(.) and uj(.) are continuously
differentiable on a neighbourhood of x. So we must check the condition

F (x, ū(x), αp1 + (1− α)p2)) ≤ αF (x, ū(x), p1) + αF (x, ū(x), p2) ,

for p1 = Du1(x) and p2 = Du2(x).
We know from ((17)) and (18) that there exist a couple τ, q ∈]0,+∞[, and

σ, r ∈]0,+∞[ such that (τ, q) ∈ η1(x) and (σ, r) ∈ η2(x), and

τq = (σ/τ)
1
2 σr (20)

(1− 1

2
τq) = −(σ/τ)(1− 1

2
rσ) (21)

Du1(x) = τq and Du2(x) = σr . (22)

Condition (C) requires that

min{ξ(α) : α ∈ [0, 1]} ≥ 0,

where

ξ(α) := αF (x, ū,Du1(x)) + (1− α)F (x, ū,Du2(x))−
F (x, ū, αDu1(x) + (1− α)u2(x)).
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However, by (22), we have, for any α ∈ [0, 1],

ξ(α) = α(−τq +
1

2
(τq)2) + (1− α)(−σr +

1

2
(σr)2)

+ (−|ατq − (1− α)σr|+ 1

2
|ατq − (1− α)σr|2) .

Now define

ᾱ :=
σr

τq + σr
(∈ [0, 1]) .

We observe that the restrictions of ξ(.) to the intervals [0, ᾱ] and [ᾱ, 1] are
both concave functions. It follows that the minimum of ξ(.) must be achieved
at α = 0, 1 or ᾱ. If the minimum is achieved at 0 or at 1, then consequently
min{ξ(α) : α ∈ [0, 1]} = 0, which implies (6). It remains to consider the case
when the minimum is achieved at α = ᾱ. Since ατq − (1 − α)σr = 0 when
α = ᾱ we have

min{ξ(α) : α ∈ [0, 1]} = ξ(ᾱ)

=
σr

τq + σr
(−τq +

1

2
(τq)2) +

τq

τq + σr
(−σr +

1

2
(σr)2)

=
(τq)(σr)

τq + τq)(σr

(
(
1

2
τq − 1) +

1

2
σr

)
=

(τq)(σr)

τq + τq)(σr
(
1

2
τq − 1)(1− τ

σ
) .

(We have used (21) to derive the last line.)

However, by (21), either 1
2τq ≥ 1 and 1

2σr ≤ 1 or vice versa. If the first
alternative is true then, by (20), (τ/σ) ≤ 1, both terms present in the product
( 1

2τq− 1)(1− τ
σ ) are positive, and (6) follows from the preceeding relation. If,

on the other hand, the second alternative is true, then (σ/τ) ≤ 1 and both
terms in the product ( 1

2τq − 1)(1 − τ
σ ) are negative. We see that (6) follows,

once again, from the previous relation. Condition (C) is confirmed. ut

Fig. 2 shows the set Σ on which u1(.) and u2(.) coincide, and some trajec-
tories achieving the upper value of the game.

Remark 4 It was shown in [24], by means of a direct analysis making heavy use
of the specific structure of the flow control problem, that the upper value of
the flow control problem can be calculated as the lower envelope of the value
functions for the control problems (P 1

x0
) and (P 1

x0
). This analysis involved

checking monotonicity properties, ‘non-intersecting extremal’ properties and
special arguments to exclude pathological behavior on the set Σ, and was
very complicated. Here, we achieve the same results, but by means of a much
simpler analysis, which involves merely checking the validity of the restricted
convexity condition (C) in Proposition 1.
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Fig. 2 Optimal trajectories of the flow control problem and the set Σ, where u1(.) and
u2(.) coincide.

7 Perspectives

The distinguishing feature of many modern-day application areas of differen-
tial games, such as collision avoidance, air traffic control and nonlinear robust
control, is the high dimension of the state variable. For applications of this
nature, techniques are required to reduce the complexity of such games and
thereby rendering their solutions computable. The techniques presented in this
paper, applicable in situations where we can exploit special structure of the
target set, add to the library of available methods. It should be seen as part of
a broader program of research into complexity reduction for differential games.
This paper leaves open a number of questions. The theoretical core of this pa-
per are sets of criteria in zero sum games, which permit the construction of
the value function as the lower envelope of value functions for simpler differ-
ential games. These criteria can no doubt be replaced by less restrictive ones.
In particular, we might hope to relax the Lipschitz continuity conditions on
the constituent value functions, under which this representation is achievable.
A full characterization of the classes of differential games permitting ‘decom-
positon by target sub-sets’ is so far lacking. Finally, it would be desirable for
other possible areas of application to be explored, for example in mathematical
economics and operations research.
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8 Conclusions

In pursuit evasion games and in other zero-sum differential games which ter-
minate when the state reaches a target set, the target can often be described
as a union of sub-targets, each of which describes just one of possible mode of
termination. In this paper we have exploited this structure to decompose such
a game into a family of simpler games, each member of which involves a tar-
get subset, in place of the original target set. Decomposition via target subsets
is not a universal approach to reducing the complexity of zero-sum differen-
tial games. However, the examples presented in this paper, in pursuit/evasion
games and flow control in the presence of disturbances, illustrate the effective-
ness of this approach in some significant cases. The length of the paper arises
from a desire to demonstrate the usefulness of the proposed technique for a
range of applications.
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