
20 April 2024

POLITECNICO DI TORINO
Repository ISTITUZIONALE

Analysis of jacking forces during pipe jacking in granular materials using particle methods / Ji, X.; Ni, P.; Barla, M.. - In:
UNDERGROUND SPACE. - ISSN 2467-9674. - STAMPA. - 4:4(2019), pp. 277-288. [10.1016/j.undsp.2019.03.002]

Original

Analysis of jacking forces during pipe jacking in granular materials using particle methods

Publisher:

Published
DOI:10.1016/j.undsp.2019.03.002

Terms of use:

Publisher copyright

(Article begins on next page)

This article is made available under terms and conditions as specified in the  corresponding bibliographic description in
the repository

Availability:
This version is available at: 11583/2785954 since: 2020-01-28T13:11:10Z

Tongji University



Available online at www.sciencedirect.com
www.elsevier.com/locate/undsp

ScienceDirect

Underground Space 4 (2019) 277–288
Analysis of jacking forces during pipe jacking in granular
materials using particle methods

Xinbo Ji c, Pengpeng Ni a,b,⇑, Marco Barla d

aSchool of Civil Engineering, Sun Yat-sen University, Zhuhai 519082, China
bSchool of Civil and Environmental Engineering, Nanyang Technological University, Singapore 639798, Singapore

cThe Fifth Engineering Co., Ltd. of China, Tiesiju Civil Engineering Group, Jiujiang 332000, China
dDepartment of Structural, Geotechnical and Building Engineering, Politecnico di Torino, Turin, Italy

Received 6 March 2018; accepted 1 March 2019
Available online 27 March 2019
Abstract

Trenchless technology is often used in congested urban areas or river crossings to install underground pipelines to minimize distur-
bance to surface traffic or other activities. Pipe jacking is a typical technique applied to jack pipe segments between two working shafts.
However, the design of the jacking force is usually implemented using empirical methods. It should be emphasized that the jacking force
will change for each site, depending on the magnitude of overcut, lubricants, work stoppages, geology and misalignment. A particle
method is proposed to estimate the jacking force along the pipe. The microparameters are calibrated for sandy soils in Shenyang, so
that the macroscale material behavior can be reproduced using the particle model. Hence, the normal force around the pipe circumfer-
ence can be derived in the particle model, after which the interface friction coefficient is applied to evaluate the friction resistance mobi-
lized at the soil-pipe interface. A modified Protodyakonov’s arch model can be used to assess the magnitude of earth pressure acting on
the shield face. In the end, the combination of friction resistance and face pressure provides the jacking force. The efficacy of the pro-
posed particle method is demonstrated by comparing calculated jacking forces with those measured in the field for three types of jacking
machines in sandy soils under the Hun River, Shenyang.
� 2019 Tongji University and Tongji University Press. Production and hosting by Elsevier B.V. on behalf of Owner. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1 Introduction

Pipe jacking is a type of trenchless technology for instal-
ling underground infrastructure, such as sewers, pressur-
ized pipelines (oil, gas and water), and electricity and
communication lines (Najafi, 2005). A launch shaft is exca-
vated, allowing the setup of the jacking systems, including
the guide frame, the thrust wall and the main jacking sta-
tion. A receiving shaft is excavated as a target for the shield
machine, behind which pipe segments are pushed into
https://doi.org/10.1016/j.undsp.2019.03.002
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place. A pipe jacking project requires minimum ground
excavation and causes less disruption to surface traffic
and other human activities, which is an advantage for use
in congested urban areas compared to the conventional
open-and-cut method. In river crossings, traditional
approaches are hard to implement, whereas the pipe jack-
ing technique can be easily employed.

Pipe jacking has been used extensively in different geo-
logical formations worldwide. For example, Barla,
Camusso, and Aiassa (2006) presented a case study of jack-
ing a vitrified clay pipe with a diameter of 600 mm under a
main road with heavy traffic at Martina Franca, Italy. The
pipe jacking project passed through the Altamura limestone
and hosting by Elsevier B.V. on behalf of Owner.
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with local inclusions of micrite, with a great challenge in the
presence of a horizontal bedding plane. Cui, Xu, Shen, Yin,
and Horpibulsuk (2015) reported the field performance of
concrete pipes during jacking in cemented sand silt across
the Guan River in Xiangshui, China. Cheng, Ni, Shen,
and Huang (2017) summarized four cases of slurry pipe
jacking in the Shulin district sewer network in Taipei and
indicated that the jacking force could be influenced by over-
cut, lubricants, work stoppages, geology and misalignment.
The technique has also been used for challenging projects
such as a large-section long pedestrian underpass (width
of 7 m, height of 4.3 m, and jacking distance of 94.5 m) in
muddy silty clay in Nanjing, China (Zhang, Liu, & Qin,
2016), a curved pipe jacking roof (transition curve of 88 m
and circular curve of 167 m) for the Gongbei Tunnel in
Zhuhai, China (Zhang, Ma et al., 2016), and a large long
concrete pipe jacking project (3.5 m in diameter and 1
000 m in length) in sandy soils through the Hun River in
Shenyang, China (Ji et al., 2017).

Different methods have been proposed to evaluate the
jacking force, which is of essential importance for pipe
jacking projects as the estimation of project completion
time and costs are all correlated. Chapman and Ichioka
(1999) compiled a database containing 236 projects using
slurry shield machines, 113 projects using auger machines,
and 49 projects using push-in machines, based on which
three empirical methods were developed. Most present
empirical approaches do not distinguish the effects of face
pressure, shield friction, pipe friction and edge resistance.
For pipe jacking, earth pressures acting on the shield exca-
vation face were often calculated using different forms of
arching models (Ji, Ni, Barla, Zhao, & Mei, 2018; Zhang,
Zhang, Zhou, Dong, & Ma, 2016).

As pipe segments are jacked through different geological
formations with a significant variation in the pipe align-
ment, the calculation of friction mobilized at the soil-pipe
interface becomes critical in the estimation of the jacking
force. Milligan and Norris (1999) initially conducted a ser-
ies of interface tests to determine the conceptual models for
soil-pipe interaction, taking into account the effect of local-
ized ‘asperities’. The friction coefficient at the soil-pipe
interface is often assumed to be a fraction of the soil fric-
tion angle. Pellet-Beaucour and Kastner (2002) suggested
the use of a conservative range of interface friction over
the soil friction ratio between 1/2 and 1. The interface fric-
tion could also be affected by the shape of the cross section
of the pipe (Shimada, Khazaei, & Matsui, 2004). Barla
et al. (2006) used the product of the weight of the pipe
and the interface friction coefficient to evaluate the friction
force. However, the normal forces acting around the pipe
circumference should be calculated. The effect of a ‘wavy’
shaped pipe alignment on the interface friction should also
be considered, since the ‘wavy’ shaped pipe alignment will
increase the friction forces significantly (Broere, Faassen,
Arends, & van Tol, 2007; Milligan & Norris, 1999; Shou
& Jiang, 2010). The importance of introducing lubricants
to reduce the interface friction has been discussed and
demonstrated by researchers using numerical simulations
(Shou, Yen, & Liu, 2010) and laboratory experiments
(Namli & Guler, 2017; Reilly & Orr, 2017).

Numerical modeling can be used to evaluate the inter-
face friction by explicitly considering the normal forces act-
ing around the pipe circumference and the effect of pipe
misalignment. For example, Li, Emeriault, Kastner, and
Zhang (2009) analyzed the face stability of large slurry
shield-driven tunnels in a three-dimensional finite differ-
ence program. Yen and Shou (2015) conducted simulations
using a three-dimensional finite element software for the
estimation of the jacking force for a pipe jacking project.
However, these approaches cannot properly model the
interaction between soil particles and the pipe, and the cal-
culation is often very time-consuming. Alternatively,
researchers used the distinct element method to character-
ize the soil behavior, where the discontinuity in the rock
mass (Huang & Zhang, 2012), the cementation bonding
between soil particles (Barla & Camusso, 2013; Camusso
& Barla, 2009), the influence of tail gaps (Jiang & Yin,
2012), and the effect of soil conditioning (Jiang & Yin,
2014) can be simulated. Ji, Zhao et al. (2019) proposed a
method to estimate the jacking force for pipe jacking in
sandy soils, where the effects of face pressure, frictions
mobilized at the soil-pipe interface, and pipe alignment
were explicitly considered.

In this investigation, a distinct element model is pro-
posed to simulate the behavior of sandy soils in Shenyang,
China. The maximum and minimum values of porosity are
calculated using different packing methods for spherical
elements, representing the soil particles. The calibration
process of the numerical model is presented by comparing
simulated shear strengths with those measured in consoli-
dated drained triaxial tests, where the determination of
microparameters is explicitly explained. A parametric
study was conducted to investigate the influence of rate
of loading, confining stress, and specimen dimensions on
the stress strain curve of soil. In the end, a field case is given
to show how the distinct element model of Ji, Zhao et al.
(2019) can be used to calculate the jacking force for a pipe
jacking project in sandy soils.

2 Generation of the synthetic specimen

2.1 Properties of sandy soils

In Shenyang, China, the elevation of the northeast part
is higher than the elevation of the southwest part, with an
average of the ground surface at 45 m. The thickness of the
aquifer varies between 18 m and 30 m, below which a soil
layer mixed with silty clay and boulder clay can be
regarded as an impermeable layer. In the zone of the aqui-
fer, sandy soils are dominant, mixing with a small fraction
of silty clay. For pipe jacking, the burial depth is often
selected to be greater than 2.5 times the pipe diameter
(Najafi, 2005). Hence, for the most part, pipe segments
need to be jacked through sandy soils in Shenyang. Three
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typical sandy soils were taken from different sites in She-
nyang, as illustrated in Fig. 1. For each group, sieve anal-
ysis was conducted 10 times, and the average particle size
distribution curves are plotted in Fig. 2. Table 1 summa-
rizes all physical properties measured for these three sandy
soils.
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Fig. 2. Particle size distribution curves for sandy soils in the field and in
the numerical model.
2.2 Particle size distribution

In this investigation, the commercially available distinct
element code, PFC2D, is employed to simulate the macro-
scale material behavior using microscale components.
Spherical elements are used to represent a clump of several
soil particles. The micromechanical parameters need to be
calibrated, so that the assembly of clumps can reproduce
the macroscale mechanical response of sandy soils. The
interaction between clumps and the strength of the spheri-
cal element itself determines the behavior of the synthetic
material.

As an initial step, the particle size distribution of spher-
ical elements should be defined. As an interpretation of
Fig. 2, one can infer that the particle size distribution
curves spread widely for sandy soils at different sites. In
reality, soil particles cover a wide range from 0.01 mm to
100 mm. However, it is impractical to model the synthetic
material using the real particle sizes, which will result in
an enormous number of spherical elements and slow down
the analysis significantly. A unified particle size distribution
curve should, therefore, be defined to represent the behav-
ior of all sandy soils for ease of modeling. In this study, the
restrained particle size distributes from 5 mm to 20 mm, so
that the influence of extremely fine and coarse particles is
ignored. The mechanical response of granular material is
heavily dependent on its grain size distribution (Liu
et al., 2014; Yin, Hicher, Dano, & Jin, 2017; Yin, Huang,
& Hicher, 2016; Yin, Zhao, & Hicher, 2014). Although
the size for all particles is limited to a narrow range, caus-
ing different grain size distribution as illustrated in Fig. 2
compared to the reality, the proportion of particles in
different sizes is carefully controlled to reproduce the
grading-dependent macromechanical behavior for real
sands. Following the study of Camusso and Barla (2009),
the percentage of passing for a specific particle size can
be calculated in the range of 5–20 mm as follows:

P
0
x ¼ Px � P 5 � lg20� lgx

lg20� lg5
; ð1Þ
(a) (b) (c)

Fig. 1. Three types of sandy soils in Shenyang: (a) sand 1, (b) sand 2, and
(c) sand 3.
where Px represents the percentage of passing of the real
sandy soil, Px

0 corresponds to the modified percentage, x
shows the generic dimension of spherical elements.

The comparison between measured and modified parti-
cle size distribution curves is depicted in Fig. 2. The mod-
ified particle size distribution curve is then divided into 3
intervals with an equal width of 5 mm. The number of
spherical elements in each interval is defined as Ni by:

Ni ¼ V s;i

Aavg;i
; ð2Þ

where Vs,i denotes the volume, and Aavg,i is the average
area of spherical elements pertaining to the i-th interval.
Based on the modified particle size distribution curve, the
total volume of spherical elements Vs,i can be determined
from the specimen volume and the material porosity. The
average area Aavg,i can be evaluated by the following
expression:

Aavg;i ¼ p � r3max;i � r3min;i

3 rmax;i � rmin;ið Þ ; ð3Þ

in which rmax,i and rmin,i represent the maximum and min-
imum radii of the spherical elements in the i-th interval,
respectively.

2.3 Two-dimensional porosity

In this investigation, the mechanical behavior of a two-
dimensional synthetic material is simulated using particle
methods. The efficacy of the numerical model is assessed
by comparing the calculated soil shear strengths under
the plane strain biaxial compression conditions with the
soil shear strengths measured under the consolidated
drained triaxial compression conditions. Although the
shear strength under the plane strain conditions could be
slightly different from the shear strength obtained under
the triaxial compression conditions, the two-dimensional
model is calibrated for ease of analysis of the normal force
acting around the pipe circumference during pipe jacking.



Table 1
Physical properties of sandy soils.

Soil Water content (%) Specific gravity Dry density (g/cm3) Minimum dry density (g/cm3) Maximum dry density (g/cm3)

Sand 1 11.1 2.66 1.531 1.37 1.65
Sand 2 28.5 2.63 1.582 1.35 1.75
Sand 3 21.0 2.62 1.723 1.55 2.09
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Fig. 4. Minimum packing using pluviation methods: (a) illustration of
opening movement, and (b) measurement circles for density calculation.
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The two-dimensional porosity needs to be determined
by the synthetic material. In PFC2D, the porosity is calcu-
lated as the ratio between voids and the total area of a mea-
surement circle. Camusso and Barla (2009) stated that the
two-dimensional porosity could be lower than the corre-
sponding three-dimensional value. For an ideal case with
uniform spherical elements as shown in Fig. 3, the maxi-
mum and minimum densities can be achieved by packing
all elements in the hexagonal and cubic states, respectively,
and the corresponding minimum and maximum porosities
are nmin = 9.31% and nmax = 21.64%. The two-dimensional
porosity (n2D) can be correlated with the relative density
Dr, the minimum and maximum void ratios (i.e., emin,2D

and emax,2D) as follows:

e2D ¼ emax;2D � Drðemax;2D � emin;2DÞ; ð4Þ

n2D ¼ e2D
1þ e2D

: ð5Þ

The packing method for spherical elements will influ-
ence the calculated porosity, which is critical to reproduce
the macroscale material behavior using microscale compo-
nents. A pluviation technique is proposed as schematically
shown in Fig. 4 to produce the minimum packing state con-
forming to the ASTMD 4254 standard. The density of par-
ticle materials has long been estimated to increase with the
kinetic energy of dropped particles, which is also positively
correlated with the failing height. Hence, a low-density
state can be achieved using the air pluviation technique
when a small failing height is employed. The opening with
a size of 0.05 m is then assigned at a distance of 0.1 m from
the base. Once a layer of particles has fallen in position, the
opening moves vertically by 0.1 m. The opening follows a
S-shaped pattern starting from the left bottom corner.
After the desired height of the specimen is reached, three
(a) (b)

Fig. 3. Correlation of two-dimensional porosity with the compaction
condition of sands: (a) maximum density with n = 9.31%, and (b)
minimum density with n = 21.64%.
measurement circles with a radius of 0.25 m are used to
monitor the variation in density along the height. The
porosity (n) measured using the measurement circle method
in PFC2D can be computed by

n ¼ Avoid

Acircle
¼Acircle �Aball

Acircle
¼ 1� Aball

Acircle
; ð6Þ

Aball ¼
X
NP

ðAP � AoverlapÞ; ð7Þ

where Acircle is the area of the measurement circle, Avoid

shows the area of voids, and Aball denotes the area of
spherical elements. During the packing process of the
spherical elements, overlapping of particles could occur.
Therefore, the number of particles within a measurement
circle should be counted as Np, and the difference in the
area of particles with and without considering overlapping
(i.e., AP and Aoverlap) can then be evaluated to determine
the value of Aball.

The total volume of the specimen is defined as 0.5 m2,
and 500 spherical elements are allowed to fill the container
between three fixed walls (one bottom and two lateral
walls). The radius of particles is selected as 12.5 mm, and
the density is 2 g/cm3, which is on the upper bound of den-
sity for three sandy soils. At this stage, microparameters
have not been calibrated. A set of microparameters is used
to simulate the stiffness of particles (normal and tangential
stiffnesses of kn = ks = 108 N/m) and the interaction
between particles (friction coefficient of l = 1).

Following the ASTM D 4253 standard, sand samples
should be placed on a vibratory table to achieve the maxi-
mum packing state. Two separate approaches are proposed
in this investigation for spherical elements as presented in
Fig. 5: vibration only in the vertical direction, and vibra-
tion in both the horizontal and vertical directions. An
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overload of 14 kPa is applied to the boundaries of the spec-
imen, where a displacement-controlled vibration is excited
with a frequency of 60 Hz and an amplitude of 0.165 mm.
As vibration continues, all spherical elements will be com-
pacted to a denser state, and the maximum density is
dependent on the geometries of the particles. The loading
error is calculated by comparing the stress at the wall
and the applied stress. Vibration is terminated once the
loading error is less than a predefined criterion (i.e.,
0.05%). During the vibration stage, the friction coefficient
between particles is set to 0, and the stiffnesses of particles
are reduced by 1/10 to minimize the computational time.
Again, measurement circles with a radius of 0.3 m are used
to monitor the uniformity along the height. The size of the
specimen in maximum density tests is greater than the size
of the specimen in minimum density tests for ease of vibra-
tion control.
2.4 Evaluation of the numerical model for porosity

calculations

Different factors can influence the accuracy of porosity
calculations, and the results are shown in Fig. 6. One
parameter varies in the parametric study, and all other
parameters are kept constant as defined previously. For
the maximum porosity case, the impact of the friction coef-
ficient between particles (l), falling height and density of
particles (q) are systematically investigated. The interparti-
cle friction has a significant influence on the calculation of
two-dimensional porosity. When the l value increases from
0 (perfectly smooth) to 0.5, the porosity is doubled. How-
ever, when the interparticle friction exists, the variation
of l does not lead to a huge difference in the estimations
of porosity. When the opening is set at a lower height,
the porosity is expected to be higher, approaching the the-
oretical maximum porosity. For a higher failing height, the
kinetic energy is anticipated to be greater, resulting in a
state that is more densely compacted with a lower porosity.
The influence of the density of particles is insignificant,
probably because of the low value of the failing height used
in the analysis. For the minimum porosity case, the sensi-
tivity of porosity to the mode, amplitude (A) and frequency
of vibration is studied. The advantage of applying vibra-
tion in both the horizontal and vertical directions is appar-
ent compared to the vertical mode of vibration, since the
calculated porosity is closer to the theoretical minimum
value. When the amplitude of the vibration changes from
0.1 mm to 1 mm, the porosity decreases initially to the min-
imum value at A = 0.2 mm, after which the calculated
porosity becomes larger. The amplitude of the vibration
should be selected as A = 0.2 mm to obtain the optimal
maximum compaction. The influence of vibration fre-
quency is also investigated, and the results of porosity seem
to be smallest when the frequency varies between 60 Hz
and 90 Hz.

The number of particles in each interval can be calcu-
lated using Eqs. (2) and (3). Based on the parametric study,
the optimal performance of packing methods is determined
by using an opening size of 40 mm (i.e., 2 times the maxi-
mum particle size) and the biaxial vibration mode with
an amplitude of 0.2 mm and a frequency of 60 Hz for the
loosest and densest compacted conditions, respectively.
The comparison of porosity between theoretical and
numerical solutions is presented in Fig. 7. In the numerical
model, the average maximum and minimum values of
porosity are derived as 0.2 and 0.124, respectively. These
extreme limits of porosity are substituted into Eq. (5), from
which the maximum and minimum void ratio can be eval-
uated. Assuming that the relative density of typical sandy
soils in Shenyang is 70%, Eq. (4) can provide the two-
dimensional porosity (n2D) for use in Eq. (5), and the void
ratio for the modified particle size distribution is deter-
mined as 14.8%.
3 Biaxial compression tests

3.1 Calibration of microparameters

The synthetic specimen contains an assembly of
spherical elements following the modified particle size
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Table 2
Number of particles in different intervals for the modified particle size
distribution.

Interval of particle size (mm) 5–10 10–15 15–20

Number of particles 1 446 539 82
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distribution and the calculated porosity within smooth rigid
walls. During the generation process, particles may have
initial overlap, at which excessive particle velocity and stress
concentration could occur. Hence, the diameters of parti-
cles are increased gradually in 9 steps to reach their final
sizes to avoid particle overlap. All particles are generated
within boundaries, and the iteration is stopped until the
nonuniform stresses within particles are balanced for each
step. In addition, a measurement circle with a radius of
0.15 m is set at the center of the specimen. For each itera-
tion, the difference between calculated and theoretical
porosities should be less than 5% (i.e., n2D = 0.141–0.155).
Interested readers can find more details of the expansion
law for particle size in Camusso and Barla (2009).

The efficacy of the numerical model is evaluated by com-
paring calculated strength parameters under the biaxial
compression conditions with those measured in consoli-
dated drained triaxial compression tests. The soil specimen
in triaxial tests has dimensions of 0.3 m in diameter and
0.6 m in height. Therefore, the numerical model under
the plane strain conditions should have a width of 0.3 m
and a height of 0.6 m. All particles are divided into three
intervals, and the number of particles in each interval for
the modified particle size distribution is listed in Table 2.
The expansion law for particle size is summarized in
Table 3. In the end, a specimen is generated following the
modified particle size distribution with a porosity of 0.145.

All particles are rigid, with an initial elastic modulus of
Ec = 50 MPa. The stiffnesses between particles and the
interparticle friction coefficient are set as kn = ks = 108 N/
m and l = 1, respectively, during the consolidation stage.
Four smooth rigid walls are controlled to apply a confining
stress of rx = ry = 200 kPa to allow the specimen to fully
consolidate. The stresses within the specimen are measured
using measurement circles, and the consolidation stage is
terminated until the measured stresses are very close to
the applied confining pressure (i.e., error less than
0.05%). The loading rate could significantly influence the
results of the laboratory element tests for the soils. Ni,
Mei, Zhao, and Chen (2018) conducted plane strain tests
on reconstructed silty clay using a loading rate varying
between 0.001 92 mm/min and 4 mm /min. Ni (2016)



Table 3
Scale factor for radius of particles.

Step 1 2 3 4 5 6 7 8 9

Scale factor 2 1.49 1.26 1.13 1.07 1.03 1.01 1.005 1
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Fig. 8. Different loading patterns: (a) constant rate of loading, (b)
decreased rate of loading, (c) increased rate of loading, and (d) varying
rate of loading.
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performed consolidated drained triaxial compression tests
on Synthetic Olivine sand using at loading rate of 1 mm/
min. The current numerical simulation follows the triaxial
tests of Ji (2017) on sandy soils in Shenyang, where a load-
ing rate of 0.6 mm/min was applied on top of the specimen.

The shear strength measured in plane strain tests is well
known to differ slightly from the shear strength measured
in triaxial compression tests. During loading, the stiffnesses
between particles and the interparticle friction coefficient
are readjusted. The macroscale material behavior calcu-
lated from triaxial tests and biaxial simulations is com-
pared in Table 4. The internal friction angle is
determined by constructing Mohr circles at different con-
fining stresses. The deformation modulus measured at
50% of the peak shear strength is defined as E50. These
two macroscale material parameters measured in triaxial
tests can well be reproduced by biaxial numerical simula-
tions using microparameters of kn = ks = 2 � 108 N/m
and l = 2. The modeling strategy of reducing the particle
size in a narrow range rather than using the real particle
size distribution is demonstrated to be effective and is also
much less expensive computationally.
3.2 Parametric study

A parametric study is carried out to investigate how the
rate of loading, confining stress, and specimen dimensions
can affect the calculation of shear strength parameters.
Assuming that the target loading rate is 0.01 mm/s (i.e.,
0.6 mm/min), four loading patterns are defined as shown
in Fig. 8 and Table 5. For each loading pattern, the target
loading rate is reached after 10 000 steps of iteration. The
results of the stress strain curves at a confining stress of
200 kPa calculated for these four loading patterns are illus-
trated in Fig. 9. The peak shear strength is generally consis-
Table 4
Comparison of macroscale material behavior between triaxial tests and
biaxial simulations.

Test Confining
stress (kPa)

E50 (MPa) Friction
angle (�)

100 68.15 38.0
150 70.10 38.0

Triaxial tests 200 71.20 38.0
250 73.00 38.0
400 74.80 38.0

100 62.60 37.4
150 69.10 37.4

Biaxial simulations 200 70.00 37.4
250 72.00 37.4
400 76.00 37.4
tent for different cases. However, the loading rate can
change the brittleness of the specimen, where the strain cor-
responding to the peak strength varies with the loading
pattern. The case with constant rate of loading is suggested
for ease of implementation.

Figure 10 presents the influence of the confining stress
on the calculated stress strain curves. As expected, with
the increase of confining stress, the peak strength becomes
higher, and the strain corresponding to the peak strength is
larger. The whole stress strain curve moves upwards with
the confining stress. However, at high confining stress,
the phenomenon of strain softening becomes more
apparent.

The width (W) of the specimen is fixed at 0.3 m, and the
height (H) of the specimen varies from 0.3 m, 0.6 m to
1.2 m to represent three cases with different ratios of height
over width. The influence of the height over width ratio for
specimens on the stress strain curves is demonstrated in
Fig. 11. For a smaller height over width ratio of 1, the
stress strain curve presents the strain softening stage more
dramatically. When the height over width ratio varies
between 2 and 4, the stress strain curves do not show signif-
icant difference. In general, for a larger height over width
ratio, the specimen is less influenced by the loading platen
at both ends, and the strain at the peak strength decreases
because the constraints at both ends are less significant for
a more slender specimen, where free development of stress
along the specimen is allowed to decrease the peak strength
and the associated strain (Wang, Huang, Ni, Ranjith, &
Zhang, 2013). With the increase in the confining stress,



Table 5
Mathematical forms of four loading patterns.

Pattern Loading (mm/s) Rate of loading (mm2/s) Target (mm/s)

Constant V p1 ¼ Ad � ðnstep � tsÞ ap1 ¼ Ad � ts 0.01
Decreased V p2 ¼ Ac � ðnstep � tsÞ0:5 ap2 ¼ 0:5 � Ac � ts � ðnstep � tsÞ�0:5 0.01
Increased V p3 ¼ Ab � ðnstep � tsÞ2 ap3 ¼ 2 � Ab � ts � ðnstep � tsÞ 0.01

Varying V p4 ¼ Aa � ðnstep � ts � cos nstep;tot � ts
� ��1 � 2p� p

2

� �
=nstep � tsxaÞ ap4 ¼ Aa � ð1þ sin nstep;tot � ts

� ��1 � 2p � ts � p
2

� �
Þ 0.01

Note: Vp is the target loading, ts denotes the computational time for each iteration, Aa represents the amplitude of rate of loading, Ab, Ac and Ad are
constants, nstep is the total number of iterations during the whole loading process, and nstep,tot corresponds to the total number of iterations before reaching
the target loading, and xa ¼ nstep;tot � ts

� ��1 � 2p.
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the peak strength is increased, and the influence of the end
effect becomes less obvious.

The impact of specimen size is investigated using three
specimens with equal height and width at 0.3 m, 0.6 m,
and 0.9 m. Figure 12 shows the calculated stress strain
curves for three specimen sizes. When the height over width
ratio is fixed, the specimen size does not result in significant
difference in the calculated strength and the pattern of
stress strain curves. In general, a higher confining stress
corresponds to a larger peak strength, and the associated
strain also increases, consistent with the observations in
the uniaxial compression tests on rocks (Wang et al.,
2013) that the size effect is not apparent, but the behavior
of specimens is mostly affected by the end effect.
4 Calculation of jack force

4.1 Field case

The Wu’ai Electrical Power Tunnel was constructed to
cross the Hun River in Shenyang, China, where the trench-
less technology of pipe jacking is used to jack a 3.5 m diam-
eter reinforced concrete pipe through 1 000 m. The pipe
jacking project contains three phases. As illustrated in
Fig. 13, a hand shield machine is used first to jack the pipe
from the #2 shaft to the #3 shaft in a length of 170 m. The
#3 shaft serves as the receiving shaft for the hand shield
jacking but also acts as the launch shaft for the pipe jacking
to the #4 shaft on the other side of the Hun River. This sec-
ond phase jacking is implemented using an earth pressure
balance (EPB) machine. However, the second jacking pro-
ject fails after a 160 m drive, and more details about the
incident can be found in Ji et al. (2017). An alternative
route is therefore sought near the second phase of jacking,
where a slurry shield (SS) machine is used to jack the pipe
from the #5 launch shaft to the #4 receiving shaft in a
length of 830 m. The first phase of jacking is downslope,
with an angle of �1.42%. The second and third phases of
jacking follow a downslope angle of �1.42% initially, and
the slope changes to �0.3% after approximately 1/3 of
the jacking distance.

The reinforced concrete pipe segment is made to have an
inside diameter of 3.5 m, a wall thickness of 0.32 m, and a
length of 2.5 m. The pipe is buried at a depth of approxi-
mately 9 m. At the site, the typical sandy soil in Shenyang
is encountered, mixed with round gravel and silty clay.
More details about the project and the geological informa-
tion of the site can be found in Ji et al. (2017).
4.2 Distinct element modeling

The jacking force contains two primary components: the
earth pressure acting on the shield face and the friction
mobilized at the soil-pipe interface. In this investigation,
the earth pressure acting on the shield face is estimated
using the analytical method of Ji, Ni et al. (2019) based
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on the modified Protodyakonov’s arch model. The friction
between soil and pipe is calculated as the product of the
normal force acting around the pipe circumference and
the interface friction coefficient. A series of interface tests
has been conducted by Ji (2017) to assess the variations
of interface friction with the surrounding soil and slurry
lubricants. Ji, Zhao et al. (2019) presented a design table,
where the friction coefficient at the interface between differ-
ent pipe and soil materials can be interpreted. Hence, the
interface friction is not explicitly modeled in the distinct
element analysis, and the influence of interface friction is
considered to reduce the normal force acting on the pipe.

Following the study of Ji, Zhao et al. (2019), it is not
necessary to model the entire pipe jacking process in three
dimensions, which could be computationally expensive.
Instead, two-dimensional modeling under the plane strain
conditions was conducted. The normal force acting around
the pipe circumference is calculated section by section
along the jacking distance using the calibrated distinct ele-
ment model under the plane strain conditions. The soil
medium is modeled to have a width of more than 5 times
larger than the pipe diameter to eliminate the boundary
effects (Ni, Moore, & Take, 2018; Ni, Qin, & Yi, 2018).
The pipe is excavated to have a diameter of 3.5 m, and
an overcut of 50 mm is also implemented. The synthetic
material is generated following the modified particle size
distribution and the calculated porosity. All spherical ele-
ments are solid, but overlapping between particles is
allowed to model the deformability characteristics of geo-
materials. Clumps with 3 random spherical elements are
implemented to replace some particles, so that the effect
of particle angularity can be simulated. All microparame-
ters are defined as Ec = 50 MPa, kn = ks = 2 � 108 N/m
and l = 2.

The lining is assumed to have a unit weight of 25 kN/m3,
and a thickness of 0.1 m. Two types of lining models were
developed to simulate the interaction between the pipe and
the soil-slurry mixture. One approach is to simplify the lin-
ing using a single big particle as illustrated in Fig. 14(a)
with a diameter of 3.5 m. Since the size of the lining is
increased, the unit weight of the big particle is decreased
to 9 kN/m3 to reproduce the equivalent stress level.
Another technique is to simulate the lining with the exact
thickness using a layer of bonded small particles as pre-
sented in Fig. 14(b). Parameters for the parallel bond
model between lining particles are defined as: parallel bond
radius multiplier of 3, and both normal and shear strengths
of 1015 Pa/m. The two modeling strategies for lining can
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Fig. 13. Elevation view of the pipe jacking project of Wu’ai Electric Power Tunnel.
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produce similar results, and interested readers are directed
to Ji (2017) and Ji, Zhao et al. (2019) for more details.

Once the friction mobilized at the soil-pipe interface at
different section is obtained, the angular deviation influence
factor can be incorporated based on the variation of pipe
alignment. Ji, Zhao et al. (2019) presented a design table
for use to estimate the angular deviation influence factor,
which can reach up to 1.05 when the pipe misalignment
is 2�. More details of the distinct element method can be
found in Ji, Zhao et al. (2019).

4.3 Comparison between calculated and measured jacking

forces

The jacking forces as a function of jacking distance are
calculated using the proposed particle method for different
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phases of driving in Fig. 15, along with the field measure-
ments. Calculations are conducted for three types of inter-
face properties, including sandy soils alone, slurry alone,
and the sand-slurry mixture (defined by mass ratio of msand:
mslurry). Without implementation of slurry, one can expect
that the friction force at the soil-pipe interface becomes
higher, which represents an upper bound of frictional resis-
tance. If the slurry can float the pipe (no direct soil-pipe
contact), a lower bound of friction resistance can be
derived. For the soil-slurry mixture case, the pipe has par-
tial contact with the sandy soil, but the slurry lubricants
can reduce the friction resistance. The measured jacking
force falls within the calculated values between the upper
bound with sandy soils alone and the case with the sand-
slurry mixture.
Jacking distance (m)

Fig. 15. Comparison between measured and calculated jacking force: (a)
hand shield jacking from #2 shaft to #3 shaft, (b) earth pressure balance
(EPB) jacking from #3 shaft to #4 shaft, and (c) slurry shield (SS) jacking
from #5 shaft to #4 shaft.
5 Conclusions

Pipe jacking is a trenchless technology to install under-
ground pipelines with minimum disturbance to the ground
surface. Pipe segments are jacked through congested urban
areas or river crossings between two working shafts. At
present, the estimation of the jacking force is often con-
ducted by empirical methods. This use of empirical meth-
ods could lead to unnecessary overdesign of the jacking
force, which increases the overall costs for a pipe jacking
project significantly. In this investigation, a particle method
is proposed for the calculation of normal forces around the
pipe circumference. A set of microparameters is calibrated
to reproduce the macroscale material behavior by compar-
ing numerical calculations under the biaxial conditions
with experimental measurements in consolidated drained
triaxial compression tests. The normal forces can be multi-
plied by the interface friction coefficient to determine the
frictional resistance mobilized at the soil-pipe interface.
The earth pressure acting on the shield face is estimated
by the authors based on a modified Protodyakonov’s arch
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model. Hence, the jacking force can be determined by sum-
ming the frictional resistance and earth pressure acting on
the shield face. In the end, an illustrative field case of pipe
jacking using three different types of jacking machines in
Shenyang is presented, for which the calculated jacking
forces using the proposed particle method are found to
be comparable to the jacking forces measured in the field.
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