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Abstract—Designing soft-errors resilient systems is a complex
engineering task, which nowadays follows a cross-layer approach.
It requires a careful planning for different fault-tolerance mech-
anisms at different system’s layers: starting from the technology
up to the software domain. While these design decisions have a
positive effect on the reliability of the system, they usually have
a detrimental effect on its size, power consumption, performance
and cost. Design space exploration for cross-layer reliability is
therefore a multi-objective search problem in which reliability
must be traded-off with other design dimensions.

Assessing the reliability of a complex system and performing
design space exploration in the early phases of the design cycle is
a complex task and designers are increasing looking at stochastic
models able to provide fast results to quickly drive early design
decisions. This paper summarizes some of the results achieved by
the authors in more than five years of research in this domain.

Index Terms—cross-layer reliability, soft errors, design space
exploration, radiations

I. INTRODUCTION

Today’s computing is a true continuum that ranges from
smartphones to mission-critical data center machines, and from
desktops to automobiles, with a total market of more than two
billion devices per year [1]. We are facing a radical change
compared to past business and technical development models.
Well defined computing segments (e.g., embedded systems or
High Performance Computing) that were driven by separated
players and exploited different technologies see now the same
solutions and providers acting across all computing segments
[1], [2].

Although several design parameters (e.g., performance,
power, etc.) have benefited from this continuum of technolo-
gies, reliability remains a main issue. Reliability requirements
significantly vary across markets and designs, thus creat-
ing tensions [3]. Cost-effective techniques to meet varying
requirements with the same or derived designs are critical
and design reuse across market segments becomes complex.
Moreover, the market is not the only factor to consider. The
perception of reliability is another key factor. It is not just
about the reliability requirements (high, medium, or low), but
about consequences of failures and how users perceive the
consequences. This creates a context that impacts the design
choices.

Several techniques to handle reliability at different abstrac-
tion layers have been proposed over the years. At the process
layer, transistor architecture/geometry [4], doping details [5]

and FinFET fin height [6] have been extensively explored. At
the circuit level, radiation resistant circuits [7], Razor latches
[8], [9], tunable replica circuits [10] and LEAP-DICE designs
[11] are just a few examples of proposed solutions. At the ar-
chitecture/micro architecture level, solutions such as parity, Er-
ror Correcting Codes (ECC) [12], Triple Modular Redundancy
(TMR) [13], lockstep execution [14], and watchdogs [15],
[16] are extensively used in commercial products. Eventually,
software solutions such as Error Detection by Duplicated
Instructions (EDDI) [17], [18], Control Flow Checking [19],
[20] and Algorithm Based Fault Tolerance [21] first introduced
several years ago are experiencing a new wave of popularity
given their simple implementation effort.

However, reliability does not stand alone. There are high
costs associated with unreliable products (i.e., field returns,
reputation) but also high costs associated with over-designing
to provide high reliability (e.g., performance, power, area, etc.)
that overall represent the so called reliability tax.

Finding the sweet spot is hard. The questions for the
designer today are: how can we help alleviating the reliability
”tax”? Do we really need to protect everything? Do we
really need to protect everything all the time? Can reliability
mechanisms be re-purposed when not needed?

In the last years, cross-layer resilience has been referred to
as the path to optimal reliability solutions. In a cross-layer
resilient system, error management (i.e., detection, diagnosis,
reconfiguration, recovery and adaptation) is performed by a
combination of hardware and software protection techniques
implemented at different layers of the system stack [22]–[26].
Cross-Layer resiliency has the potential to address multiple
fault types. It can minimize the reliability ”tax” by amortizing
it across the system stack. However, despite lot of promises
and work done at the academic level, there is still limited
impact on the market. Several problems need to be considered
to move cross-layer resilience from the research domain to the
industrial domain:

• hardware and software vendors have completely different
business models and pushing them into a competition
could be risky;

• the vendors must own influence to the entire system stack;
• HW/SW vendors must introduce reliability solutions that

can be tuned or fully disabled for markets where not
needed.



Overall, a cross-layer holistic design approach has several
advantages compared to traditional single layer techniques,
but it increases the complexity of the design process since
a larger design space must be explored. This translates into
an increasing demand for system-level reliability analysis
frameworks able to evaluate different combinations of cross-
layer error protection techniques early in the design cycle and
to perform design space exploration (DSE) efficiently [27],
[28]. Unfortunately, such tools still lack maturity, especially
compared to those available to optimize other design parame-
ters such as power and performance.

In the following sections, the results of more than five years
of research by the authors both in the reliability analysis and
the design space exploration domains.

II. STOCHASTIC TECHNIQUES FOR EARLY CROSS LAYER
RELIABILITY ANALYSIS AND DESIGN SPACE EXPLORATION

Figure 1 depicts our cross-layer reliability design frame-
work. It provides two main functionalities: a fast and accurate
model to evaluate the reliability of complex systems early in
the design time and an efficient multi-objective DSE system
supporting the designers during the initial design choices.
The framework focuses on Radiation Induced Failures (RIF)
leading to soft errors in memory structures.

The core of the framework is a stochastic Bayesian relia-
bility model. We strongly believe that the complexity of next
generation computing systems requires stochastic approaches
able to handle the complexity of the modeling task.

A. Reliability Analyzer

Creating frameworks for cross-layer reliability analysis is
difficult. They require to integrate data generated by different
design teams.

Register Transfer Level (RTL) or gate level fault injection is
among the most accurate tools to perform accurate reliability
analysis [36], [37]. Nevertheless, even using statistical fault
injection, the complexity of the required simulations (espe-
cially when considering large memory arrays) is too high to
allow the analysis of several cross-layer combinations of error
mitigation mechanisms. This is a critical issue in the early
design phases when fast evaluations are required to take in-
formed design decisions. Moreover, critical elements of the
systems such as the operating system, drivers and filesystems
are hard to model in an RTL simulation environment.

To overcome these limitation, in our research we developed
a full framework named SyRA (System Reliability Analyzer)
able to analyze the impact of radiation induced soft errors
in the memory arrays of a complex computing cores (i.e.,
microprocessor, GPUs) [25], [34]. SyRA has been created
to support designers in the early phases of the design, con-
sidering all layers of a system from the hardware up to the
application software (including the operating system). SyRA
exploits a multi-level hybrid Bayesian model to describe the
target system and to estimate different reliability metrics. The
construction of the system is based on simulations at the
different abstraction levels. This allows us to speed up the

analysis and therefore to cope with the complexity of the
simulation of the full software stack. SyRA can compute
several reliability metrics including Architecture Vulnerability
Factor (AVF), Failures In Time (FIT) rate, and Executions Per
Failure (EPF). The last metric enables the designer to trade-
off reliability and performance in a single measure providing
a valuable tool to optimize a computing system.

The complete tool-chain developed to build the model is
described in [25], [34] and an example of the accuracy of
the analysis performed by SyRA is reported in Figure 2. The
proposed framework scales efficiently with the complexity
of the system. On average it is 68% faster than full micro-
architecture level fault injection and two orders of magnitude
faster than RTL fault injection while maintaining a comparable
accuracy [38].

B. Design Space Exploration

Bayesian inference supported by SyRA enables speculation
on the effects that different protection mechanisms have on the
system. This feature has been used to build ReDO (Reliability
Design Optimizer), a DSE framework to build soft error
resilient computing systems [35]. ReDO is designed to support
the early phase of the design of a computing system. It
evaluates the application of selected classes of cross-layer soft
error protection techniques taking into account multiple design
objectives. Exploiting this framework during the design phase,
reliability can be traded-off with other design constraints,
i.e., hardware area, software size, performance and power
consumption.

ReDO internally models the target system resorting to our
proposed reliability Bayesian model [25], [34]. This model
provides a very compact component based representation of
the system stack (from the fabrication technology up to the
software layer).

On top of the reliability model of the system, ReDO
builds a new exploration heuristic, based on the extremal
optimization (EO) theory [39]. The heuristic is designed to
efficiently explore the design space composed of different
combinations of cross-layer protection mechanisms applied
to the components of the system. The goal of the EO is
to optimize a global variable by improving local variables
that involve co-evolutionary avalanches. This is important
in a cross-layer reliability scenario in which we want to
evaluate how the application of different combinations of
local protection mechanisms in selected components of the
system (improvements of local variables) affect the global
characteristics of the system in terms of reliability combined
with power, area and performance (global variable).

The combination of the proposed reliability model with the
DSE heuristic supports the analysis of a complex system in
a limited computation time. This makes ReDO an interesting
option to support designers in the early phases of the design
cycle, when strategic decisions must be taken to design highly
optimized systems.

The full framework is described in [35]. Figure 3 shows
an example of the AVF improvement that ReDO can achieve
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Fig. 1. Overview of our complete cross-layer reliability framework. The component characterization toolset integrates a set of characterization tools for
technologies [29], CPUs [30], GPUs [31] [32] and software routines [28] [33]. The tools are used to build the Bayesian Reliability model that is at the core of
our System Reliability Analyzer (SyRA) [25], [34]. Eventually, the reliability model is exploited by our Reliability Design Optimizer (ReDO) [35] to evaluate
several combinations of cross-layer mechanism and to trade-off them with other design parameters such as Power and Area.
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Fig. 2. Adapted from [34]. Results obtained using SyRA to estimate the
AVF of five different applications executed an ARM Cortex A9. The figure
compares estimation provided by SyRA with those obtained using precise
RTL fault injection. The full experimental setup is described in [34].

for different software benchmarks when given the freedom to
play with different microprocessor architectures and different
HW/SW fault tolerance mechanisms.

III. CONCLUSIONS

Reliability is a critical vector for the whole compute contin-
uum. Understand the requirements of the different markets and
find cost-effective solutions to address reliability in an ever-
challenging space is a key goal to drive down costs, increase
innovation and accelerate time to market.

One of the primary need to reach this goal is to support
designers with dedicated frameworks able to easy the task of
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Fig. 3. Results obtained using ReDO to optimize different microprocessor
based systems. The full experimental setup is described in [35].

reducing the reliability ”tax” driving the available resources
toward the implementation of highly optimized systems.

The framework presented in this paper is an example going
in this direction that may work as a stimulus for future
researches in the field.
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