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Abstract

In a variational setting describing the mechanics of a hyperelastic body with de-
fects or inhomogeneities, we show how the application of Noether’s theorem allows
for obtaining the classical results by Eshelby. The framework is based on mod-
ern differential geometry. First, we present Eshelby’s original derivation based on
the cut-replace-weld thought experiment. Then, we show how Hamilton’s standard
variational procedure “with frozen coordinates”, which Eshelby coupled with the
evaluation of the gradient of the energy density, is shown to yield the strong form
of Eshelby’s problem. Finally, we demonstrate how Noether’s theorem provides the
weak form directly, thereby encompassing both procedures that Eshelby followed in
his works. We also pursue a declaredly didactic intent, in that we attempt to provide a
presentation that is as self-contained as possible, in a modern differential geometrical
setting.
Keywords: Eshelby stress; energy-momentum tensor; configurational mechanics;
inclusion; defect; Noether’s theorem; variational principle
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1 Introduction1

In a classical paper, Eshelby (1951) introduced the concept of configurational force as the2

force required for a region containing a defect in a material body to undergo a material3

virtual displacement. This idea led to the mechanical Maxwell energy-momentum tensor4

that has been subsequently termed Eshelby stress in continuum mechanics (Maugin and5

Trimarco, 1992). The procedure followed by Eshelby (1951) comprises a set of operations6

in which the elastic energy in the interior of a region and the net work that the surface7

tractions exert on the region are evaluated individually. In another work, Eshelby (1975)8

used Hamilton’s standard variational approach of field theory and found his energy-9

momentum tensor directly, using the components of the regular spatial displacement and10

of the displacement gradient as the entities called fields in the jargon of field theory. In the11

same paper, Eshelby (1975) also sketched the procedure for the case in which the fields12

are the components of the configuration map, which is the common choice in modern13

continuum mechanics.14

Although initially conceived for a single inclusion or for a discrete set of inclusions,15

Eshelby’s theory naturally applies to inhomogeneous materials or materials with contin-16

uous distributions of defects. Epstein and Maugin (1990) obtained the Eshelby stress17

using the concepts of material uniformity and material isomorphism introduced by Noll18

(1967) for inhomogeneous materials. Gurtin (1995, 2000) reformulated and generalised19

Eshelby’s approach with the method of the varying control volumes and considered the20

Eshelby stress as the appropriate stress of an independent material balance law. The Es-21

helby stress has been seen as the object capturing inhomogeneities and singularities (e.g.,22

Epstein and Maugin, 1990; Gurtin, 1995, 2000; Epstein and Maugin, 2000; Epstein and23

Elżanowski, 2007; Verron et al., 2009;Weng andWong, 2009;Maugin, 2011), or the driv-24

ing force of phenomena of material evolution such as plasticity and growth-remodelling25

(e.g., Maugin and Epstein, 1998; Epstein and Maugin, 2000; Cermelli et al., 2001; Ep-26

stein, 2002; Imatani and Maugin, 2002; Grillo et al., 2003, 2005; Epstein, 2009, 2015;27

Grillo et al., 2016, 2017; Hamedzadeh et al., 2019), or phase transitions, or evolution of28

the interfaces among phases (e.g., Gurtin, 1986, 1993; Gurtin and Podio-Guidugli, 1996;29

Fried and Gurtin, 1994, 2004).30

In a didactic spirit, the aim of this work is to reproduce the results of Eshelby (1951,31

1975) directly by means of the classical Noether’s theorem (for a translation into English32

of Noether’s original 1918 paper, see Noether, 1971) for continuum systems, as presented33

by Hill (1951). The derivation is made using the components of the configuration map as34

the “fields” and those of the deformation gradient as the “gradients of the fields”, while35

an appropriate “topological” transformation represents the material virtual displacement36

on the region containing the defect. We would like to emphasise that this work is37

more than a mere rewrite of Eshelby’s findings in a more modern notation. While the38

relation between Eshelby’s work and Noether’s theorem has been highlighted in several39

papers (e.g., Knowles and Sternberg, 1972; Eshelby, 1975; Fletcher, 1976; Edelen, 1981;40

Golebiewska Herrmann, 1982; Olver, 1984a,b; Huang and Batra, 1996; Kienzler and41

Herrmann, 2000; Maugin, 2011), to the best of our knowledge, no work in the literature42

establishes an explicit relation between Eshelby’s inclusion theory (and, specifically, the43
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procedure to deal with the presence of the inclusion; Eshelby, 1951, 1975) and Noether’s44

theorem.45

In Section 2, we introduce the notation and give some basic definitions. In particular,46

we introduce standard and Eshelbian configurations and their variations, i.e., displace-47

ment fields. The setting is declaredly differential geometrical, although we avoid using48

differentiable manifolds for simplicity. In Section 3, we review, with our notation and49

within a suitable geometrical setting, Eshelby’s original derivation (Eshelby, 1951) of50

configurational forces. Similarly, in Section 4, we review Eshelby’s variational deriva-51

tion (Eshelby, 1975). Finally, in Section 5, which is the core of the work, we introduce52

Noether’s theorem, and show how its application renders directly the results of both the53

previous derivations.54

2 Theoretical Background55

In this section, we illustrate the notation that we employ and report some fundamental56

results relevant to this work. We generally use index-free notation but sometimes it is57

useful to show the corresponding expression in index notation. Therefore, we presentmost58

expressions in both notations. In index notation, the customary Einstein’s summation59

convention for repeated indices is enforced throughout and a subscript preceded by a60

comma, as in f,i , denotes partial differentiation with respect to its i-th argument.61

2.1 General Notation and Basic Definitions62

Here we review some basic definitions of continuum mechanics, in order to elucidate the63

notation that we employ. The notation is essentially that of Truesdell and Noll (1965)64

and Marsden and Hughes (1983), with some modifications (Federico, 2012; Federico65

et al., 2016). We work in a simplified setting based on the use of affine spaces, whose66

rigorous definition can be found, e.g., in the treatise by Epstein (2010). We could use67

a presentation in terms of differentiable manifolds (Noll, 1967; Marsden and Hughes,68

1983; Epstein, 2010; Segev, 2013), but using affine spaces avoids many of the intricacies69

of higher-level differential geometry and makes the presentation more intuitive.70

An affine space is a set S, called the point space, considered together with a vector71

space V , called the modelling space, and a mapping S × S → V : (x, y) 7→ y − x = u.72

This means that, at every point x ∈ S, it is possible to univocally attach the vector given73

by u = y − x, for every point y ∈ S. The set of all vectors emanating from point x is74

a vector space denoted TxS = {u ∈ V : u = y − x, for all y ∈ S} and called tangent75

space to S at x. In the differential geometrical definition, the tangent space TxS is the76

set of the vectors that are each tangent at x to one of the infinite possible regular curves77

c : [a, b] → S : s 7→ c(s) such that c(s0) = x, where s0 ∈ ]a, b[, i.e., the vectors (see78

Figure 1)79

u = lim
h→0

c(s0 + h) − c(s0)

h
= c′(s0) ∈ TxS . (1)
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For the case of an affine space S, this definition of tangent space TxS coincides with that80

given by the expression u = y − x. Indeed, by varying the curve passing by x, we obtain81

all possible “tip points” y of the tangent vectors defined as u = y − x. The dual space of82

TxS, i.e., the vector space of all linear maps ϕ : TxS → R, is denoted T?x S and is called83

the cotangent space to S at x. The disjoint unions of all tangent and cotangent spaces are84

called tangent bundle TS and cotangent bundle T?S, respectively.85

c([a, b]) ⊂ S

x = c(s0)

c(s0 + h)

c([a, b]) ⊂ S

x = c(s0)

u ≡ c′(s0) ∈ TxS

Figure 1: Differential geometrical definition of tangent vector at a point x ∈ S. Left: the secant
vector c(s0 + h) − c(s0) passing by x = c(s0). Right: the tangent vector u = c′(s0) at x = c(s0),
obtained as the limit of the secant.

Vector fields and covector fields (or fields of one-forms) on an open set A ⊆ S are86

maps87

u : A ⊆ S → TS : x 7→ u(x) ∈ TxS, (2a)
ϕ : A ⊆ S → T?S : x 7→ ϕ(x) ∈ T?x S, (2b)

and tensor fields of higher order are defined analogously. Rather than speaking of88

contractions of vectors and covectors in a specific tangent and cotangent space, we can89

directly speak of the contractions of vector fields and covector fields in the tangent and90

cotangent bundle, and we denote the contraction by means of simple juxtaposition, i.e.,91

ϕ u = u ϕ = ϕa ua . (3)

The physical space S is equipped with a metric tensor g, a symmetric and positive92

definite second-order tensor field defining the scalar product of two vector fields as93

g : TS × TS → R : (u, v) 7→ 〈u, v〉 ≡ g(u, v) = ua gab v
b . (4)

We assume use of the Levi-Civita connection, i.e., the covariant derivative associated94

with the metric tensor g via the Christoffel symbols given by (see, e.g., Marsden and95

Hughes, 1983)96

γabc =
1
2 g

ad(gcd,b + gbd,c − gbc,d), (5)

which are symmetric in their lower indices, i.e., γa
bc
= γa

cb
. The covariant derivative ∇uv97

of the vector field v in the direction of the vector field u has the component expression98

[∇uv]
a ≡ va |b ub = va,b ub + γabc v

c ub . (6)
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and defines the gradient grad v as the tensor field such that its definition as a linear map99

is (grad v)u ≡ ∇uv, with components [grad v]ab = va |b . The covariant derivative and100

the gradient of a tensor field of arbitrary order are defined analogously.101

Remark 1. A scalar is a tensor of order zero and thus we find more natural to use the102

convention adopted by, e.g., Epstein (2010, see page 116) and to consider the gradient of103

a scalar field f as the covector field (or one-form) grad f such that (grad f )(u) = ∇u f ,104

as for a tensor of any other order. Accordingly, the components of grad f are f,a. The105

other possible convention is that adopted by Marsden and Hughes (1983, see page 69),106

according to which the gradient of f is the vector field with components gab f,b . Note107

that, in either case, since f is a tensor of order zero, the Christoffel symbols of the108

connection are not involved in the gradient, which is thus connection-independent. There109

are several advantages in defining the gradient as a covector. First, this definition is110

metric-independent, whereas the vector definition clearly necessitates that a metric tensor111

g be defined. Second, the covector definition accommodates the analytical mechanical112

definition of force as a covector field: indeed, an integrable force is the negative of the113

gradient of a potential energy and is thus consistently represented as a covector field.114

Finally, with the covector definition of grad f , we have the remarkable chain of identities115

∇ f ≡ grad f ≡ d f ≡ D f , (7)

where d f is the exterior derivative of f , when seen as a zero-form (see, e.g., Epstein,116

2010, page 116), and D f is the Fréchet derivative (or tangent map) of f , when seen as a117

point map from A ⊂ S into R.118

In the following, the physical space S is identified with the affine space E3, which is119

R3 considered both as the point space and as the modelling vector space.120

2.2 Bodies, Configurations and the Deformation Gradient121

In the simplified presentation that we adopt, a deformable continuous body B is identified122

with one of its placements in the physical space S, and this particular placement is called123

reference configuration. The body is assumed to be endowed with the material metric G,124

which induces the corresponding Levi-Civita connection, similarly to what seen for the125

spatial metric g.126

A configuration, or deformation, of the body is an embedding127

φ : B → S : X 7→ x = φ(X), (8)

i.e., a map such that its codomain-restriction φ : B → φ(B) is a diffeomorphism, i.e., a128

continuos and differentiable map, which is invertible, with continuous and differentiable129

inverseΦ ≡ φ−1 : φ(B) → B. The configuration φmapsmaterial points X = (X1, X2, X3)130

in the body B into spatial points x = (x1, x2, x3) in S, i.e., φ(X) = x.131

Since we are going to introduce another class of configurations, called Eshelbian, we132

shall refer to the standard definition of configuration given above as to a conventional133

configuration. The set of all k-times differentiable conventional configuration maps (with134
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k ∈ N) constitutes the conventional configuration space C of the body B. Since S is an135

affine space, the space Ck(B,S) of the k-times differentiable maps from B into S is136

an infinite-dimensional affine space. Thus, considering C as an open set in Ck(B,S)137

(Marsden and Hughes, 1983) makes C an infinite-dimensional trivial manifold. A tangent138

vector η in the functional tangent space TφC can be thought of as the tangent at φ to139

a curve of maps in C (i.e., a one-parameter family of maps in C), and is a vector field140

covering the configuration φ, i.e.,141

η : B → TS : X 7→ η(X) ∈ Tφ(X)S = TxS . (9)

The vector field η is called a (conventional) displacement field (and, when compatiblewith142

the constraints, but not necessarily attained by the body, it is called a virtual displacement).143

Figure 2 shows the displacement η(X) = η(Φ(x)) as a tangent vector at TxS and an144

illustration of the configuration space with the displacement field η as a tangent vector at145

TφC.146

B

X

φ

φ(B) ⊂ S

x = φ(X)

η(X)

φ η

TφC

C

Figure 2: A conventional displacement field. Top: The displacement η(X) = η(Φ(x)) ∈ TxS as a
tangent vector attached at x = φ(X). Bottom: The displacement field η as a tangent vector attached
at the configuration φ, which is a point in the configuration space C, here depicted as a surface, for
the sake of an intuitive graphical representation.

The deformation gradient at point X is the tangent map of φ, i.e., the tensor147

(Tφ)(X) = F(X) : TXB → TxS, (10)

with x = φ(X), expressing the Fréchet derivative of φ at X . Since the existence of the148

Fréchet derivative of φ implies the existence of its Gâteaux derivative (or directional149
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derivative), F(X) can be defined through the limit150

(∂Mφ)(X) := lim
h→0

φ(X + h M) − φ(X)
h

= [(Tφ)(X)]M = [F(X)]M, (11)

and the Gâteaux derivative ∂Mφ(X) of φ with respect to any tangent vector M ∈ TXB151

equals the Fréchet derivative F(X)M , which is linear inM . In components, Equation (11)152

reads153

(∂Mφ)
a(X) = (Tφ)aB(X)MB = Fa

B(X)MB = φa,B(X)MB, (12)

where we recall that the comma denotes partial differentiation. Note that F(X) is a two-154

point tensor as it has the domain leg in TXB and the codomain leg in TxS. As a tensor155

field, the deformation gradient is156

F : B → TS ⊗ T?B. (13)

The deformation gradient F pushes-forward material vector fields M with components157

MA into spatial vector fields φ∗M = (F◦Φ) (M◦Φ)with components (Fa
A◦Φ) (MA◦Φ).158

The inverse F−1 pulls-back spatial vector fields m with components ma into material vec-159

tor fields φ∗m = (F−1 ◦ φ) (m ◦ φ) with components ((F−1)Aa ◦ φ) (ma ◦ φ). The160

transpose FT pulls-back spatial covector fields π with components πa into material cov-161

ector fields φ∗π = (FT ◦φ) (π ◦φ)with components ((FT )A
a ◦φ) (πa ◦φ) = Fa

A (πa ◦φ).162

The inverse transpose F−T pushes-forward material covector fields Π with compo-163

nents ΠA into spatial covector fields φ∗Π = (F−T ◦ Φ) (Π ◦ Φ) with components164

((F−T )a
A ◦ Φ) (ΠA ◦ Φ) = (F

−1)Aa (ΠA ◦ Φ).165

The determinant J = det F has the meaning of volume ratio, in the spirit of the166

theorem of the change of variables applied to the transformation from the spatial region167

φ(R) ⊂ S to the corresponding material region R ⊂ B.168

2.3 Eshelbian Configurations and Their Tangent Maps169

Grillo et al. (2003) introduced the concept of admissible reference configuration set of a170

body as the set of all reference configurations obtained by appl ying a diffeomorphism to171

the reference configuration B representing the body (which has some similarities with the172

idea of boundary reparametresations introduced by Gurtin, 1995). Here, we make use of173

this concept in a slightly different way.174

An Eshelbian configuration Y is a diffeomorphism on the body B. Since we define the175

body B as a trivial manifold, i.e., an open subset of the physical space S, the codomain176

of an Eshelbian configuration Y should be the whole space S and the image would be177

an open set B̃ = Y(B) ⊂ S. However, if the body B were a non-trivial manifold, the178

image B̃ = Y(B) would be another non-trivial manifold. To keep the notation as general179

as possible, we prefer to avoid declaring S as the codomain of Y. Rather, we consider all180

admissible diffeomorphisms Y, each with its image B̃, and we obtain the collection of all181

admissible reference configurations B̃, which clearly also containsB itself (see also Grillo182
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et al., 2003). Then, we consider the union N = ∪YB̃ of these mutually diffeomorphic183

sets B̃, and define the generic Eshelbian configuration as184

Y : B → N : X 7→ X̃ = Y(X), (14)

which has the further notational advantage of not tying Y to its specific image B̃.185

Analogously to the case of a conventional configuration, the tangent map of an186

Eshelbian configuration at point X is the tensor187

(TY)(X) : TXB → TX̃N , (15)

with X̃ = Y(X). Again, (TY)(X) is the Fréchet derivative of Y at X and, since Y is a188

diffeomorphism, (TY)(X) can be computed by means of the Gâteaux derivative of Y at X ,189

i.e.,190

(∂MY)(X) = lim
h→0

Y(X + h M) − Y(X)
h

= [(TY)(X)]M . (16)

The material identity map is the particular case of Eshelbian configuration obtained191

by considering that B ⊂ N , and is defined as192

X : B → B : X 7→ X = X(X), (17)

with the component representation193

XA : B → R : X 7→ XA = XA(X) ≡ XA(X1, X2, X3). (18)

Its tangent map is clearly the (material) identity tensor in TB, i.e.,194

TX = I : TB → TB, (TX)AB = XA
,B = δ

A
B . (19)

Also in the case of Eshelbian configurations, we can exploit the affine structure ofS: since195

all sets B̃ are open subsets of S, alsoN = ∪YB̃ ⊆ S is an open set, and thus we can define196

the space of all Eshelbian configurations as an open subsetM of the infinite-dimensional197

affine space Ck(B,N ), which makes M an infinite-dimensional trivial manifold.198

Remark 2. In our setting, in which the physical space S is an affine space and a body B199

is a subset of S, the distinction between a conventional configuration φ : B → S and an200

Eshelbian configuration Y : B → N seems to fade out, becauseN = ∪YB̃ ⊆ S. However201

this is not the case, as will become clear from the explanation given in Section 3 (see also202

Figures 3 and 4). Moreover, when B is a general manifold, the distinction is fundamental.203

In this case, while a conventional configuration φ remains an embedding of B in S, i.e.,204

it gives B a placement φ(B) ⊂ S , an Eshelbian configuration transforms the manifold B205

into a different manifold B̃.206

A tangent vector U ∈ TXM is a vector field207

U : B → TB : X 7→ U(X) ∈ TXB, (20)
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and is called amaterial displacement field. When an Eshelbian configurationY : B → N ,208

is defined as a perturbation of the material identity X, i.e.,209

Y(X) = X(X) + hU(X) = X + hU(X), YA(X) = XA(X) + h UA(X) = XA + h UA(X),
(21)

where h ∈ R is a smallness parameter and U ∈ TXM, it is called an “infinitesimal210

transformation of the coordinates”, in the language of field theory. Omitting the argument211

X , we can write212

Y = X + hU, YA = XA + h UA. (22)

The tangent map of Y in Equation (22) is expressed by213

TY = TX + h GradU = I + h GradU, (TY)AB = (TX)AB + h UA
|B = δ

A
B + h UA

|B,
(23)

where I is the material identity tensor and GradU , with componentsUA
|B, is the gradient214

(or covariant derivative) of U . For h→ 0, the Jacobian determinant of TY is215

det(TY) = det(I + h GradU) = 1 + h Tr (GradU) + o(h)

= 1 + h DivU + o(h) = 1 + h UA
|A + o(h). (24)

2.4 Conventions on Forces and Stresses216

As mentioned in Remark 1, in the analytical mechanics / field theory approach, followed217

by, e.g., Hill (1951) and Eshelby (1975), forces are regarded as covector fields, acting on218

velocity or displacement vector fields. Thus, the contraction of a force with a velocity219

or displacement is given precisely by (3). Consequently, the first leg of the stress (the220

“force leg”) is a covector, while the second leg (the “area leg”) is a vector. Indeed, in the221

expression of Cauchy’s theorem, the traction vectors relative to the spatial and material222

elements of area are given by223

tn = σ n, tN = PN, (tn)a = σa
b nb, (tN )a = Pa

B NB . (25)

In Equation (25), n is the normal covector to a surface element at the spatial point224

x = φ(X) in the current configuration, N is the normal covector to the corresponding225

surface element at the material point X in the reference configuration and the first Piola-226

Kirchhoff stress is related to Cauchy stress by means of the backward Piola transformation227

P = J (σ ◦ φ) F−T , Pa
B = J (σa

b ◦ φ) (F−T )b
B . (26)

Equations (25) and (26) show that the tractions tn and tN are indeed covectors if the228

Cauchy stress σ and the first Piola-Kirchhoff stress P, respectively, are treated as “mixed”229

tensors (we remark that tN , tn, since N is related to n by the formula of the change of230

area, also known as Nanson’s formula; see, e.g., Bonet and Wood, 2008).231
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3 Eshelby’s Original Derivation of the Weak Form232

Eshelby (1951) derived the weak form of the expression of the configurational force233

balance by means of a thought experiment subdivided in several steps. This form is weak234

as it is an integral equation expressing a virtual work. We note that, in this section, we235

define the total energy ED in a region D of the body as a functional on the manifold M,236

the Eshelbian configuration space.237

Eshelby (1951) considered a body B, subjected to constraints and external loads, and238

in whose interior is located a defect of any kind: a point defect, a dislocation, an inclusion,239

or even a region in which the material properties are inhomogeneous. To fix ideas, we240

follow Eshelby’s graphical example with a point defect, as shown in Figure 3. The left241

panel in Figure 3 shows what Eshelby called the original body, in which a region D242

(highlighted in dark grey), bounded by the smooth material surface Σ = ∂D, is selected243

such that the defect is contained in D. The right panel in Figure 3 represents a replica of244

the original body, in which a different region D̃ (also highlighted in dark grey), bounded245

by the smoothmaterial surface Σ̃ = ∂D̃, is selected so that the defect is contained in D̃ (see246

also Kienzler and Herrmann, 2000). Since Σ and Σ̃ are both smooth, it is always possible247

to find an Eshelbian configuration Y transforming D into D̃, i.e., Y(D) = D̃. Moreover,248

if Σ and Σ̃ are “close enough”, then D̃ is obtainable from D through a perturbation of the249

form defined in Equation (21), whose domain restriction to D is250

Y : D→ B : X 7→ Y(X) = X(X) + hU(X), (27)

where we recall that h is a smallness parameter. Note that Eshelby (1951) chose hU251

to be a uniform material displacement field hU(X) = −hU0 over D. Eshelby’s choice252

makes the procedure easier to illustrate and yields directly the strong form of the inclusion253

problem. Here, we derive the weak form first and then obtain the strong form by adding254

Eshelby’s assumption, hU(X) = −hU0, at the very end. However, it is helpful to keep255

the uniform displacement −hU0 in one’s mind and, to this end, we chose to represent this256

uniform displacement in Figure 3, following Eshelby’s original thought experiment.257

We remark that, since the map Y of Equation (27) is Eshelbian, the body is undergoing258

no deformation, in the sense that it is not changing its shape, but only its configuration.259

Indeed, one chooses the surface Σ enclosing the region D and the surface Σ̃ enclosing260

the region D̃ independently and then finds a suitable Y mapping D into D̃. Clearly, this261

mere fact does not displace the defect at all, but simply represents a different choice of262

enclosing surface. The displacement of the defect in the reference configuration actually263

takes place when we replace the regionD in the original body with the region D̃ cut from264

the replica body (which is straightforward in the case of a Eshelby’s rigid displacement265

−hU0), where D and D̃ are related by the material transformation Y described by (27).266

Note that, in this replacement, the defect is moved together with the region D̃ (see point267

(iii) below).268

Our goal is to determine the variation in energy accompanying this change in reference269

configuration. In order to achieve this, we perform the thought experiment proposed by270

Eshelby (1951, 1975) and described below.271
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B B
Σ = ∂D Σ = ∂D

Σ̃ = ∂D̃

−hU0

Figure 3: Determination of the force on a defect (the solid black circle). Left: original body,
with the defect contained in a region D, bounded by the smooth surface Σ = ∂D. Right: replica
body, with the defect contained in a different region D̃, bounded by the smooth surface Σ̃ = ∂D̃.
As in Eshelby’s original scheme (Eshelby, 1975), here we depict the material displacement hU as
being uniform over the material regionD enclosed by the surface Σ, i.e., hU(X) = −hU0 for every
X ∈ D.

(i) In the original body, cut out the material in the regionD. If the body is pre-stressed272

for any reason, then apply traction forces to the boundary Σ = ∂D of the cavity that273

has been created, in order to avoid relaxation.274

(ii) Similarly, in the replica body, cut out the material in the region D̃ = Y(D) and275

apply suitable tractions to the boundary Σ̃ = ∂D̃ = ∂[Y(D)] ≡ Y(∂D) to prevent276

relaxation. Let us denote the total elastic energy Eel
D : M→ R in Y(D) by277

Eel
D(Y) =

∫
Y(D)

W =
∫
D

det(TY)W ◦ Y, (28)

where we used the theorem of the change of variables to transform the integral over278

the displaced region Y(D) into an integral over the original region D. Similarly, in279

the original region, the total elastic energy would be280

Eel
D(X) =

∫
D

W =
∫
D

W ◦ X, (29)

where we exploited the identity X(X) = X in writing W = W ◦ X. Therefore, the281

difference in energy due to the perturbation Y (i.e., due to the different selection of282

the surfaces Σ̃ and Σ) is283

Eel
D(Y)−E

el
D(X) =

∫
D

det(TY) W◦Y−
∫
D

W◦X =
∫
D
[det(TY) W◦Y−W◦X]. (30)

By expressing the map Y as Y = X + hU (see Equation (21)), considering that, for284

h→ 0, det TY = 1 + h DivU + o(h) (see Equation (24)) and285

W ◦ Y = W ◦ (X + hU) = W ◦ X + h [(Grad W) ◦ X]U + o(h), (31)
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Equation (30) becomes286

Eel
D(X+ hU) −Eel

D(X) =

∫
D

[
h (W ◦X)DivU + h [(Grad W) ◦X]U + o(h)

]
. (32)

Now, we can divide both sides of Equation (32) by h and take the limit for h→ 0 so287

that, on the left-hand side, we have the variational Gâteaux derivative of Eel
D with288

respect to the material displacement field U ∈ TXM, evaluated at the identity map289

X, i.e.,290

(∂UE
el
D)(X) = lim

h→0

Eel
D(X + hU) − Eel

D(X)

h
=

∫
D

[
(W◦X)DivU+[(Grad W)◦X]U

]
.

(33)
By using the identities (Grad W) ◦ X = Grad W and W ◦ X = W , we can write291

(∂UE
el
D)(X) =

∫
D

[
W DivU + [Grad W]U

]
, (34)

which, using by Leibniz’ rule and the identity Div(W U) = Div(W I U) (where I is292

the material identity tensor), becomes293

(∂UE
el
D)(X) =

∫
D

Div
[
W I U

]
. (35)

(iii) Before the deformation φ occurs, the region D̃ = Y(D) that had been isolated294

from the replica body could be “transplanted”∗ into the cavity (resulting from the295

elimination of the original region D) in the original body by simply applying the296

opposite displacement field −hU . In Eshelby’s choice of a uniform displacement,297

this would be the rigid translation hU0, as shown in Figure 4. This is as if the defect298

had been displaced of the amount hU0.299

However, after the deformation φ occurs, φ(D̃) = φ(Y(D)) from the replica and φ(D)300

from the original body are different in general, and thus φ(D̃) = φ(Y(D)) may not301

fit the cavity with deformed surface ∂[φ(D)] ≡ φ(∂D) = φ(Σ) in the original body.302

Indeed, the points of the deformed surface ∂[φ(D)] ≡ φ(∂D) = φ(Σ) in the original303

body and the points of the deformed surface ∂[φ(Y(D))] ≡ φ(∂(Y(D))) = φ(∂D̃) =304

φ(Σ̃) in the replica body generally differ by the (conventional spatial) displacement305

φ(X + hU(X)) − φ(X) = [F(X)](hU(X)) + o(h), (36)

which, recalling that X + hU(X) = Y(X) and X = X(X), omitting the argument X306

and using the linearity of F, can be written as307

φ ◦ Y − φ ◦ X = h FU + o(h). (37)

In order to deform the surface φ(Σ) = φ(∂D) of the cavity in the original body in308

such a way that φ(D̃) from the replica body can exactly fit in it, we must adjust the309

∗We are borrowing the term “transplant” from Epstein and Maugin (2000) and Imatani and Maugin (2002),
but with a more strictly “surgical” meaning.
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B

hU0

B
Σ = ∂D Σ = ∂D

Σ̃ = ∂D̃

−hU0

Figure 4: Before the deformation φ takes place, the region D̃ = Y(D) could be transplanted from
the replica (right panel) to the original body (left panel), into the cavity resulting from the removal of
the original region D, by simply applying the negative of the displacement −hU0. This procedure
effectively displaces the defect by the amount hU0 in the original body. We remark that this no
longer holds after deformation has taken place.

deformation. This can be achieved, in fact, by introducing a new deformation, φ̄,310

which, applied to Y(D) = D̃, is such that the overall displacement is null, i.e.,311

φ̄(Y(X)) − φ(X) = 0. (38)

Since φ̄ has to adjust φ in order to eliminate themismatch generated by the combined312

effect of Y and φ (note how the composition φ ◦ Y is, in fact, the mathematical313

representation of the “combined effect”), it is natural to define φ̄ as a perturbation314

of φ. Hence, we set315

φ̄ = φ + h η, (39)

where, without loss of generality, the same smallness parameter, h, is used as that316

defining Y = X + hU . With the aid of (39), and in the limit h → 0, Equation (38)317

becomes318

φ ◦ (X + hU) + h η ◦ (X + hU) − φ ◦ X

= h FU + o(h) + h η + h2[η ◦ X]U + o(h2)

= h[FU + η] + o(h) = 0. (40)

At the lowest order, Equation (40) gives the condition sought for η, i.e., that it has319

to compensate for U , thereby yielding320

FU + η = 0 ⇒ −h η = h FU . (41)

This interpretation of the displacement η is the core of Noether’s Theorem, which321

will be addressed in Section 5.322

The work necessary to adjust the deformation of B \D according to (39) is exerted323

by the first Piola-Kirchhoff surface traction P(−N ) = −PN , where the minus sign324
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comes from the fact that we regard N as the outward normal to the boundary Σ = ∂D325

ofD, which is inward with respect to the remainder B \D of the body. The integral326

of this work per unit referential area over the surface Σ = ∂D gives what Cermelli327

et al. (2001) called the “net work”328

Enw
D (Y) =

∫
∂D
(−PN ) (−h η) + o(h)

= −h
∫
∂D
(PN ) (FU) + o(h) = −h

∫
∂D
[(FTP)TU] N + o(h), (42)

where we rewrote the covector-vector contraction (FU) (PN ) by using the definition329

of transpose, i.e.,330

(FU) (PN ) = Fa
A UA Pa

B NB = (P
T )Ba Fa

A UA NB = [(F
T P)T ]BA UA NB

= [(FTP)TU] N . (43)

Note that, for the sake of a lighter notation, we are writing FT and PT for FT ◦ φ331

and PT ◦ φ. Rigorously speaking, the composition by φ would be necessary, since332

FT and PT are defined in the current configuration φ(B) (Marsden and Hughes,333

1983). Since N is the outward normal to Σ = ∂D, the net work (42) is the negative334

of the work that the Piola tractions PN would exert over the displacement −h η335

of Equation (41) on the referential surface Σ = ∂D, seen as the boundary of the336

referential region D. This observation allows us to apply the divergence theorem to337

(42), which yields338

Enw
D (Y) = −h

∫
D

Div [(FTP)TU] + o(h). (44)

This can be made into an increment by expressing the map Y as Y = X + hU , and339

considering that Enw
D (X) = 0, i.e.,340

Enw
D (X + hU) − Enw

D (X) = −h
∫
D

Div [(FTP)TU] + o(h). (45)

Now, dividing by h and passing to the limit h → 0, we obtain the functional341

directional derivative342

(∂UE
nw
D )(X) = lim

h→0

Enw
D (X + hU) − Enw

D (X)

h
= −

∫
D

Div [(FTP)TU]. (46)

(iv) The deformed transformed region φ(D̃) = φ(Y(D)) from the replica body can finally343

be exactly suited into the cavity left by the removal ofD in the original body and we344

are able to weld together across the interface. We note that Eshelby (1975) needs to345

make considerations on the infinitesimals of order greater than h. In our approach,346

these are automatically taken care of (and eliminated) by the limit operation in347

Equation (46). To cite Eshelby (1975) verbatim, except for using our notation for348

the displacement,349
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“We are now left with the system as it was to begin with, except that the350

defect has been shifted by −hU = hU0, as required.”351

The associated variation in the total energy ED : M→ R of the system is obtained352

as ED = Eel
D + E

nw
D , i.e., by summing Equations (35) and (46), i.e.,353

(∂UED)(X) =

∫
D

Div
[
W I U

]
−

∫
D

Div [(FTP)TU], (47)

which can be written as354

(∂UED)(X) =

∫
D

Div
[
ETU

]
=

∫
∂D
(EN )U . (48)

Equation (48) quantifies the variation in energy necessary to obtain a new reference355

configuration in which the defect is displaced in direction U with respect to the356

original one. In the context of the theory of defects, Eshelby (1951) called the357

tensor E, with the expression358

E = W IT − FTP, EA
B = W δA

B − Fa
A Pa

B, (49)

the Maxwell tensor of elasticity and later (Eshelby, 1975) the energy-momentum359

tensor, in analogy with Maxwell’s terminology from field theory. This analogy will360

be completely clear in Section 4. Later, Maugin and Trimarco (1992) gave E the361

name of Eshelby stress in his honour.362

At the end of Eshelby’s thought experiment, we have the expression in Equation (48),363

which can be thought of as the virtual work exerted by the Eshelby tractions EN on the364

material displacement field U on the boundary ∂D of the region D. Using Eshelby’s365

assumption U(X) = −U0 for every X ∈ D, we can write Equation (48) as366

(∂−U0ED)(X) = −

∫
D
(DivE)U0 = −

∫
∂D
(EN )U0. (50)

In order to obtain (in our notation) Equation (17) in the paper by Eshelby (1951), we use367

Cartesian coordinates, so that it is legitimate to rewrite the integral as368

FU0 = (∂−U0ED)(X) = −

(∫
D

DivE
)
U0 = −

(∫
∂D
E N

)
U0, (51)

where F was defined by Eshelby as the total inhomogeneity force, producing work over369

the uniform virtual displacement U0. We remark that the total inhomogeneity force F370

can only be defined in the case of Cartesian coordinates, which is the only particular case371

in which integration of a vector field makes sense (see warning at page 134 in the text by372

Marsden and Hughes, 1983).373
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4 Eshelby’s Variational Derivation of the Strong Form374

In his seminal paper, Eshelby (1975) used a variational approach and wrote the Euler-375

Lagrange equations for a generic system with a potential energy depending – in the376

language of classical field theory – on fields, “gradients” of fields and coordinates. In377

this quite general framework, Elasticity can be seen as a particular case. Here, we follow378

Eshelby’s derivation (Eshelby, 1975) step by step, using our notation and adding our379

comments. Then, we shall show how this specialises to the case of large- and small-380

deformation Elasticity. The only difference with Eshelby’s procedure is that, whenever381

we look at the variational problem as an elasticity problem, our fields are the components382

of the configuration map, rather than the components of the displacement. Note that, in383

contrast with Section 3, here we define the total energy ED in a region D of the body as384

a functional on the manifold C, the conventional configuration space.385

Let us assume a potential energy densityW , defined per unit referential volume, given386

by387

W(X) = Ŵ(φ(X), F(X), X), (52)

where φ is a collection of scalar fields (in the case of continuum mechanics, the con-388

figuration map, with components φa), F is the collection of the gradients of the fields389

(in our case, the deformation gradient, with components Fa
A = φa,A), and X is the390

collection of the independent variables (in our case, the material coordinates XA). Note391

that we distinguish between the scalar field W (function of the coordinates XA) and the392

associated constitutive function Ŵ (function of the fields φa, the gradients Fa
A = φ

a
,A393

and the coordinates XA). By using the material identity map X of Equation (17) (such394

that X = X(X), in components, XA = XA(X))), the potential energy can be rewritten in395

the form396

W(X) = Ŵ(φ(X), F(X),X(X)) = [Ŵ ◦ (φ, F,X)](X). (53)

Thus, by dropping the argument X on the far left and the far right sides, we have397

W = Ŵ ◦ (φ, F,X). (54)

In order to find the Euler-Lagrange equations associated withW = Ŵ ◦ (φ, F,X), we need398

to consider the total energy EB : C → R over the whole body B, given by399

EB(φ) =

∫
B

W =
∫
B

Ŵ ◦ (φ, F,X), (55)

and calculate its variation with respect to a conventional displacement η, which is given400

by the Gâteaux derivative401

(∂ηEB)(φ) = lim
h→0

EB(φ + h η) − EB(φ)

h

= lim
h→0

1
h

∫
B

[
Ŵ ◦ (φ + h η, F + h Grad η,X) − Ŵ ◦ (φ, F,X)

]
, (56)
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with η chosen in a suitable subset of TφC ∩ C1(B,TS), as will be clarified later in this402

section. In the jargon of field theory, this is called a “variation on the fields, with frozen403

coordinates”, i.e., we are going to calculate the integral on the fixed domain B. The404

transformation on the configuration map φ (the “fields” φa) is given by405

φ 7→ φ̄ = φ + h η, (57a)
φa 7→ φ̄a = φa + h ηa, (57b)

and the transformation on the tangent map Tφ = F (the “gradients” Fa
A = φ

a
,A) is406

Tφ = F 7→ T φ̄ = F̄ = T(φ + h η) = F + h Grad η, (58a)
φa,A = Fa

A 7→ F̄a
A = φ̄

a
,A = φ

a
,A + h ηa |A = Fa

A + h ηa |A, (58b)

where Grad η, with components ηa |A, is the covariant derivative of the displacement η.407

We follow the standard derivation by expanding the argument of the integral as408

Ŵ ◦ (φ + h η, F + h Grad η,X) − Ŵ ◦ (φ, F,X) =

=
∂Ŵ
∂φa
◦ (φ, F,X) h ηa +

∂Ŵ
∂Fa

A
◦ (φ, F,X) h ηa |A + o(h), (59)

substituting in (56) and performing the limit, which results in409

(∂ηEB)(φ) =

∫
B

[
∂Ŵ
∂φa
◦ (φ, F,X) ηa +

∂Ŵ
∂Fa

A
◦ (φ, F,X) ηa |A

]
=

∫
B

[
− fa ηa + Pa

A ηa |A
]
=

∫
B

[
− f η + P : Grad η

]
, (60)

where f and P are given by410

fa = −
∂Ŵ
∂φa
◦ (φ, F,X), f = −

∂Ŵ
∂φ
◦ (φ, F,X) (61a)

Pa
A =

∂Ŵ
∂Fa

A
◦ (φ, F,X), P =

∂Ŵ
∂F
◦ (φ, F,X). (61b)

In the case of elasticity in continuum mechanics, when the potential is given as the sum411

of an elastic potential and a potential of the external body forces, i.e.,412

Ŵ ◦ (φ, F,X) = Ŵel ◦ (F,X) + Ŵext ◦ (φ,X), (62)

the covector field f and the tensor field P take the meaning of external body force per413

unit volume and first Piola-Kirchhoff stress, respectively. Now, considering that414

P : Grad η = Pa
A ηa |A = (Pa

A ηa) |A − Pa
A
|A η

a = Div(PTη) − (Div P) η, (63)

the variation becomes415

(∂ηEB)(φ) =

∫
B

[
− f η + Div(η P) − (Div P) η

]
= −

∫
B
( f + Div P) η +

∫
B

Div(η P) (64)
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and, by applying Gauss’ divergence theorem,416

(∂ηEB)(φ) = −

∫
B
( f + Div P) η +

∫
∂B
(PN ) η, (65)

where N is the normal to the boundary ∂B and (PN ) η = η (PN ).417

We now look for a configuration φ at which EB(φ) is stationary. For this purpose, we418

impose the condition (∂ηEB)(φ) = 0, in which φ is unknown, and we study it under the419

restriction that η vanish on ∂B (Hill, 1951). This choice annihilates the surface integral420

on the right-hand-side of (65), so that the stationarity condition becomes421

(∂ηEB)(φ) = −

∫
B
( f + Div P) η = 0, η ∈ V, (66)

where V := {η ∈ TφC ∩ C1(B,TS) : η(X) = 0, ∀ X ∈ ∂B}. We require now that (66) be422

satisfied for all η ∈ V , which leads to the Euler-Lagrange equations423

f + Div P = 0, fa + Pa
A
|A = 0. (67)

If the external body forces acting onB are only those given by f , which admit the potential424

density Ŵext ◦ (φ,X), Equation (67) represents, in continuum mechanics, the Lagrangian425

(static) equilibrium equations, i.e., spatial equations described in terms of the material426

coordinates. If φ is a solution to (67), and the boundary of B can be written as the disjoint427

union of a Dirichlet part and a Neumann part, i.e., ∂B = ∂DB t ∂NB, then the variation428

(∂ηEB)(φ) in Equation (65) becomes429

(∂ηEB)(φ) =

∫
∂B
(P N ) η =

∫
∂NB
(P N ) η, (68)

where the surface integral is restricted to the Neumann boundary, ∂NB, because the430

displacement η, although being arbitrary, has to vanish on the Dirichlet boundary, ∂DB.431

In this case, the stationarity condition on EB requires the vanishing of the surface integral432

on the far right-hand-side of Equation (65). This can be obtained if ∂NB is a set of null433

measure, or if no contact forces are applied onto ∂NB. On the contrary, when contact434

forces are present, the stationarity condition on EB must be corrected by requiring that435

(∂ηEB)(φ) be balanced by the work performed by the contact forces on η. This result436

follows from the extended Hamilton’s Principle (dell’Isola and Placidi, 2011).437

If Equation (65) is referred to a set D ⊂ B, and is evaluated for a configuration φ438

solving (67), the volume integral vanishes by virtue of the Euler-Lagrange equations,439

while internal contact forces are exchanged through ∂D. In this case, η is not required to440

vanish on ∂D, and the variational procedure leads to441

(∂ηED)(φ) =

∫
∂D
(PN ) η, (69)

thereby returning the virtual work exerted by the contact forces acting on ∂D.442
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Let us now assume that φ satisfies the Euler-Lagrange equations (67), and let us take443

the material gradient Grad W of the energy density W , i.e., the partial derivatives of W444

with respect to XB,445

W,B =
[
Ŵ ◦ (φ, F,X)

]
,B

=

[
∂Ŵ
∂φa
◦ (φ, F,X)

]
φa,B +

[
∂Ŵ
∂Fa

A
◦ (φ, F,X)

]
Fa

A |B +
∂Ŵ
∂XB

◦ (φ, F,X)

= − fa Fa
B + Pa

A Fa
A |B +

∂Ŵ
∂XB

◦ (φ, F,X), (70)

wherewe used the definitions of the components of the deformation gradient, Fa
A = φ

a
,A,446

of the body force and the first Piola-Kirchhoff stress, and Fa
A |B are the components of447

the third-order two-point tensor Grad F. The last term in Equation (70) is usually called448

“explicit” gradient of the field W and denoted (∂W/∂XB)|expl in the literature (e.g.,449

Eshelby, 1975; Epstein and Maugin, 1990), whereas we regard it as the collection of the450

partial derivatives of the constitutive function Ŵ with respect to XB (which, we recall,451

are the functions such that XB(X) = XB). The negative of the “explicit” gradient defines452

the material inhomogeneity force or configurational force453

F = −
∂Ŵ
∂X
◦ (φ, F,X), FA = −

∂Ŵ
∂XA

◦ (φ, F,X). (71)

Substituting the expressions of the Lagrangian force f , the Piola-Kirchhoff stress P, and454

the configurational force F into Equation (70), we obtain455

Grad W = −FT f + P : Grad F −F, (72)

where the double contraction “:” in the second term is of the two legs of Pwith the first two456

legs ofGrad F. By invoking the symmetry of the Christoffel symbols ΓA
BC associated with457

the Levi-Civita Connection induced by the material metric G, so that Fa
A |B = Fa

B |A,458

we work out the second term on the right-hand-side of (72) in components, i.e.,459

Pa
A Fa

A|B = Pa
A Fa

B |A = (Pa
A Fa

B) |A − Pa
A
|A Fa

B, (73)

which, in component-free notation, reads460

P : GradF = Div(FTP) − FTDivP. (74)

By substituting this result into (72), we obtain461

Grad W = −FT f + Div(FTP) − FTDivP −F
= −FT [ f + DivP] + Div(FTP) −F. (75)

Moreover, using the Euler-Lagrange equation (67) yields462

Grad W = Div(FTP) −F. (76)
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Finally, by virtue of the identity Grad W = Div
(
W IT

)
, where I is the material identity463

tensor, Equation (76) becomes464

F + DivE = 0, FA + EA
B
|B = 0, (77)

where E is the Eshelby stress defined as in Equation (49).465

Similarly to other field theories, like Electromagnetism or General Relativity, the ten-466

sorE defined in (49) plays the role of the (“spatial” part of the) energy-momentum tensor467

of the theory under study. However, we emphasise that, while E has been obtained with468

the aid of a variational argument in the present framework, more general approaches exist,469

in which E is introduced as a primary dynamical quantity (Gurtin, 1995). Equation (77)470

is called material equilibrium equation or configurational equilibrium equation (Gurtin,471

1995), by analogy with the equilibrium equation (67) described by the Euler-Lagrange472

equations.473

According to Equation (71), if the body B is homogeneous, then we have474

FA(X) = −
[
∂Ŵ
∂XA

◦ (φ, F,X)

]
(X) = 0, ∀X ∈ B, (78)

and Equation (77) implies the vanishing of the divergence of the Eshelby stress. On475

the contrary, if there is any inhomogeneity in D (i.e., the derivative ∂Ŵ/∂XA is non-476

vanishing), this will be captured by the integral of the traction forces E N of the Eshelby477

stress over the boundary ∂D.478

We now show that Equation (48) yields the weak formulation of the strong form479

described in Equation (77). This is easy to see by referring to Equation (51), which we480

obtained from Equation (48) (or Equation (50)) by working in Cartesian coordinates and481

using Eshelby’s displacement U = −U0, constant overD. Indeed, by solving the material482

equilibrium equation (77) forF, using Cartesian coordinates, integrating overD, applying483

Gauss’ theorem and contracting both sides with U0, we obtain the total configurational484

force on the region D as the covector F such that485

FU0 = −

(∫
D

DivE
)
U0 = −

(∫
∂D
E N

)
U0 =

(∫
D
F

)
U0, (79)

i.e., F is the integral of the inhomogeneity force density F, as we see by comparing486

with Equation (51). Note that, if the body D is homogeneous, Equations (77) and (78)487

imply the vanishing of the divergence of the Eshelby stress, and therefore the vanishing488

of the volume integral and the equivalent surface integral on the right-hand-side of489

Equation (79).490

5 Derivation of the Weak Form with Noether Theorem491

In Noether’s Theorem, we need to contemporarily transform the domain and perform a492

variation on the arguments of the Lagrangian. In the jargon of classical field theory,493
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these are called a transformation of the coordinates (material coordinates, in our case)494

and a variation of the fields, respectively. Together, these give the total variation. We495

have already shown the transformation of the material coordinates in Section 2.3 and the496

variation on the fields in Section 4 and we turn now to the total variation. Then, we apply497

Noether’s theorem to directly obtain Eshelby’s results. In the application of Noether’s498

Theorem, we define the total energy ED of a region D as a functional on the product499

manifold C ×M.500

5.1 Total Variation501

In the language of field theory, the total variation is obtained by evaluating the variation of502

the fields at frozen coordinates given in (57) and (58) at the transformed points X̃ = Y(X),503

where Y = X+hU : B → B̃ is the infinitesimal transformation of the coordinates defined504

in (21), with U ∈ TXM. In order to avoid confusion, some care must be exercised.505

We recall that the manifold C is the configuration space of the body B, a configuration506

φ is an element of C and a displacement field η is a tangent vector of TφC. Let us denote507

by C̃ the configuration space of the “perturbed” body B̃ = Y(B), to which the points508

X̃ = Y(X) belong. Consider the intersection B∩ B̃ and the restriction of the configuration509

φ and the displacement field η defined in a subset D ⊂ B ∩ B̃ (see Figure 5). In this510

restriction, it is legitimate to evaluate φ and η at X̃ .511

B B̃ = Y(B)

D

Figure 5: A domain D (dark grey) in the intersection B ∩ B̃ between the body B (solid grey) and
the perturbed body B̃ (transparent grey).

We now define the total variation C → C̃ : φ 7→ φ̄ by evaluating the variations of the512

fields at frozen coordinates of Equations (57) and (58) at X̃ ∈ B̃ ∩ B, i.e., we define513

φ̄(X̃) = φ(X̃) + h η(X̃), φ̄a(X̃) = φa(X̃) + h ηa(X̃), (80)
F̄(X̃) = F(X̃) + h (Grad η)(X̃), F̄a

A(X̃) = Fa
A(X̃) + h ηa |A(X̃), (81)

where h is, with no loss of generality, the same smallness parameter as Y = X + hU . To514

obtain the final form of the total variation, we substitute the transformation (21) of the515

coordinates into the variations on the configuration (80) and on the tangent (81) of the516
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configuration, respectively, and use Taylor expansion. For the configuration, we have517

φ̄(X̃) = φ(X + hU(X)) + h η(X + hU(X))

= φ(X) + h F(X)U(X) + h η(X) + o(h), (82a)
φ̄a(X̃) = φa(X + hU(X)) + h ηa(X + hU(X))

= φa(X) + h Fa
B(X)UB(X) + h ηa(X) + o(h), (82b)

from which, using φ̄(X̃) = φ̄(Y(X)) = (φ̄ ◦ Y)(X) and omitting the argument X , we have518

φ̄ ◦ Y = φ + h (η + F U) + o(h) = φ + h w + o(h), (83a)
φ̄a ◦ Y = φa + h (ηa + Fa

B UB) + o(h) = φa + h wa + o(h), (83b)

where519

w = η + F U, wa = ηa + Fa
B UB . (84)

For the tangent map, we have520

F̄(X̃) = F(X + hU(X)) + h (Grad η)(X + hU(X))

= F(X) + h (Grad F)(X)U(X) + h (Grad η)(X) + o(h), (85a)
F̄a

A(X̃) = Fa
A(X + hU(X)) + h ηa |A(X + hU(X))

= Fa
A(X) + h Fa

A |B(X)UB(X) + h ηa |A(X) + o(h), (85b)

and thus,521

F̄ ◦ Y = F + h (Grad η + (Grad F)U) + o(h) = F + hY + o(h), (86a)
F̄a

A ◦ Y = Fa
A + h (ηa |A + Fa

A |B UB) + o(h) = Fa
A + h Y a

A + o(h), (86b)

where522

Y = Grad η + (Grad F)U, Y a
A = η

a
|A + Fa

A |B UB . (87)

5.2 Variation of the Total Energy523

Sincewe areworking in the static case, we replace the action functional and theLagrangian524

density with the total energy functional E and the potential energy density W . The total525

energy in a subset D ⊂ B ∩ B̃ is a functional on the product manifold C ×M, i.e.,526

ED : C ×M→ R : (φ,Y) 7→ ED(φ,Y) =

∫
Y(D)

Ŵ ◦ (φ, F,X) , (88)

where the integration domain Y(D) must belong to the intersection B ∩ B̃. We now527

consider the coordinate transformation Y = X+ hU , whereU ∈ TXM is a tangent vector528

at the identity X, and the field transformation is φ̄ = φ + h η, where η ∈ TφC is a tangent529
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vector at the configuration φ. The variation of the energy is given by the directional530

derivative531

(∂(η,U)ED)(φ,X) = lim
h→0

ED(φ̄,Y) − ED(φ,X)

h

= lim
h→0

1
h

[∫
Y(D)

Ŵ ◦ (φ̄, F̄,X) −
∫
D

Ŵ ◦ (φ, F,X)
]
, (89)

evaluated at the conventional configuration φ and Eshelbian configurationX, with respect532

to the pair of tangent vectors (η,U) ∈ T(φ,X)(C ×M) in the product manifold C ×M.533

Note also that, in the second integral, we used X(D) = D.534

Application of the theorem of the change of variables on the first integral in (89) yields535 ∫
Y(D)

Ŵ ◦ (φ̄, F̄,X) =
[∫

D
(1 + h DivU) Ŵ ◦ (φ̄, F̄,X) ◦ Y

]
+ o(h), (90)

where the determinant det(TY) = 1 + h DivU + o(h) follows from Equation (24). We536

now notice that537

Ŵ ◦ (φ̄, F̄,X) ◦ Y = Ŵ ◦ (φ̄ ◦ Y, F̄ ◦ Y,X ◦ Y)

= Ŵ ◦ (φ + h w + o(h), F + hY + o(h),X + hU), (91)

where we made use of the total variations (83) and (86), as well as of the identity538

X ◦ Y = Y = X + hU . Now, we expand in Taylor series up to the first order, and obtain539

Ŵ ◦ (φ̄, F̄,X) ◦ Y = Ŵ ◦ (φ, F,X) +
∂Ŵ
∂φa
◦ (φ, F,X) h wa

+
∂Ŵ
∂Fa

A
◦ (φ, F,X) h Y a

A

+
∂Ŵ
∂XB

◦ (φ, F,X) h UB + o(h). (92)

Using Equations (90), (91) and (92) in the variation of the energy (89), we have540

(∂(η,U)ED)(φ,X) = lim
h→0

1
h

[∫
D

h
(
Ŵ ◦ (φ, F,X) UB

|B +

+
∂Ŵ
∂φa
◦ (φ, F,X) wa +

∂Ŵ
∂Fa

A
◦ (φ, F,X) Y a

A +
∂Ŵ
∂XB

◦ (φ, F,X) UB

)
+ o(h)

]
. (93)

The smallness parameter cancels out and the term o(h) disappears in the limit h → 0.541

Thus, we write542

(∂(η,U)ED)(φ,X) =

∫
D

(
Ŵ ◦ (φ, F,X) UB

|B +

+
∂Ŵ
∂φa
◦ (φ, F,X) wa +

∂Ŵ
∂Fa

A
◦ (φ, F,X) Y a

A +
∂Ŵ
∂XB

◦ (φ, F,X) UB

)
, (94)
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and we use the explicit expressions (84) and (87) of the total variations w and Y :543

(∂(η,U)ED)(φ,X) =

∫
D

(
Ŵ ◦ (φ, F,X) UB

|B +
∂Ŵ
∂φa
◦ (φ, F,X) (ηa + Fa

B UB)+

+
∂Ŵ
∂Fa

A
◦ (φ, F,X) (ηa |A + Fa

A |B UB) +
∂Ŵ
∂XB

◦ (φ, F,X) UB

)
. (95)

Since544

(Ŵ ◦(φ, F,X)),B =
∂Ŵ
∂φa
◦(φ, F,X) Fa

B+
∂Ŵ
∂Fa

A
◦(φ, F,X) Fa

A|B+
∂Ŵ
∂XA

◦(φ, F,X) δAB,

(96)
we have545

(∂(η,U)ED)(φ,X) =

∫
D

(
Ŵ ◦ (φ, F,X) UB

|B + (Ŵ ◦ (φ, F,X)),B UB +

+
∂Ŵ
∂φa
◦ (φ, F,X) ηa +

∂Ŵ
∂Fa

A
◦ (φ, F,X) ηa |A

)
. (97)

Using Leibniz’ rule in the first two terms and in the last two terms and separating the546

integrals, we have547

(∂(η,U)ED)(φ,X) =

∫
D

[ (
Ŵ ◦ (φ, F,X) UB )

|B +

(
∂Ŵ
∂Fa

A
◦ (φ, F,X) ηa

)
|A

]
+

∫
D

[
∂Ŵ
∂φa
◦ (φ, F,X) −

(
∂Ŵ
∂Fa

A
◦ (φ, F,X)

)
|A

]
ηa . (98)

Now we use the definitions (61), which, in the context of continuum mechanics, give the548

body force f and the first Piola-Kirchhoff stress P, use W = Ŵ ◦ (φ, F,X) and change549

index A into B in the first integral. So, we have550

(∂(η,U)ED)(φ,X) =

∫
D

[ (
W UB )

|B +
(
ηa Pa

B )
|B

]
−

∫
D

(
fa + Pa

A
|A

)
ηa, (99)

which corresponds to Equation (17) in the paper by Hill (1951). In the first integral, we551

use UB = UA δA
B in the first term and the definition (83) of the total variation w to552

eliminate ηa = wa − Fa
A UA in the second term, and then we split the first integral into553

two, to obtain554

(∂(η,U)ED)(φ,X) =

∫
D

[
UA (

W δA
B − Fa

A Pa
B ) ]
|B
+

+

∫
D

(
wa Pa

B )
|B −

∫
D

(
fa + Pa

A
|A

)
ηa, (100)

where we recognise the Eshelby stressEA
B = W δA

B−Fa
A Pa

B defined in Equation (49).555

Finally, we obtain556

(∂(η,U)ED)(φ,X) =

∫
D

(
UA

EA
B )
|B +

∫
D

(
wa Pa

B )
|B −

∫
D

(
fa + Pa

A
|A

)
ηa, (101)
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which, in component-free formalism, reads557

(∂(η,U)ED)(φ,X) =

∫
D

Div
(
ETU

)
+

∫
D

Div
(
PTw

)
−

∫
D
( f + Div P) η. (102)

If the variation (102) is evaluated for a configuration φ solving the Euler-Lagrange558

equations (67), we obtain559

(∂(η,U)ED)(φ,X) =

∫
D

Div
(
ETU

)
+

∫
D

Div
(
PTw

)
, (103)

where the first two integrals contain the contributions to the Noether current density560

ETU + PTw. The extension of the result (103) to the case of the presence of non-561

integrable body forces f is treated in Appendix A.562

5.3 Eshelby’s Results and Conservation of Noether’s Current563

The variational procedure followed in Section 5.2 was conducted by introducing the one-564

parameter families of transformations Y(X) = X + hU = X̃ and φ̄(X̃) = φ(X̃) + h η(X̃),565

which allowed to compute the Gâteaux derivative of total energy ED along the pair of566

directions (η,U). Transformations of this kind are said to be symmetries if they do not alter567

the numerical value of ED, i.e., if it holds true that ED(φ̄,Y) = ED(φ,X) for sufficiently568

small values of h. Following an argument reported by Hill (1951), a condition ensuring569

the compliancewith this equality and the form-invariance of the Euler-Lagrange equations570

is obtained by means of what in field theory is called a divergence transformation (Hill,571

1951; Maugin, 1993). For the case of an infinitesimal symmetry transformation, the572

divergence transformation reads573 ∫
D
(1 + h DivU) Ŵ ◦ (φ̄, F̄,X) ◦ Y =

∫
D

[
Ŵ ◦ (φ, F,X) + h DivΩ

]
, (104)

whereΩ = Ω̂ ◦X is a vector field to be determined. Note that, in order to leave the Euler-574

Lagrange equations (67) invariant, Ω̂ must not depend on F (Hill, 1951). By dividing575

Equation (104) by h and taking the limit for h→ 0, we obtain576

(∂(η,U)ED)(φ,X) −

∫
D

DivΩ =
∫
D

[
Div

(
ETU

)
+ Div

(
PTw

)
− DivΩ

]
= 0. (105)

According to this result, to a given pair U and w there corresponds the conservation law577

Div
(
ETU

)
+ Div

(
PTw

)
− DivΩ = 0, (106)

which allows to determineΩ. In several circumstances of interest, such as the one related578

to the conservation of momentum or angular momentum, one can takeΩ to be zero from579

the outset and look for transformations U and w leading to conservation laws of the form580

Div
(
ETU

)
+ Div

(
PTw

)
= 0. (107)
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In the remainder of our work, we specialise to this case in order to retrieve Eshelby’s581

result in the light of Noether’s theorem. Some remarks on divergence transformations are582

reported in Appendix B.583

Eshelby (1975) imposed η = −F U , i.e., that the conventional displacement η be584

equal to the negative of the push-forward of the material displacement U , as shown in585

Equation (41), in order to preserve compatibility. This condition, in turn, imposes the586

vanishing of the total variation, i.e., w = η + F U = 0. With this hypothesis, the integral587

of Div
(
PTw

)
in Equation (103) vanishes identically and the variation reduces to588

(∂(η,U)ED)(φ,X) =

∫
D

Div
(
ETU

)
. (108)

which coincides with the result shown in Equation (48).589

Now we can exploit Noether’s theorem to obtain Eshelby’s final result. Noether’s590

Theorem states that591

For every continuous symmetry under which the integral ED is invariant,592

there is a conserved current density.593

In this case, the Noether current density is ETU . For it to be conserved, the divergence594

Div
(
ETU

)
has to vanish and, in fact, a direct computation, in which the configurational595

force balance (77) is used, yields the condition596

Div
(
ETU

)
= E : GradU + (DivE)U = E : GradU −FU = 0. (109)

Equation (109) is known asNoetherian identity (Podio-Guidugli, 2001), and places restric-597

tions on the class of transformations U that comply with the requirement Div
(
ETU

)
= 0,598

which can thus be said to be symmetry transformations. Indeed, a field U is a symmetry599

transformation (i.e., it leaves ED invariant) if, and only if, it satisfies (109) (for a similar600

result in a different context, see also Grillo et al., 2003, 2019). Looking at (109), we601

notice that, when the inhomogeneity force, F, vanishes identically i.e., when the body is602

materially homogeneous and, thus, the energy density Ŵ does not depend on the material603

points, the Noetherian identity reduces to604

Div
(
ETU

)
= E : GradU = 0. (110)

This result implies that any arbitrary uniform displacement field U , for which GradU =605

0, annihilates the divergence of the Noether current density and is, thus, a symmetry606

transformation. A body endowed with this property is said to enjoy the symmetry of607

material homogeneity. We notice, however, that, when F is not null, U may no longer608

be uniform. This means that F breaks the symmetry of material homogeneity and a new609

class of transformations U has to be determined.610

We also note that, under the hypothesis of homogeneous material, Equation (108)611

implies the vanishing of the divergence of ETU , and not of E. In order to obtain the612

vanishing of the divergence of the Eshelby stress E, we implement the last of Eshelby’s613

hypotheses, namely the fact that the material displacement U is uniform on D and given614
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by U(X) = −U0, for every X ∈ D. This implies that in the integral of Div
(
ETU

)
in615

Equation (111), the displacement U = −U0 can be brought out of the divergence, i.e.,616

(∂(η,−U0)ED)(φ,X) = −

∫
D
(DivE)U0. (111)

which coincides with Equation (50) obtained using Eshelby’s original procedure. Now,617

the vanishing of the variation due to the homogeneity of the material implies the vanishing618

of DivE, as in the strong form (77) considered with condition (78).619

6 Summary620

In this work we systematically reviewed the two procedures proposed by Eshelby to study621

the effect of inhomogeneity in an elastic body, in the differential geometric picture of622

continuum mechanics. The first procedure (Eshelby, 1951) involves the classical cutting-623

replacing-welding operations and is mathematically represented by defining the energy as624

a functional on the manifold M of the Eshelbian configurations Y (which transform the625

domainD containing the inclusion/defect), and performing a variation on the coordinates,626

i.e., a variational derivative made with respect to a material displacement field U , seen627

as a variation of the identity Eshelbian configuration X. The second procedure (Eshelby,628

1975) follows Hamilton’s principle of stationary action. Accordingly, the energy is629

defined as a functional on the manifold C of the conventional configurations φ, and a630

variation is performed on the fields, i.e., a variational derivative is calculated with respect631

to a spatial displacement, seen as a variation of the configuration map φ.632

The natural manner to unify the two procedures is the use of Noether’s Theorem,633

in which a variation on both fields and coordinates (total variation) is used. Indeed, to634

obtain this result, we defined the energy as a functional on the product manifold C ×M635

of the conventional configurations φ and the Eshelbian configurations Y, and performed636

a variational derivative with respect to the pair (η,U), which is a variation with respect to637

the pair (φ,X). While certainly no additional proof was needed to demonstrate the beauty638

and generality of Noether’s Theorem, we find that it is insightful to look at Eshelby’s639

theory of defects from the point of view of Noether’s conservation laws.640
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Appendix647

A Monogenic and Polygenic Forces648

The variational setting adopted in our work serves as a basis for the employment of649

Noether’s Theorem (see Section 5), which, for first order theories, is generally enunciated650

for a Lagrangian density function depending on “fields and gradients of the fields”.651

Hence, the expression of the energy density used so far, i.e., W = Ŵ ◦ (φ, F,X), is meant652

to replicate, up to the sign, the standard functional dependence of a generic Lagrangian653

density function, for which Noether’s Theorem is formulated. In principle, however,654

neither the introduction of the Eshelby stress tensor nor that of the configurational force655

density require any variational framework. Indeed, as clearly shown by Gurtin (1995), the656

existence of these quantities stands on its own, and it necessitates neither the hypothesis657

of hyperelastic material nor the assumption of body forces descending from a generalised658

potential density. The Eshelby stress tensor, for instance, is defined also for a generic659

Cauchy elastic material (for a definition of Cauchy elastic materials, see, e.g., Ogden,660

1984), for which the first Piola-Kirchhoff stress tensor, P, cannot be determined by661

differentiating the body’s free energy density with respect to its deformation gradient662

tensor. In this respect, we recall Gurtin’s words: “My derivation of Eshelby’s relation663

is accomplished without recourse to constitutive equations or to a variational principle”664

(Gurtin, 1995). Yet, what is referred to as “Eshelby stress tensor” and “configurational665

force density” within a given theory may well depend on whether or not the body is666

hyperelastic and the body forces admit a potential.667

To focus on the consequences of the existence of such a potential, we consider first a668

hyperelastic and inhomogeneous material with energy density Wel := W̌el ◦ (F,X), and669

subjected to body forces for which no integrability hypothesis is made. Then, following670

Gurtin’s approach (Gurtin, 1995), the following configurational force balance applies671

DivEel +Fel = 0, (112)

where Eel := WelIT − FTP is the Eshelby stress tensor obtained by using Wel as free672

energy density, and Fel is the configurational force density satisfying Equation (112).673

Note that, for the sake of a lighter notation, we write FT in lieu of FT ◦ φ throughout this674

section.675

To identify Fel from Equation (112), we compute explicitly the divergence of Eel,676

while recalling the equilibrium equation Div P + f = 0. Thus, we find677

Fel = −DivEel = −
∂W̌el

∂X
◦ (F,X) − FT f , (113)

thereby reaching the conclusion thatFel consists of the sum of two contributions, denoted678

by679

Fel,inh := −
∂W̌el

∂X
◦ (F,X), (114a)

Fel,b := −FT f , (114b)
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and ascribable to the inhomogeneity of the material and to the presence of the body force680

f , respectively. We emphasise that Equations (113), (114a) and (114b) are true regardless681

of any prescription on the integrability of f . Still, without loss of generality, we may682

assume the splitting f = f p + f m, where f m is assumed to admit the generalised energy683

potential density Wm = W̌m ◦ (φ,X), such that684

f m = −
∂W̌m

∂φ
◦ (φ,X). (115)

In the terminology of Lanczos (1970, page 30), f p is said to be “polygenic”, whereas f m
685

is referred to as a “monogenic” force density, because it is “generated by a single scalar686

function”, i.e., W̌m.687

The splitting f = f p + f m and Equation (115) permit to rewrite Fel as688

Fel = −
∂W̌el

∂X
◦ (F,X) − FT f

= −
∂W̌el

∂X
◦ (F,X) + FT

[
∂W̌m

∂φ
◦ (φ,X)

]
− FT f p, (116)

and, since it holds true that689

Grad Wm = FT

[
∂W̌m

∂φ
◦ (φ,X)

]
+
∂W̌m

∂X
◦ (φ,X), (117)

the force density Fel takes on the expression690

Fel = −
∂W̌el

∂X
◦ (F,X) −

∂W̌m

∂X
◦ (φ,X) + Grad Wm − FT f p. (118)

Moreover, by exploiting the identity Grad Wm = Div(WmIT ), setting691

Wel = W̌el ◦ (F,X) = Ŵel ◦ (φ, F,X), with
∂Ŵel

∂φ
◦ (φ, F,X) = 0, (119a)

Wm = W̌m ◦ (φ,X) = Ŵm ◦ (φ, F,X), with
∂Ŵm

∂F
◦ (φ, F,X) = 0, (119b)

and defining the overall energy density, Ŵ := Ŵel + Ŵm, we obtain692

Fel = −
∂Ŵ
∂X
◦ (φ, F,X) + Div(WmIT ) − FT f p. (120)

Finally, substituting this result into Equation (112) yields693

Div
(
WelIT − FTP

)
−
∂Ŵ
∂X
◦ (φ, F,X) + Div(WmIT ) − FT f p = 0, (121)

which can be recast in the form694

Div
(
W IT − FTP

)
−
∂Ŵ
∂X
◦ (φ, F,X) − FT f p = 0. (122)
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We recognise that the term under divergence in Equation (122) is the Eshelby stress tensor695

used in our work, i.e., E = W IT − FTP, which is constructed with the energy density W .696

Accordingly, the corresponding configurational force is given by697

F := −
∂Ŵ
∂X
◦ (φ, F,X) − FT f p = Fel − Grad Wm, (123)

so that Equation (122) returns the configurational force balance DivE + F = 0. In the698

absence of polygenic forces, i.e., for f p = 0, the form of the configurational force balance699

is maintained up to the re-definition of F, which reduces to700

F := −
∂Ŵ
∂X
◦ (φ, F,X), (124)

a result stating that the inhomogeneity force F acquires the meaning of an effective force701

accounting for two contributions: the inhomogeneities of the material featuring in the702

body’s hyperelastic behaviour and, thus, represented by Wel, and the inhomogeneities of703

the energy density Wm, which describes the interaction of the body with its surrounding704

world (e.g., via the mass density).705

B Divergence Transformation706

Let us consider a field theoretical framework and analyse a static problem, described by707

the Lagrangian density function L = L̂ ◦ (ϕ,Grad ϕ,X), in which ϕ is a scalar field (the708

generalisation to the situation in which ϕ is a collection of N scalar fields is straightfor-709

ward). We emphasise that ϕ is not the deformation here, but only a generic scalar field,710

as it could be the case for temperature or for the scalar potential in Electromagnetism.711

Consequently, the evaluation ϕ(X), with X ∈ B, only represents the value taken by ϕ at X ,712

i.e., it is not the embedding of the material point X into the three-dimensional Euclidean713

space. Within this setting, the quantity Grad ϕ need not be the “material gradient” of714

ϕ. Still, we maintain the notation introduced so far in our work in order not to generate715

confusion.716

After renaming L̂ ≡ L̂old, we express the divergence transformation as (Hill, 1951)717

L̂new ◦ (ϕ,Grad ϕ,X) = L̂old ◦ (ϕ,Grad ϕ,X) + DivΩ, (125)

where Ω = Ω̂ ◦ (ϕ,X) is an arbitrary vector field. Moreover, we notice that the vector-718

valued function Ω̂ has to be independent of Grad ϕ.719

A first direct consequence of (125) is that the overall Lagrangian† associated with the720

†In a more general – yet conceptually equivalent – framework, we should speak of action functional, rather
than “overall Lagrangian”, with the former being defined as the time integral of the latter over a given (bounded)
time interval. However, since all the quantities introduced in the present work are independent of time because
of the hypothesis of static problem, the action and the “overall Lagrangian” are defined up to a multiplicative
constant representing the width of the given time interval. For this reason, the formulation used in our work is
totally equivalent to the general one.
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body transforms from721

Lold
B (ϕ) =

∫
B
[L̂old ◦ (ϕ,Gradϕ,X)] (126)

into722

Lnew
B (ϕ) =

∫
B
[L̂new ◦ (ϕ,Grad ϕ,X)], (127)

where Lold
B (ϕ) and Lnew

B (ϕ) differ from each other by the boundary term
∫
∂BΩN , i.e.,723

Lnew
B (ϕ) = Lold

B (ϕ) +

∫
∂B
[Ω̂ ◦ (ϕ,X)]N . (128)

Since the variational procedure yielding the stationarity conditions for Lold
B (ϕ) and Lnew

B (ϕ)724

requires the fields ϕ and ϕ̄ = ϕ + h η to coincide with each other on ∂B (indeed, η is725

chosen such that it vanishes on ∂B), a field ϕ for which Lold
B (ϕ) is stationary makes726

Lnew
B (ϕ) stationary too. Moreover, such a field has to satisfy the same set of Euler-727

Lagrange equations. Indeed, upon recalling the expression of the covariant divergence of728

Ω, i.e.,729

DivΩ = ΩA
,A + Γ

A
BAΩ

B

=

[
∂Ω̂A

∂ϕ
◦ (ϕ,X)

]
ϕ,A +

∂Ω̂A

∂XA
◦ (ϕ,X) + ΓA

BA[Ω̂
B ◦ (ϕ,X)] , (129)

and substituting (129) into (125), we find that another consequence of Equation (125) is730

given by the identities731

∂L̂new
∂ϕ

◦ (. . .) =
∂L̂old
∂ϕ
◦ (. . .) +

[
∂2Ω̂A

∂ϕ2 ◦ (ϕ,X)

]
ϕ,A

+
∂2Ω̂A

∂XA∂ϕ
◦ (ϕ,X) + ΓA

BA

[
∂Ω̂B

∂ϕ
◦ (ϕ,X)

]
, (130a)

∂L̂new
∂ϕ,B

◦ (. . .) =
∂L̂old
∂ϕ,B

◦ (. . .) +
∂Ω̂B

∂ϕ
◦ (ϕ,X), (130b)[

∂L̂new
∂ϕ,B

◦ (. . .)

]
|B

=

[
∂L̂old
∂ϕ,B

◦ (. . .)

]
|B

+

[
∂2Ω̂B

∂ϕ2 ◦ (ϕ,X)

]
ϕ,B

+
∂2Ω̂B

∂ϕ∂XB
◦ (ϕ,X) + ΓBDB

[
∂Ω̂D

∂ϕ
◦ (ϕ,X)

]
, (130c)

which imply the invariance of the Euler-Lagrange equations under the transforma-732

tion (125), i.e.,733

∂L̂old
∂ϕ
◦ (. . .) −

(
∂L̂old
∂ϕ,B

◦ (. . .)

)
|B

=
∂L̂new
∂ϕ

◦ (. . .) −

(
∂L̂new
∂ϕ,B

◦ (. . .)

)
|B

= 0. (131a)
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We emphasise that this result holds true because Div[Ω̂ ◦ (ϕ,X)] solves identically the734

Euler-Lagrange equations, i.e.,735

∂

∂ϕ
Div[Ω̂ ◦ (ϕ,X)] − Div

(
∂

∂Grad ϕ
Div[Ω̂ ◦ (ϕ,X)]

)
= 0. (132)

If ϕ is a collection of N independent scalar fields, Equation (132) becomes a system of N736

scalar equations, i.e., in components,737

∂

∂ϕµ
Div[Ω̂ ◦ (ϕ,X)] −

(
∂

∂ϕµ,A
Div[Ω̂ ◦ (ϕ,X)]

)
|A

= 0, µ = 1, . . . , N . (133)

However, the quantity738

∂

∂ϕµ,A
Div[Ω̂ ◦ (ϕ,X)], µ = 1, . . . , N, A = 1, 2, 3, (134)

is not, in general, the component of a tensor field. Indeed, if it were, for example for739

N = 3, the covariant divergence constituting the second term on the left-hand-side of740

Equation (133) would require to differentiate the tensors eµ ⊗ EA of a suitable tensor741

basis, thereby yielding a term, obtained by differentiating eµ, that does not cancel with742

the first summand of Equation (133). Hence, Equation (133) would not be satisfied.743

The situation just depicted occurs when the “fields” of the triplet (ϕ1, ϕ2, ϕ3) acquire744

the meaning of the components of the deformation, an object that has the mathematical745

meaning of an embedding and, thus, that is not truly identifiable with a collection of gen-746

uine scalar fields. Indeed, when (ϕ1, ϕ2, ϕ3) is replaced by (φ1, φ2, φ3), the corresponding747

“gradient” is none other than F and, more importantly, the quantity in (134) becomes748

(with a ∈ {1, 2, 3} and A ∈ {1, 2, 3})749

∂

∂φa,A
Div[Ω̂ ◦ (φ,X)] =

∂

∂Fa
A

Div[Ω̂ ◦ (φ,X)], (135)

which takes on the meaning of a fictitious first Piola-Kirchhoff stress tensor. The con-750

sequence of this result is that the covariant divergence of the right-hand-side of Equa-751

tion (135) does not cancel with ∂Div[Ω̂ ◦ (φ,X)]/∂φa. This leads us to the conclusion,752

already stated by Maugin (1993, see page 100), that Ω̂ should depend “at most” on X753

“and not on the fields”.754

Since we consider a static problem, for which the body’s Lagrangian density function755

coincides with the negative of its total energy density, following Hill (1951), we introduce756

the functions Wold = Ŵold ◦ (φ, F,X) and Wnew = Ŵnew ◦ (φ, F,X), and we reformulate757

the transformation (125) as758

−Ŵnew ◦ (φ, F,X) = −Ŵold ◦ (φ, F,X) + DivΩ, (136)

with Ω ≡ Ω̂ ◦ X. For the reasons outlined above, the divergence transformation (136)759

is such that the overall energies Eold
D (φ) =

∫
D Ŵold ◦ (φ, F,X) and Enew

D (φ) =
∫
D Ŵnew ◦760
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(φ, F,X) are stationary for the same deformation φ, which thus satisfies the same Euler-761

Lagrange equations. Indeed, since Ω̂ is independent of φ, it holds true that762

∂Ŵnew

∂φb
◦ (. . .) =

∂Ŵold

∂φb
◦ (. . .), (137a)

∂Ŵnew

∂Fb
B

◦ (. . .) =
∂Ŵold

∂Fb
B

◦ (. . .), (137b)

∂Ŵold

∂φb
◦ (. . .) −

(
∂Ŵold

∂Fb
B

◦ (. . .)

)
|B

=
∂Ŵnew

∂φb
◦ (. . .) −

(
∂Ŵnew

∂Fb
B

◦ (. . .)

)
|B

= 0. (137c)

After proving this property, we superimpose the transformations X 7→ X̃ = Y(X) =763

X + hU and φ(X) 7→ φ̄(X̃) = φ(X̃) + h η(X̃) to the divergence transformation (136), and764

we require the invariance of the overall energy under the resulting, global transformation765

(Hill, 1951). This yields the equality766 ∫
D
{[Ŵnew ◦ (φ̄, F̄,X)] ◦ Y} det(TY)︸                                         ︷︷                                         ︸

≡Enew
D (φ̄,Y)

=

∫
D

Ŵold ◦ (φ, F,X)︸                  ︷︷                  ︸
≡Eold

D (φ,X)

, (138)

where TY is the tangent map of Y. By applying a “rescaled” divergence transformation767

to the left-hand-side of Equation (138), i.e.,768

Ŵnew ◦ (φ̄, F̄,X) = Ŵold ◦ (φ̄, F̄,X) − Div(hΩ) , (139)

we obtain769 ∫
D
{[Ŵold ◦ (φ̄, F̄,X)] ◦ Y − Div(hΩ) ◦ Y} det(TY) =

∫
D

Ŵold ◦ (φ, F,X) . (140)

We remark that the smallness parameter h, which multiplies Ω in (139) and (140), has770

been introduced in order to make the divergence transformation infinitesimal, as is the771

case for the transformations on the material points and on the deformation.772

By rearranging Equation (140), so as to separate the transformations on the material773

points and on the deformation from the divergence transformation, we find774 ∫
D
{[Ŵold ◦ (φ̄, F̄,X) ◦ Y] det(TY) − Ŵold ◦ (φ, F,X)} =

∫
D
[Div(hΩ) ◦ Y] det(TY) .

(141)

By using the result reported in (103), at the first order in h, Equation (141) becomes775 ∫
D

Div[ETU + PTw] =

∫
D

DivΩ ⇒

∫
D

Div[ETU + PTw −Ω] = 0 , (142)

thereby implying that Noether’s current density is given by J = ETU + PTw − Ω and776

that, after localisation, the conservation laws should be sought for in the form777

Div[ETU + PTw −Ω] = 0 . (143)
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The choice of Ω depends on the type of conservation law and on the associated class of778

symmetry which one is interested in looking at.779

Within the present context, Equation (143) constitutes the most general form of780

conservation law pertaining to Noether’s current. This result, however, can be exploited781

in much deeper detail: indeed, granted the Euler-Lagrange equations f + Div P = 0, if,782

for a given choice of the fieldsU , w andΩ, (143) is satisfied as an identity, then a specific783

physical quantity is conserved and the fields are said to be symmetries.784

For the problem under investigation, Equation (143) can be recast in the equivalent785

form (Hill, 1951; Grillo et al., 2003, 2019)786

Div[ETU + PTw −Ω] = (DivE)U +E : GradU + (Div P)w + P : Grad w − DivΩ
= −FU +E : GradU − f w + P : Grad w − DivΩ = 0 . (144)

If one is interested in looking at the conservation of linear momentum, one sets U =787

0, Ω = 0 and w = w0, with w0 being a uniform displacement field. In this case,788

Equation (144) is not satisfied. Indeed, it occurs that789

Div[ETU + PTw −Ω] = Div[PTw0] = − f w0 , 0 , (145)

which shows that linear momentum is not conserved because of the body forces f .790

On the same footing, the presence of the inhomogeneity force, F, spoils the conser-791

vation of the pseudo-momentum (Maugin, 1993), and this is reflected by the fact that792

uniform translations of material points, hereafter denoted by U = U0, are not symmetry793

transformations. This is encompassed by Equation (144) by setting w = 0 and Ω = 0,794

thereby obtaining795

Div[ETU + PTw −Ω] = −FU0 , 0 . (146)

In fact, Hill (1951) presents several examples, from which we largely took inspiration,796

and, among those, he shows that the only case in which Ω should be taken different797

from the null vector is the case in which velocity transformations are applied, a situation798

referred to as the centre-of-mass theorem. I feel indebtly to my parents for799
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